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Preface

This book has been written largely in response to comments made by 
Fadhel Kaboub, the President of the Binzagr Institute for Sustainable 
Development and Associate Professor of Economics at Denison 
University, on a doctoral thesis I submitted in 2016. He wrote that he 
would recommend me publishing the dissertation as a book, but would 
also encourage ‘the publication of a non-technical version of this work 
to invite non-academic audiences into these very important public pol-
icy discussions. After all, public policy in a democratic society ought to 
be truly participatory in nature, but when the public lacks the ability of 
understanding the basic implications of alternative economic policy pro-
posals, and also lacks the ability of challenging so-called experts, then we 
end up with people submitting to policies that actually work against their 
own interest, and increase inequality and socio-economic exclusion’.

I set out to do as he recommended. However, I have not removed 
every equation and chart from the book, since to do so would have 
blunted its effectiveness in advocating for the replacement of the neo-
classical orthodoxy which has been used so successfully in support of a 
neoliberal agenda in recent decades, with a new economics for sustain-
able prosperity, which can be used in support of a genuinely progressive 
and inclusive agenda for the future. Instead, I have kept them to a mini-
mum, explaining their significance along the way, and occasionally invit-
ing those readers not wanting to bother with algebra to take the results 
for granted and move on.



vi     Preface

At the heart of this new economics is modern monetary theory. In 
February 2018, I saw a podcast of a brilliant interview, conducted by 
Steve Grumbine of Real Progressives, with two of the founders of mod-
ern monetary theory, Professor Stephanie Kelton and Professor William 
Mitchell. Kelton and Mitchell separately made the point that without 
an understanding of modern monetary theory, there can be no success-
ful prosecution of a genuinely progressive agenda in the USA or else-
where, and that the achievement of equitable and sustainable prosperity 
in the future depends on a widespread understanding of the principles of 
modern monetary policy among the voting public.

As Professor Joan Robinson said, long ago, people need to learn 
some economics to avoid being fooled by economists. It is my hope that 
people will choose to read this book, and that it will help equip them 
with enough understanding of both the old economics and the new so 
that they are not fooled, but instead are empowered by what they have 
learned.

My thanks go to Philip Lawn, a colleague and a mentor over many 
years, at both the University of Adelaide and Flinders University. I have 
also benefited greatly from regular discussions with Colin Rogers, at the 
University of Adelaide; with Anna Mihaylov, now at Kaplan Australia; 
and, in recent times, with the prize-winning journalist, Claire Connelly. 
Occasional opportunities down the years to talk with and to be inspired 
by Geoffrey Harcourt have also been a treasure.

I wish I could thank an unknown banker, who, in spite of his seniority 
at work, was a student on a course I was teaching in London, leading 
to the membership examinations of the Chartered Institute of Bankers, 
at some point during the late 1990s. He approached me, at the end of 
an intensive course, and, with reference to the orthodox description of 
monetary policy, said, ‘You know it couldn’t really work that way, don’t 
you?’

Twenty years later, I now know very well that it doesn’t work that 
way. This book is an attempt to share with you some of what I have 
learned.

My greatest debts will always be to my father and late mother, Tom and 
Trudy, and to my wife, Katherine, for their unfailing love and support.

Adelaide, Australia Steven Hail
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1

I arrived as a student at the London School of Economics, nearly four dec-
ades ago, full of enthusiasm and idealism, wanting to learn how to make 
the world a better place. I had already done ‘Advanced’ level economics 
at school, and read a little bit of Keynes, without properly understanding 
what I was reading. I believed in 1981, as he had written in 1935, that 
‘the outstanding faults of the economic society in which we live are its 
failure to provide for full employment and its arbitrary and inequitable 
distribution of wealth and incomes’. This seemed obvious, and under the 
Prime Ministership of Margaret Thatcher, it was only getting worse.

I had at least taken in Keynes’ statement, made in the final sentence 
of The General Theory, that ‘soon or late, it is ideas, not vested interests, 
which are dangerous for good or evil’, although this is in part because I 
have always had a tendency to read the final sentence in a book before 
reading what goes before it. Like many of my contemporaries, I wanted 
to learn about how the world worked. I wanted a set of ideas which 
would help to bring about a better society.

What I got, from lecturers who were, in many cases, among the 
leading economists of the day, was training in pure mathematics, and 
particularly in the fruits of the rational expectations revolution in macro
economics of the previous decade. By the time I left university, I knew 
a great deal about the work of Robert Lucas, whose name will crop 
up in Chapter 2 of this book, and of his colleagues. I knew they had 
built on earlier work by Milton Friedman. I was vaguely aware of a 
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Introduction—Searching for a New 
Economics
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debate between Friedman’s monetarists and James Tobin and his fellow 
Keynesians, which it seemed the monetarists had won. I was thoroughly 
taken in by the notion that macroeconomics had progressed to be a gen-
uine science; that my job was to learn to use the tools of this science; 
that no serious alternative existed; and that Keynes, and anyone who had 
ever worked with him, was out of date. Keynes had been dead for more 
than thirty years, and economics had moved on. In the apparently trium-
phant words of the economist David Laidler (1981, 7), ‘we are all mon-
etarists now’.1

Like many of my generation, and of the next, I had been sold a pup. 
Macroeconomics had not moved forwards, and the whole discipline of 
economics was not progressing. It was regressing. It was already in a 
muddle, and sadly since then, the muddle has only got worse. I did not 
learn what I had expected to learn, in my naivety. I learned an econom
ics which normally serves powerful vested interests, albeit often 
without economists being aware this was the case. It is an economics  
resting on a set of assumptions which, though demonstrably invalid, 
were convenient both for the development of particular types of math-
ematical models, and as a justification for the neoliberal transformation 
which followed, not only in the USA and the UK, but across most of the 
world.

I was never exposed to the work of Post-Keynesians, like Michal Kalecki, 
Joan Robinson, Nicholas Kaldor, Abba Lerner, Hyman Minsky, Paul 
Davidson or Wynne Godley. I never did understand Keynes, or at least 
not until many years later. We did not so much as mention the ecologi-
cal limits to growth, as discussed in the Club of Rome report (Meadows 
et al. 1972). There was nothing from the then newly emerging literature of 
behavioural economics. We certainly did not discuss Karl Marx. This is not 
to say that there were no electives available, where Marx might at least have 
got a look in. However, by the time you had taken your macro, micro and 
econometrics subjects, in my masters degree, there was no room for more 
than one elective. I chose development economics and swallowed even 
more neoclassical dogma as a result. By then, I had been so badly misled, 
that I would have objected to anything else.

It took me many years, before I understood that I had been misled. 
I began to develop an interest in behavioural economics, after the 1987 
stock market crash, which undermined my faith in the previously all-
conquering efficient markets view of financial markets. Over time, during 



1  INTRODUCTION—SEARCHING FOR A NEW ECONOMICS   3

a career spent training accountants and bankers, I met the odd banker 
who suggested to me that the orthodox description of monetary policy 
could not possibly be correct, and gradually the significance of this began 
to sink in. Financial crises seemed to be happening more and more fre-
quently. Inequality kept rising in many countries, and trickle-down eco-
nomics began to seem absurd.

Then, in 2002, I started teaching at the University of Adelaide, which 
at the time, in Colin Rogers, had a head of school who was a prominent 
Post-Keynesian. I barely knew such economists existed. I read some of 
Colin’s work (for example, Rogers 1989), which led me on to that of 
Geoffrey Harcourt (Harcourt 2001, for a good start), the most famous 
economist ever to work at the University, and to what was for the first 
time a correct understanding of Keynes. Forgive me for the religious 
reference, but I felt like a born-again economist. This was what I had 
wanted to know in 1981, and had lacked both the maturity to discover 
for myself, and the encouragement to do so from those who had been my 
educators.

There was still something missing, though. The general equilibrium 
approach of orthodox economics, which I will reject in Chapter 2, for 
very good reasons, at least seems to hang together. It is suggestive of the 
approach to economic management which the great majority of econo-
mists, politicians and pundits continue to take for granted, to this day. 
Post-Keynesian economics seemed to me to lack the internal consistency 
and power to ever challenge orthodox economics with much prospect of 
success. To change the direction of our societies from a path of neoliber-
alism towards one of equitable and sustainable prosperity, something was 
missing.

That something is modern monetary theory. I was originally intro-
duced to modern monetary theory by Philip Lawn, who is Australia’s 
leading ecological economist, and a pioneer of a metric of economic 
development called the Genuine Progress Indicator. Phil was a col-
league of mine at Flinders University, in the middle of the last decade, 
and persuaded me to start reading Bill Mitchell’s Billyblog. William 
Mitchell, from the Centre of Full Employment and Equity, in Newcastle, 
New South Wales, is not only one of the principal developers of mod-
ern monetary theory, but also a candidate for the title of the world’s 
best living economist. However, despite reading his blog, I remained 
something of an MMT sceptic until the collapse of Lehman Brothers, 
on 15 September 2008. It was that event, and the events that followed 

http://dx.doi.org/10.1007/978-3-319-90981-3_2
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it, which led me to read voraciously all the modern monetary theory I 
could lay my hands on, as well as books and papers by Hyman Minsky 
and Paul Davidson, and by Michal Kalecki and Keynes himself.

As you can see, I am a slow learner. It took years for me to think 
about and understand the main elements of an economics for sustainable 
prosperity. Modern monetary theory is central to such an economics. It 
is, in my opinion, a genuinely beautiful set of ideas, concepts and prin-
ciples; elegant in its simplicity; powerful in its validity; profound in its 
significance; revolutionary in its implications; and for many people, trans-
formational in its impact on their thinking. For me, it lies at the centre of 
a broader set of ideas, arguments and discoveries, drawn from a variety of 
disciplines and perspectives, which hold out the hope that we can harness 
this interconnected knowledge to deliver a future economy characterised 
by sustainable prosperity. We can do much better in the future than we 
have ever done in the past.

Escaping from the Old Ideas

More and more people are learning about modern monetary theory; 
asking questions about it; discussing it with others; using it to distinguish 
truth from fallacy in a variety of economic debates; and applying it to 
make sense of the appropriate role for governments to play in pursuit 
of genuinely sustainable and equitable prosperity. It is close to a tipping 
point, beyond which it will become impossible to ignore. There is a great 
deal of momentum behind it.

This is just as well, as the dominant, orthodox wing of the economics 
profession stands in the way. The barriers to fundamental change in the 
economics profession are very high. Heterodox economists have been 
trying to challenge the prevailing orthodoxy for many years, with little 
practical success, even when the evidence has been clearly in their favour. 
They have often been sidelined and ignored.

It seems, then, that a large part of the impetus for any such change 
has to come from outside the economics profession, so that the mass 
of the profession is eventually forced to wake up and think again about 
much that has long been taken for granted. This book is meant to be a 
small push in the direction of change. While I hope it is a good read for 
economists, of both the heterodox and the more open-minded ortho-
dox varieties, it is intended just as much for activists and policy-makers 
with an interest in economics. I hope for some people it will be a short  
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cut. I would not like you to have to go through such a long process of 
transition as I have done. I hope it is accessible to all, useful to many and 
I hope it doesn’t make economics seem like brain damage.

That is exactly how economics was described by the environmental 
activist, David Suzuki, in a 2011 documentary movie.2 Economics, how-
ever, is obviously just the study of the economy. The economy is the set 
of natural and fabricated resources, institutional arrangements, organisa-
tions and markets which are available to meet our needs and to influence 
our current and future well-being. It is something which we have created 
and which we can and will change, for better or for worse. Like all insti-
tutions, it evolves over time, and not necessarily in ways which are con-
ducive to genuine progress. It has evolved, and been managed, in such 
a way as to push us beyond our planet’s ecological frontier, while at the 
same time in many countries failing to provide the social foundations for 
shared prosperity.

You could say the same thing about economics as a discipline. It has 
evolved in a way which has not been conducive to the well-being of peo-
ple and the planet. To state that millions have been lifted out of extreme 
poverty is not much of a defence for economic orthodoxy. Many millions 
still live in want and insecurity in a struggle for survival, in a global econ-
omy with the technology to make this unnecessary. And all the while 
we are using, according to the Global Footprint Network, such a high 
level of ecological resources that we would need 1.7 Planet Earths for 
this to be sustainable in the long term. If every individual on the planet 
consumed resources at the rate of the average American or Australian, 
we would need 5 Planet Earths. We have, since the 1970s, unnecessar-
ily gone well beyond our planetary boundary for resource use, partly 
because orthodox economics has encouraged our leaders to concentrate 
on goals which are largely irrelevant to human welfare, and to ignore 
those things which really matter. Even in America and Australia, rela-
tive poverty has increased, as inequality has been allowed to rise to levels 
not seen since before World War II. Many of the changes which have 
happened in the USA and elsewhere over the past 30 years have been 
destructive rather than progressive, and for that, the economics profes-
sion shares a great deal of the blame.

So it is understandable that a lot of people have lost faith in eco-
nomics, and might echo Suzuki’s words. Much of the economics 
done over a long period has been, if not brain damage, at least a form 
of brainwashing, and this is true of virtually all the work done within  
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orthodox macroeconomics since about 1980. The good news is that this 
brainwashing is not irreversible. If you have had too great an exposure 
to it, and feel yourself to have been damaged as a result, then this book 
is offered as a remedy. If you have so far avoided being damaged, then 
please see the book as a form of inoculation. Once you have read it, you 
will be able if you wish to read a wide variety of mainstream texts, or 
to engage prominent conservative economists in debate, with no fear of 
being misled. Instead, you will be amazed that they could have been so 
wrong about so much that matters over such a prolonged period. You 
will wonder how this is even possible.

To describe all economics as ‘brain damage’, though, is silly and 
potentially self-defeating, whatever your form of activism. To quote John 
Maynard Keynes, once again from the last page of The General Theory, 
‘the ideas of economists and political philosophers, both when they are 
right and when they are wrong, and more powerful than is commonly 
understood’. Now, as much as at any time in history, it is important for as 
many people as possible to engage with economic ideas, and to identify 
which seem to be right and which are wrong. At the very least, we can 
then, as Joan Robinson put it, ‘avoid being deceived by economists’—
by the wrong sort of economists, in any case. Because the right sort of 
economics can be a force for good, and help to deliver a genuinely sus-
tainable prosperity.

In his brilliant popular science book, A Short History of Nearly 
Everything (2003), Bill Bryson described the reluctance of leading geol-
ogists over many years to accept, or even to take seriously, the notion 
that the continents are not fixed in place, but drift and collide over time. 
It took more than fifty years for plate tectonics to be accepted as valid, 
despite the fact that generations of children had by then noticed that the 
continents in places seem as if they would fit together like pieces in a jig-
saw, and that there was overwhelming scientific evidence of continental 
drift. For half a century, plate tectonics was not something in which a 
respectable geoscientist could believe. It is not only in economics that 
the great majority of the supposed experts in a field can be badly wrong 
about fundamental issues over a long period.

Imagine that the economic well-being of billions of people had relied 
on the theory that the continents are fixed in place. The consequences 
could have been disastrous. They might have included growing inequal-
ities and insecurities in many countries; long-term unemployment and 
underemployment; rising household indebtedness; financial fragility; and 
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dangerous climate change. All this may have gone along with growing 
political unrest, terrorism, the rise of the alt-right, and public disillusion-
ment with mainstream politicians and their advisors. David Suzuki might 
have described the work of these scientists as ‘brain damage’. He would 
of course have been wrong to describe the whole of geoscience in those 
terms.

It will be obvious once you have read this book that for many years, 
the majority of economists have doggedly maintained and built upon a 
core model of the economy which has been no more reliable than the 
theory that the continents are fixed in place, but far more difficult to 
displace, and with precisely the consequences described above. So 
dominant is this orthodoxy that David Suzuki might imagine it to be the 
only approach to the study of the economy in existence. Fortunately, it 
isn’t. There is a better alternative.

My purpose is to identify and explain the main elements of a new 
approach to economics which will help us to achieve sustainable pros-
perity, allowing ‘all individuals a decent quality of life with dignity and 
the opportunity to be a member of an inclusive, participatory and just 
society’.3 This approach has different roots, different characteristics and 
suggests radically different policy options to the economics which has 
dominated global discourse in recent history. Inequality, insecurity, pov-
erty, unemployment, financial instability and ecological crisis have multi-
ple causes, but an important contributory factor to them all, and to the 
social problems which are derived from them, has been the discipline of 
economics as practised by the great majority of the profession in recent 
decades. Economics can be a force for good or ill, but has too often in 
the past been the latter, acting as a barrier to genuine and widespread 
progress. This book is a search for an economics which will contribute 
towards, rather than frustrate, sustainable prosperity and so be a force for 
good.

Two Traditions

Let us begin with a distinction between two very broadly defined 
approaches to doing economics. We might regard them as traditions. 
They are so broadly defined that it has been possible for the entire eco-
nomic debate that many outside the profession, including David Suzuki, 
and even some within it, have ever been exposed to, to fall entirely 
within the first of them.



8   S. HAIL

According to the first of these traditions, the economy revolves 
around and is controlled by you and people like you. What is produced is 
what you want to consume. It is produced, before being traded in mar-
kets, using your labour and using capital goods, or machines. Natural 
resources, including energy, are either ignored or treated as a form of 
capital good. There is very little discussion of ecological sustainability. 
Growth is good—it means there are more goods and services for you to 
consume.

It is assumed that you choose how much to spend and save out of 
your current income, or how much to borrow, based on your well-
established preferences and well-informed foresight as to your future 
needs, opportunities and risks. You are free to choose4 how much 
of your time to use for leisure, and how much time to spend in paid 
employment, again based on your preferences. The amount you earn 
depends entirely on how productive you are and on the number of hours 
you choose to work. You love to consume, but you hate to work. If you 
are unemployed, at least for longer than the time it takes the economy to 
recover from occasional random shocks, this is your choice.

There are a few frictions5 and so-called externalities,6 including pol-
lution and the emission of greenhouse gases, disturbing what would 
otherwise be a perfectly efficient economy, but otherwise, a free and 
competitive market economy provides the best of all possible worlds,7 
given the behaviour of people like you. If there are things about the 
world you don’t like, that is the fault of people like you. You have all the 
power. There isn’t very much that governments need to do.

According to the second tradition, if you are a typical worker, peo-
ple like you have very little control over the way the economy works. 
Entrepreneurs and corporations might hire you if they are confident they 
will be able to make enough profit from doing so to make it worth their 
while. Those entrepreneurs and corporations are operating in an uncer-
tain economic environment. The amount you earn is largely dependent 
on the bargaining power you possess, rather than on any measure of pro-
ductivity. Whether you have a job, and how secure that job appears to 
be, is something over which you probably have no direct control. What 
is available for you to buy in the shops is what those corporations think 
they can persuade you to buy.

The pursuit of a standard of living comparable to those around you, 
and you do tend to compare yourself with people living around you, 
can lead you into debt. Involuntary unemployment can have severe and 
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long-lasting psychological effects. The economy can be a very unequal  
place. Growth has benefits, but it also has costs, and it is potentially 
unsustainable if it pushes economic activity beyond our planetary 
ecological boundary. Governments have a responsibility to keep the 
economy close to full employment, to limit inequalities of income and 
wealth, to ensure everyone can meet their basic needs without being 
forced into debt or exploited, to maintain the natural environment for 
current and future generations, and to work towards some form of sus-
tainable prosperity.

It is the first of these traditions which has up to now been dominant. 
It is often labelled as mainstream, orthodox or neoclassical economics. 
If you have been an economics student at any point since about 1980, 
then unless you are very lucky, virtually everything you were exposed 
to in what passed for your education came from within this tradition. 
It includes what many people call Keynesian economics,8 though not, as 
we shall see, the economics of Keynes, as well as including Monetarism. 
It includes Neo-Keynesians, New Keynesians, New-Monetarists and real 
business cycle theorists. It includes those who have advised Republican 
presidents and those who have advised Democrats. They are all from the 
same tradition and have far more in common than what divides them, at 
least in so far as their views on the correct way of doing economics are 
concerned.

At least on average over time, they all agree the economy will be close 
to its full employment level of activity. They all believe governments 
should balance their budgets in the long run.9 They generally think that 
if you are on a low income, while this is unfortunate, it is a reflection of 
your low productivity, and the only solutions are to train you to a higher 
level, or to find ways to motivate you to be more productive. If you have 
a low wage or are unemployed, it is a problem with you. The economy 
revolves around you. It must be your fault.

In Chapter 2, for reasons which will be explained there, this dominant 
tradition will be labelled real analysis, despite its lack of realism. For the 
moment, I will call it soft economics.10 Soft economics will play no role in 
our foundations of an economics for sustainable prosperity. Those who 
practise soft economics, however, remain at the helm of central banks 
and finance departments worldwide. Their grip on power is perhaps very 
slightly looser than it was before 2009, but they still dominate the over-
whelming majority of university economics departments; control leading 
academic journals to the exclusion of work produced by those from outside 

http://dx.doi.org/10.1007/978-3-319-90981-3_2


10   S. HAIL

their tradition, and act as gatekeepers to careers in economics within major 
policy institutions. They normally hire people just like themselves, and so 
are self-perpetuating and self-reinforcing. They are usually defensive of their 
tradition and dismissive of those working outside their tradition.

But there is another tradition, and there have always been some econ-
omists working wholly or largely within the other tradition. It goes by 
the name of heterodox economics and includes people who call them-
selves Post-Keynesians, and a variety of others who fall outside what 
remains at the moment the orthodox approach to doing economics. In 
Chapters 2 and 3, we will give it the label of ‘monetary analysis’, but for 
the moment, it can be called hard economics.10 Sustainable prosperity will 
be built on ‘hard’ foundations, and not on ‘soft’ ones, with a recent con-
tribution to hard economics known as modern monetary theory playing 
a central role in the new economics for sustainable prosperity for which 
we are searching. In Chapter 3, we will see that Keynes is a central figure 
within this tradition, and that those who call themselves New Keynesians 
have little or nothing in common with the economics in Keynes.

Soft and Hard Economics

The words ‘soft’ and ‘hard’, in this context, have nothing to do with 
how difficult the approaches are to learn and to apply, or how harsh the 
policies advocated by economists from within each tradition might be. 
Instead, the words refer to the realism, or lack of it, of the assumptions 
on which economic theories and models are built. Their use, in this con-
text, is drawn from a recent book on neuroeconomics (Glimcher 2011).

In soft economics, realism is ignored, and the only concerns of model 
builders are whether the predictions of their models appear to them and 
their colleagues to have value, and the conformity of their methods with 
the currently dominant view of the correct way to do economics. If the 
techniques are standard and the predictions are seen as useful, the real-
ism of the assumptions used to build the model is of no consequence. 
The soft tradition lends itself to mathematical theorising, and so attracts 
to the profession people who are easily impressed by mathematics, and 
less interested in realism. In turn, this biases the profession towards a 
model of the economy which tends to be supportive of a laissez-faire 
approach to economic management. Those doing soft economics typi-
cally deny that ideology has any role to play in their theorising, seeing 
themselves as objective scientists, but they abuse the scientific method, 

http://dx.doi.org/10.1007/978-3-319-90981-3_2
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albeit unintentionally, and are wrong to argue that economics can ever 
be a values-free discipline.

Those doing hard economics take an interest in how and why real 
people behave the way they do, and how economic institutions and pro-
cesses actually work and evolve over time. Hard economics is ‘because’ 
economics. It is not just about making predictions, but about building 
a useful map to guide policy-makers through a complex economic land-
scape. Those doing hard economics make regular use of insights from 
a wide variety of other disciplines, within the other social sciences and 
outside them. Psychology, sociology, anthropology, history, law and even 
neuroscience are among those disciplines which are potentially important 
to hard economics.

Conversely, soft economics is ‘as if ’ economics, where a set of often 
wildly unrealistic assumptions are accepted, and it is then standard 
practice to explore mathematically how the world would work if those 
assumptions applied, and to imagine that such predictions have relevance 
to a world where those assumptions clearly do not apply. Nobel Prize-
winning economists from within this tradition, and the great majority of 
Nobel Prize-winning economists come from within this tradition, have 
dismissed disciplines like neuroscience, and issues like the limitations a 
decision-maker with a human brain might face, as being irrelevant to an 
economist.11 At best, there is a grudging acceptance that other disci-
plines might sometimes have relevance to economics, but not where they 
contradict axioms economists hold dear. There have been some changes 
for the better, but not so as to fundamentally threaten the way macroe-
conomics is done.

I want us to go on a journey from the economy we have today to an 
economy of sustainable prosperity. Economic models and theories which 
are fit for purpose should provide us with a map to help guide us to our 
destination. Useful maps are not completely realistic reproductions of the 
regions they are supposed to represent. In a similar way, economic mod-
els can never include every detail of what influences human behaviour, 
or of the structure of the economy and its institutions. All models and 
all maps must be ‘wrong’, in the sense that they are not identical to that 
which is being modelled or mapped.12 Those who practise soft econom-
ics take comfort in this fact, and sometimes claim on this basis that a 
search for realism is misplaced.

Advocates of hard economics can only agree that models require sim-
plifying assumptions to be of any use. However, as my former head of 
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school Colin Rogers says, if you are trying to find your way across New 
Zealand, what you want to guide you is a simplified representation of 
New Zealand, and not a map of Tolkien’s Middle Earth.13 Don’t expect 
to find your way across New Zealand using a map of Middle Earth. 
Don’t expect to anticipate a global financial crisis and a Great Recession, 
or to plot the best path out of that recession, or to achieve sustainable 
prosperity, using soft economics.

In other words, for a model to be useful, it must share at least some 
of the characteristics of what it is supposed to represent. In a hard eco-
nomic model, any assumptions you make must be justified. They may be 
assumptions which could be relaxed without changing the predictions of 
the model; they may be assumptions which specify the precise circum-
stances under which the model is useful to policy-makers; or they may 
be assumptions which exclude factors playing no significant role in the 
processes the model describes.14 If they are none of these things, you are 
not doing hard economics.

It comes as a surprise to a lot of people that there are these two very 
different approaches to the study of how economies work, what drives 
their evolution over time, and what role, if any, government policies can 
play in ensuring economic outcomes serve the public purpose. It should 
be a greater surprise that the dominant tradition is that of soft econom-
ics, for no better reason than it is more susceptible to mathematical theo-
rising and to ideological bias.

Soft economics, as it is taught in the majority of universities around 
the world, and practised in governments, central banks and international 
agencies, limits the range of economic policy proposals which can be 
given serious consideration, and consequently biases policy outcomes. 
Paul Samuelson was one of the founders of modern-day soft economics, 
as well as the author of the best-selling economics textbook in the his-
tory of the discipline, and the intellectual father or grandfather of almost 
all the texts used in universities and colleges around the world subse-
quently. He said, ‘I don’t care who writes a nation’s laws—or crafts its 
advanced treatises—if I can write its economics textbooks’.15

Hyman Minsky, who made major contributions to hard economics, 
once wrote that ‘The game of policy making is rigged; the theory used 
determines the questions that are asked and the options that are pre-
sented. The prince is constrained by the theory of his intellectuals’.16The 
options that are presented to ‘the prince’ almost always exclude policies 
which would contribute to sustainable prosperity, because of the soft 
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economics being used. The game is rigged and has been rigged for a 
long time.

Ronald Coase, like Samuelson a Nobel Prize winner, said that ‘knowl-
edge will only come if economics can be reoriented to the study of man 
as he is and the economic system as it actually exists’.17 Soft economics 
is neither the study of people as they are nor of the economic system 
as it actually exists. It is for the most part fake knowledge. The increas-
ing softness of macroeconomics over the past 40 years has been a col-
lective intellectual failure with profound consequences. This is why we 
need to search for a modern version of hard economics to replace the 
modern-day orthodox macroeconomics which is still today being used 
to rig the game. Economics as a profession really does need to undergo 
a revolutionary change, and the evidence of this need is not hard to find. 
It lies in the multitude of false and misleading statements of advisers 
and policy-makers in all major economies in recent years, and also in the 
acquiescence and often endorsement of neoliberal ideology by orthodox 
economists.

The recent record of soft economics, and especially soft macroeco-
nomics, is so poor and its implications so misleading, that it is hard to 
know where to begin, but given its disastrous last decade, the central 
bank of the Eurozone is as good a place as any.

In 2010, the then Chairman of the European Central Bank, along 
with a number of leading American and European economists, claimed 
that austerity could not cause a recession, and that a fiscal stimulus could 
not bring about economic recovery in an economy with high unemploy-
ment. This was classic soft economics, in that there is no credible evi-
dence for either statement, and they are both based on a logical outcome 
within a model based on completely unrealistic axioms. In other words, 
these statements are nonsensical. And yet these were the words of Jean-
Claude Trichet—‘the idea that austerity measures could trigger stagna-
tion is incorrect’.18

Subsequently, the European economy as a whole stagnated for years, 
and in those countries forced into the most severe forms of austerity, as 
a condition for remaining in the Eurozone, there was worse than stag-
nation. Even the International Monetary Fund has now accepted that, 
when used, fiscal policy has in recent years been shown to be more pow-
erful than it had expected.19 There was an entirely unnecessary depres-
sion in the Eurozone, from which Greece, in particular, may never 
properly recover. The scars are permanent.
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The USA, unlike Greece, or Spain, or Italy, or France, is a monetary 
sovereign. Its currency-issuing government can never be forced into 
insolvency. Nevertheless, the most recent Federal Reserve Chair Janet 
Yellen has said that the government’s debt ‘should keep people awake at 
night’.20 Only if they are badly misinformed should they lose any sleep. 
The scale of the government’s debt, which can equally well be seen as a 
safe financial asset for the private sector and the rest of the world, will 
never lead to a financial crisis. Soft economics misleads you into the 
trap of seeing the government as facing essentially the same financial 
constraints as a household. If it misleads the Chairman of the Federal 
Reserve, it is no wonder hardly anyone else understands the vital differ-
ence between being a currency issuer and a currency user.

The Congressional Budget Office, which is full of orthodox econo-
mists, uses phrases such as ‘the challenges posed by the amount of fed-
eral debt held by the public’, as if the savings of the public in US dollars 
are a challenge, rather than a good thing, and in 2016 published ‘115 
options for reducing the deficit’.21 The Office did not describe these 
options as ‘115 options for reducing the private sector surplus’, even 
though that is what they are. The government’s deficit, like its debt, has 
nothing in common with the debt of a household, and cannot be inter-
preted to be good or bad, taken out of context. However, governments 
normally run deficits. Without them, everyone else cannot run surpluses. 
Looked at in this way, the aim of a monetary sovereign government 
should be to run as large a deficit as is consistent with non-inflationary 
full employment. This is a notion that many a modern orthodox econ-
omist finds as easy to accept as a 1950s geoscientist confronted with the 
statement that the continents drift. Yet it is the truth.

There are many other examples we could list, such as the complacent 
words of Robert Lucas that ‘the central problem of depression-prevention 
has been solved, for all practical purposes’22; Olivier Blanchard’s ill-timed 
statement that ‘the state of macro is good’23; or Ben Bernanke’s descrip-
tion of the US economy not long before the crash of 2008 as the result of 
a ‘great moderation’,24 oblivious of a gathering financial storm.

Rescuing Macroeconomics

Something is up with economics, and especially macroeconomics, as 
it has long been taught and practised within the dominant tradition. 
As Paul Krugman said in his New York Times blog, in response to 
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Blanchard, ‘The state of macro, in short, is not good’.25 Willem Buiter 
wrote in the Financial Times, soon after the crash, of ‘the unfortunate 
uselessness of most “state of the art” academic monetary economics’.26 
He went so far as to argue that most Ph.D. level economic educa-
tion over the previous thirty years had served to weaken the discipline, 
rather than strengthen it. Paul De Grauwe, in the same publication a 
few months later, opined that ‘the science of macroeconomics is in deep 
trouble’.27 Charles Goodhart, at roughly the same time, accused ortho-
dox economists of ‘a steadfast refusal to face facts’, while writing of ‘the 
continuing muddles of monetary theory’.28

These are not obvious revolutionaries. There are few more eminent 
economists than Krugman, Goodhart, De Grauwe and Buiter, and with 
the exception of Charles Goodhart, they are commenting on a tradition 
of which they are themselves in some ways still prominent members.

A dramatic shock wave was created by Paul Romer, until recently 
the Chief Economist at the World Bank and for some years a strong 
candidate for the Nobel Prize, in his paper ‘The Trouble with 
Macroeconomics’ (Romer 2016). He argued that state of the art ortho-
dox macroeconomics has not progressed as a science over the past 
40 years, but rather become more obscure, cloaked in mathematical sym-
bols, and descended into something like alchemy or mysticism.29 This is 
the economics which still guides policy-makers worldwide. It is based on 
a mistaken philosophical approach to doing economics. It is not fit for 
purpose in the twenty-first century. We need to replace it.

The great majority of this book is forward-looking and positive. It 
is not a long discussion of the limitations and failures of orthodox, or 
mainstream, or neoclassical economics. The focus is on the construc-
tion of something more useful, to put in its place. The building work 
has already largely been done. It is just a matter of selecting the most 
useful elements and bringing them all together, in a narrative, which is 
what I have tried to do. However, we need to understand what it is we 
are seeking to replace, why it has been so persistent in spite of its defi-
ciencies, and why it is so important that it is replaced. This is the busi-
ness of Chapter 2. It is something which we need to attend to, before 
we start on our path towards a modern monetary theory for sustainable 
prosperity.

If we do not get our economics right, we will not achieve sustaina-
ble prosperity. Getting the economics right means doing hard monetary 

http://dx.doi.org/10.1007/978-3-319-90981-3_2
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economics, not soft economics. While there were contributions to hard 
economics before the 1930s, by people like Thorstein Veblen30 and in 
some respects Karl Marx,31 the first serious attempt at the hard econom-
ics of monetary analysis was the work of John Maynard Keynes, particu-
larly his General Theory of Employment, Interest and Money and his later 
writing. We will begin putting together a hard economics for sustaina-
ble prosperity in Chapter 3, with a discussion of what we can take from 
Keynes, and from his colleagues, their students and others who devel-
oped Post-Keynesian economics, in the years following his death.

A central concern of this book is a discussion and evaluation of 
modern monetary theory, and its role, alongside insights derived from 
modern behavioural economics, in building a future offering everyone 
‘a decent quality of life with dignity and the opportunity to be a member 
of an inclusive, participatory and just society’. Chapter 4 provides our 
behavioural foundations, drawing on the work of modern behavioural 
economists and contrasting this field with the inadequate psychological 
foundations of orthodox neoclassical economics. Chapter 5 is an expla-
nation and discussion of the axioms of modern monetary theory; of the 
institutional realism of these laws and axioms; and of their implications 
for economic management. Chapter 6 provides a workhorse analytical 
macroeconomic model, within which the principles of modern monetary 
theory can be demonstrated, and which, it is argued, should replace the 
orthodox models currently employed by most central bankers and treas-
ury economists. Chapter 7 is a discussion of job guarantee schemes, and 
of their significance to modern monetary theory, and to the construction 
of an economy offering everyone an opportunity of an independent and 
secure life with a good standard of living, while insuring we respect our 
ecological constraints.

Some of the essential elements of an economics of sustainable pros-
perity are reviewed in my final chapter. A broadly defined, behavioural 
and ecological form of modern monetary theory will allow us, and even 
encourage us, to introduce the policies we need, and to make the neces-
sary institutional changes, to provide everyone with an opportunity of 
living a full and engaged life, within an equitable and inclusive commu-
nity, while defending and maintaining natural ecosystems so that today’s 
prosperity does not threaten the well-being of future generations.

All this is possible. The future does not have to be a rerun of the 
past. An orthodox macroeconomics, which has been going backwards 
for more than three decades, is ripe for replacement. The economic 
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policies which that failed macroeconomics has supported have under-
mined both social stability and ecological sustainability. We can and must 
replace orthodox macroeconomics, just as we can and must reverse many 
of those economic policies. We can—you can—play a part in building a 
future of sustainable prosperity.

It is up to us.

I hope you enjoy the book.

Notes

	 1. � David Laidler has for many years been one of the leading monetarist econ-
omists. His words echoed the statement ‘we are all Keynesians now’, 
which have been attributed, somewhat misleadingly, to both Milton 
Friedman and Richard Nixon.

	 2. � This (Canadian) movie was called Surviving Progress.
	 3. � This is the definition of sustainable prosperity suggested by the editors of 

this series of books, on behalf of the Binzagr Institute for Sustainable 
Prosperity.

	 4. � Free to Choose was the title of a very influential book (and television series) 
by Milton and Rose Friedman, published in 1980.

	 5. � Frictions is a term used by orthodox economists to refer to anything they 
believe might prevent the economy from reaching an ideal allocation of 
resources and full employment. For example, Milton Friedman saw a 
legal minimum wage rate as a friction.

	 6. � Externalities are costs and benefits due to economic activity falling on third 
parties. So, for example if Sam produces a good, Jane consumes it, and 
Jean is harmed in some way by the process, perhaps due to the emission of 
a pollutant, then there is an externality (a negative one, in this case).

	 7. � At least, it leads to an outcome which is Pareto efficient. This means a sit-
uation where it would be impossible to make one person better off with-
out making at least one other person worse off.

	 8. � What most people think of as Keynesian economics is what will be 
described as Neo-Keynesian economics in Chapter 2. Keynes was not a 
Neo-Keynesian. The economics of Keynes will be discussed in Chapter 3.

	 9. � There is among orthodox economists a divide between deficit hawks, 
who believe governments should always avoid deficits, at least outside 
wartime, and deficit doves, who believe governments should run deficits 
during and immediately after recessions, but balance their budgets across 
economic cycles. Our economics for sustainable prosperity will lead us to 
reject both these views of fiscal policy. We will be deficit owls.
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http://dx.doi.org/10.1007/978-3-319-90981-3_3
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	 10. � The distinction between soft and hard economic theories is drawn from 
Paul W. Glimcher’s, Foundations of Neuroeconomic Analysis (2011).

	 11. � As in The Case for Mindless Economics (Gul and Pesendorfer 2008).
	 12. � The statement that ‘all models are wrong’ is usually attributed to the stat-

istician George Box (1976). However, he also asked, ‘how wrong do they 
have to be to not be useful?’ That is the question.

	 13. � Colin Rogers’ so far unpublished paper, The State of Macroeconomics: A 
post-mortem, written in 2017, uses this Tolkien-inspired analogy.

	 14. � The three valid justifications for incorporating assumptions in economic 
models are listed in Steve Keen’s, Debunking Economics (2001).

	 15. � According to Samuelson’s obituary in the New York Times (Weinstein 
2009).

	 16. � Stabilising an Unstable Economy (Minsky 1986, 110).
	 17. � He said this very late in life, in an article entitled ‘Saving Economics 

from the Economists’, which appeared in the December 2012 issue of 
the Harvard Business Review. He also said, in the same article, that ‘the 
degree to which economics is isolated from the ordinary business of life 
is extraordinary and unfortunate’. If only he had not waited until he was 
over 100 years old to say such things!

	 18. � Reuters Business News, 24 June 2010.
	 19. � Blanchard and Leigh (2013).
	 20. � In her testimony before Congress, on 29 November 2017.
	 21. � Options for Reducing the Deficit: 2017–2026, Congressional Budget Office.
	 22. � Lucas (2003, 1).
	 23. � Blanchard (2008).
	 24. � In a speech delivered at the meetings of the Eastern Economic 

Association, Washington, DC, 20 February 2004.
	 25. � New York Times blog of 18 June 2013.
	 26. � The Financial Times, 3 March 2009.
	 27. � The Financial Times, 21 July 2009.
	 28. � Goodhart (2009).
	 29. � Delivered by Paul Romer on 5 January 2016, as the Commons Memorial 

Lecture of the Omicron Delta Epsilon Society. Forthcoming in The 
American Economist.

	 30. � Veblen was the founder of Institutional Economics; the author of The 
Theory of the Leisure Class (1899); coiner of the term ‘conspicuous con-
sumption’; and author of the brilliant paper ‘Why is Economics Not an 
Evolutionary Science?’ in the Quarterly Journal of Economics in 1898, 
among much else. Veblen did ‘hard economics’.

	 31. � It is obvious the Karl Marx cannot be summed up in a footnote. 
However, it is in terms of his influence on monetary circuit theory, which 
is related to and consistent with the modern monetary theory approach 
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to macroeconomics described in Chapter 5, and on Kalecki’s theory of 
income distribution, which will be discussed in Chapter 3, that Marx is 
important to an economics for sustainable prosperity.
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The dominant view of orthodox macroeconomics, up to at least 2008, 
was one of linear progress. Models and techniques had supposedly got 
better and better down the decades so that central bankers were now 
able to deliver a ‘great moderation’ through their skilled manipulations 
of official interest rates, and the problem of economic depressions had 
been solved. The best thing for governments to do was to balance their 
budgets across economic cycles; to allow central bankers to worry about 
macroeconomic management; to concentrate on resolving what ortho-
dox economists defined to be market failures; to rely on the market to 
get incentives right, with no policy-induced distortions; and otherwise 
to stay well out of the way. Neither inequality nor the ecosystem were of 
central importance. Growing the economy was all important.

An alternative view is that macroeconomics had essentially gone 
round and round in circles for over a century, had become increasingly 
unrealistic and misleading in the past 30 years, and was a failed paradigm 
which desperately needed replacing. This is my view. Orthodox macroe-
conomics is the soft economics of a ‘real economy’ barter system, and it 
needs replacing with a hard economics of a realistic monetary economy, 
located within a natural system, and needing to be managed.

This chapter provides a brief and necessarily incomplete and subjec-
tive description of the development of the dominant orthodox soft mac-
roeconomics of today from its nineteenth-century roots. It is helpful to 
begin with a family tree of soft macroeconomics. None of the useful hard 
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‘Real’ Analysis of an Unreal World
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monetary analysis of future chapters is included in this family tree, and 
there is no place for the economics of John Maynard Keynes within it, 
even though his name appears twice (Fig. 2.1).

It is common to refer to virtually all economic writing in the century 
before the neoclassical revolution of the 1870s as classical economics. Both 
Adam Smith and Karl Marx were classical economists, though neither of 
them can fairly be described as practitioners of soft economics. The pioneer 
of soft economics, defined to be the construction of economic models 
based on unrealistic assumptions for which no valid justification exists, 

Fig. 2.1  A family tree of soft economics
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was David Ricardo.1 All soft economics from Ricardo onwards incorpo-
rates Say’s Law,2 which is often written as ‘supply creates its own demand’. 
Say’s Law equates to an assumption of full employment. The neoclassicals 
reinforced Say’s Law by building a logical, mathematical framework within 
which it was a necessary outcome. Modern macroeconomic models which 
incorporate a natural rate of unemployment (NRU), or non-accelerating 
rate of unemployment (NAIRU), follow Ricardo in accepting Say’s Law 
as axiomatic, at least in the long run. They are all examples of real analysis.

Real analysis almost always3 involves, either explicitly or implicitly, a 
Walrasian general equilibrium model of a pure barter economy. In such 
a model, there is no logical place for money and finance. Consequently, 
when money and finance are introduced into the model, then they are 
neutral, at least in the long run, meaning they don’t affect anything that 
matters. In other words, neither output nor employment and neither 
capital accumulation nor technological change are permanently influ-
enced by purely monetary or financial factors. In principle, there is no 
role for money at all, and bankruptcies and financial crises are difficult to 
even imagine. Transactions are arranged, and relative prices are set, with 
the assistance of an entirely fictional mechanism known as a Walrasian 
auctioneer,4 or an equivalent device, ensuring the set of relative prices 
agreed upon is consistent with full employment.

To introduce money into real analysis, it must be assumed that the 
traders in a general equilibrium economy start to use one of the com-
modities in the system as a way of pricing all other items and as a con-
venient means of exchange for them. In this way, commodity money 
emerges as a solution to the inefficiencies of barter or the inadequacy 
of the Walrasian auctioneer. However, the money in this story is not a 
financial instrument and not an invention of governments. Instead, it 
evolves out of a previously existing barter system of exchange. Moreover, 
the introduction of this commodity money can change nothing essential 
about the system, beyond the introduction of a general price level and 
the concept of inflation, which can be interpreted as a decrease in the rel-
ative price of the monetary commodity compared with all other goods.

This ‘money’ in a neoclassical model is very different from the money 
of monetary history. While the actual emergence of money in ancient 
history is not without controversy, there is one thing on which almost 
all anthropologists, archaeologists and historians of money appear to 
agree. This is that money did not initially emerge from pre-existing bar-
ter systems. A more plausible explanation of how the social institution 
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of money came to be developed is reserved for later,5 but it is important 
at this stage to reject the explanation of the emergence of money from 
barter given in the great majority of economics textbooks published over 
the last 150 years.6

The prominent anthropologist, Caroline Humphrey, is very clear—
‘No example of a barter economy, pure and simple, has ever been 
described, let alone the emergence from it of money; all available eth-
nography suggests that there has never been such a thing’.7

The monetary historian and one-time adviser to the Secretary of 
State for Wales, Glyn Davies, is equally clear—‘On one thing the experts 
on primitive money all agree, and this vital agreement transcends their 
minor differences. Their common belief backed up by the overwhelm-
ing tangible evidence of actual types of primitive money from all over 
the ancient world and from the archaeological, literary and linguistic evi-
dence of the ancient world, is that barter was not the main factor in the 
origins and earliest development of money’.8

According to another monetary historian, Shahzavar Karimzadi, ‘The 
pseudo-rationalist inference that money originated as a solution to the 
cumbersome constituents of barter exchange rests on nothing but false 
deductive reasoning and unreliable historical evidence’.9

Charles Goodhart labels the theory that commodity money emerged 
from barter as Theory M (M for ‘metal’) and the theory that its origins lie 
in early governmental institutions as Theory C (C for ‘chartal’), and finds 
the evidence in favour of the latter theory far more convincing than that 
in favour of the former.10

While orthodox macroeconomics is a form of real analysis, based on a 
core model of a barter economy, nothing remotely like that economy has 
ever existed. It makes no sense to imagine a commodity within this bar-
ter system being adopted due to transactions costs, imperfect informa-
tion or any other inefficiencies which might be imagined within such a 
barter system. It did not happen, and imagining that money evolved out 
of such a market system under these circumstances leads to a misunder-
standing of what money is, and of the significance of money and finance 
within real-world economies. This is the foundation myth of real analysis 
as soft economics. It gave us macroeconomic models where an endoge-
nously driven financial crisis was ruled out by definition, in spite of the 
fact that such crises have been common historical events.11

The economics of Keynes, of the post-war Post-Keynesians and of 
modern monetary theory is not within the tradition of real analysis. It 
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is monetary analysis and hard economics. It is potentially both realistic 
and useful. Monetary analysis is left to the next chapter. Real analysis can 
never be realistic, and whatever you do to a model of real analysis, it can 
never be a useful guide to the functioning of a monetary economy. Its 
foundation myth makes that an impossibility.

In this chapter, I will trace a brief and necessarily incomplete path 
from the general equilibrium models of Walras and Wicksell through 
the Neo-Keynesian first neoclassical synthesis12 of Hicks, Samuelson and 
others; to Friedman’s monetarism and the newclassical revolution of the 
1970s; to the real business cycle model which came out of it; and finally 
to the ‘new consensus’ New Keynesian second neoclassical synthesis,12 
and modern-day dynamic stochastic general equilibrium models. The 
important point is that virtually the whole macroeconomic debate since 
1945 has taken place using exclusively these models, and that they are 
all examples of real analysis. They all have Walrasian roots. To differing 
degrees, they are all misleading, because they are all based on the same 
core of inappropriate axiomatic foundations.

As recently as the mid-2000s, the notion that there was anything 
much wrong with orthodox macroeconomics, or that it was anything 
other than the result of a series of major scientific advances in an increas-
ingly reliable discipline, was heretical. To question the ‘new consensus’, 
with its real analysis, general equilibrium foundations was to risk being 
labelled as a crank. If John Maynard Keynes had still been around, he 
would have been dismissed by the majority of economists who describe 
themselves as New Keynesians as a crank, or at best as out of date and 
irrelevant, which is more or less what happened to those of his col-
leagues who survived into the 1980s, like Joan Robinson and Nicholas 
Kaldor. This is not because Robinson, Kaldor and Keynes were funda-
mentally wrong in their views about how economies work. It is because 
almost the whole economics profession was wrong to cling to Walrasian 
economics and to take Walrasian real analysis ultimately to a dangerous 
extreme.

The New ‘Science’ of Monetary Policy

By the 1990s, this is what had happened. Central bankers, in particu-
lar, congratulated themselves and their immediate predecessors on the 
achievement of a ‘great moderation’, by applying the ‘new science’ of 
modern orthodox macroeconomics to the conduct of monetary policy.  
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They put what they defined to be improvements in economic outcomes 
down to better policy decisions. As Ben Bernanke said, ‘I am not convinced 
that the decline in macroeconomic volatility of the past two decades was 
primarily the result of good luck’.13 A paper which is still widely cited as 
part of the foundations of modern dynamic stochastic general equilibrium 
modelling was entitled ‘The Science of Monetary Policy: A New Keynesian 
Perspective’ (Clarida et al. 1999). Macroeconomics had come of age—a 
precise and reliable science—to set beside physics.

Bearing this in mind, it is worthwhile listing a number of fallacies that 
came to be accepted as probable facts within the economics profession, 
as the Great Recession approached:

•	 That the slowdown in economic growth and increased inflation of 
the 1970s could be explained as a failure of Keynesian economics, 
and that there was no alternative explanation of the economic data 
of that decade which was equally plausible.

•	 That Keynesian economics could be equated with wages and/
or prices being inflexible; with a relationship between inflation 
and unemployment called the Phillips Curve14; with a fine-tuning 
approach to fiscal policy; and with a neglect of both monetary pol-
icy and the supply side of the economy.

•	 That the period from 1992 to 2007 could be described as the 
most successful period in terms of key macroeconomic variables in 
American and world economic history, and that this could more 
than anything else be attributed to advances within macroeconomics.

•	 That financial and other deregulation in a world of increasingly effi-
cient and globalised financial markets could permit sustained eco-
nomic growth along a stable equilibrium growth path.

•	 That financial crises were the result of imprudent government eco-
nomic policies in an economy which otherwise tended towards 
stable growth, so that financial deregulation was a good thing and 
rising private-sector debt could be ignored.

•	 That the unemployment and underemployment of labour were 
largely an equilibrium condition, influenced by productivity and 
preferences, and frictions such as search costs, so-called efficiency 
wages, trade unions, minimum wage laws and labour market regula-
tions. Essentially, unemployment was supposed to be a consequence 
of real wages being set too high.
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•	 That the problems of economic cycles had been solved, and econo-
mists could turn to other issues (Lucas, 2003). These ‘other issues’ 
included policies to reward those who already had high incomes, 
since it was seen as necessary to motivate them to increase those 
incomes further still, and to penalise those on low incomes, in pursuit 
of flexible labour markets and low labour costs. This was supposedly 
necessary to maximise competitiveness.

•	 That continuing growth in real GDP was the obvious and over-
riding goal of economic management, and that matters such as 
inequality and the ecological footprint of economic activity were at 
best of secondary importance.

These beliefs were not based on any convincing empirical evidence, 
and for what such observations are worth, rates of unemployment and 
underemployment were lower and the average rate of growth of real 
output was higher from 1950 to 1970 than during the so-called great 
moderation. Moreover, the distribution of income within such econ-
omies, which had become slightly more even during the earlier period, 
became far more uneven during the later one, and while financial systems 
remained relative robust in the former period, there was rapidly growing 
financial fragility during the latter.

Taking the USA as an example, it is not clear that the performance 
of the progressively reformed US economy after 1980 clearly outshines 
that of the so-called Keynesian 1950s and 1960s. I do not, of course, 
accept that maximising the rate of growth in real GDP is necessarily a 
suitable objective of economic management, but they did. The earlier 
period overall had a higher average rate of growth, less unemployment 
and lower inflation (Table 2.1).

The most widely used measure of inequality in economics is the 
Gini statistic.15 The income Gini statistic for the USA fell marginally 
during the 1950s and 1960s, reaching a historic low in 1968. The year 
1968 was the least unequal year in US economic history. By 1982, 
the gains of the early post-war years had been lost, and the degree of 
income inequality of 1950 had been restored. This was just the begin-
ning, however. US inequality increased sharply during the subsequent 
30 years, returning the USA to levels of inequality not seen since 
before the Wall Street Crash of 1929. Moreover, the benefits of eco-
nomic growth in recent times have gone largely to those at the very 
top of the distribution—the 1%.16
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It was not only in the USA that the economy grew less quickly from 
the 1980s onwards than during the 1950s, the 1960s and even the 
1970s; when a commitment to full employment was taken for granted, 
policy-making was less subservient to misleading economic theory and 
consequently came closer to being genuinely Keynesian. The same thing 
is true in every high-income country, including not only the post-war 
miracle economies of Germany and Japan, but also the comparative lag-
gards of Australia and the UK.

This is not to say that the economic and social conditions of the 
1950s and 1960s could have been sustained or reproduced, or to deny 
that in some countries those decades reflected growth due to reconstruc-
tion and catch-up effects, but it is to suggest that the great claims made 
for economic policy-making in the late 1990s and the early years of this 
century were overblown. And all the while, household debt and financial 
system fragility were increasing, alongside emissions of greenhouse gases, 
without this being of apparent concern to economists and policy-makers, 
guided by what they still regard as state-of-the-art macroeconomics, and 
is often called ‘the new consensus’.

Real Analysis of an Imaginary World

This new consensus is also occasionally referred to as the second or 
‘new neoclassical synthesis’, which reminds us that it is the intellectual 
heir of both the first ‘neoclassical synthesis’ and the neoclassical foun-
dations of that earlier model. That the model has neoclassical founda-
tions means its roots go back to the Walrasian barter model of the 1870s.  

Table 2.1  US real GDP growth; CPI inflation; unemployment; 1960–1916

Source Federal Reserve Economic Data. Federal Reserve Bank of St. Louis.

US data Real GDP growth CPI inflation Unemployment

Period Annual average (%) Annual average (%) Annual average (%)

1950–1959 4.5 1.8 4.0
1960–1969 4.3 2.4 4.8
1970–1979 3.2 7.1 6.3
1980–1989 3.2 5.5 7.4
1990–1999 3.2 3.0 5.8
2000–2016 2.0 2.2 6.3
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The full-employment property of that model can be traced back further 
still, to David Ricardo and to Jean-Baptiste Say. It is all soft economics. 
It is all the real analysis of an unreal world.

According to Keynes, ‘Ricardo offers us the supreme intellectual 
achievement, unattainable by weaker spirits, of adopting a hypothetical 
world remote from experience as though it were the world of experience 
and living in it consistently. With most of his successors common sense 
cannot help breaking in—with injury to their logical consistency’.17

The most recent generation among Ricardo’s successors are those 
who have contributed to the modern New Keynesian dynamic stochastic 
general equilibrium model. There are many versions of it, but they all 
share the same core and essentially the same logical inconsistencies, 
which explains my reference to a single model.18

The model does not require money at all. In the words of Frank 
Hahn, one of the leading general equilibrium theorists of the twentieth 
century, ‘The most serious challenge that the existence of money poses 
to the theorist is thus: the best developed model of the economy cannot 
find room for it’.19

Not only is money unnecessary in a dynamic stochastic general equi-
librium model and in its general equilibrium forebears, but according to 
the logic of the model there is no room for anything approximating to 
real world money, or for that matter a realistic finance sector, fundamen-
tal uncertainty or historical time. These models are, in their purest form, 
by definition, perfect and friction-free barter models, complete with a 
Walrasian auctioneer and a timeless auction process, occurring at the 
beginning of an infinite logical time. There can be no purpose for money 
in such a model, either in the form of an asset or as a pure unit of account, 
and consequently a general price level ought not to exist (Rogers 2013). 
Moreover, there can be no meaningful distinction between real and nom-
inal magnitudes, since the notion of nominal value in a barter system is 
impossible to define. The discussion of inflation, or the costs of inflation, 
within such a framework, is challenging, to say the least. Understanding 
the benefits of forward contracts with pre-determined (‘sticky’) prices, 
which exist in reality to stabilise cash flows in an uncertain economic envi-
ronment, is impossible.

Money may or may not exist in a general equilibrium model, but it 
is never essential to the model having a solution. If it exists at all, it can 
only logically exist as a commodity—the medium of exchange which 
was supposed to have emerged from barter. Some versions of the model 
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have nothing called money, but still have a unit of value and a price level. 
Other versions have money, but it is as I have said a mythical commod-
ity money, and such models can never include a realistic description of a 
monetary system. This is all something of a muddle.

Money, as in the safe and fully liquid liabilities of monetary sovereign 
governments and their central banks, and the liabilities of commercial 
banks which are cleared at par using central bank liabilities, and which 
can be used to discharge tax and other obligations to those monetary 
sovereigns, does, obviously, exist, in the world in which we live. In addi-
tion, realistic monetary and financial institutions and markets have sig-
nificant and long-lasting effects on the paths of output, employment and 
the general price level through time. Money can never be ‘neutral’ in real 
life, either in the short or in the long run; whereas in a general equilib-
rium model, if money is there at all, it must exhibit long-run neutrality. 
It is obvious that the problem lies not with ‘the existence of money’, but 
with what neoclassical economists take to be ‘the best developed model 
of the economy’. Something is up with orthodox macroeconomics, and 
a short description of its historical development shows the muddle has 
been remarkably persistent—in fact, virtually ever present.

The problem is that almost all macroeconomic theory, in spite of its 
evolving and deepening architectural complexity, continues, more or less 
implicitly, to employ as its foundations the same money-less Walrasian 
barter system of real analysis. It should always have been based on some 
form of monetary analysis, as money and finance have always been driv-
ing forces in capitalist economies. Instead, it has, in spite of the efforts 
Keynes made in and immediately subsequent to The General Theory to 
change this, continued to be real analysis.

Perhaps the first genuinely macroeconomic model of the economy 
was offered by Knut Wicksell, in 1898, in his Interest and Prices. The 
use of this same title by Michael Woodford in his description of the ‘new 
consensus’, in 2003, is intended to emphasise the essential continuity of 
thought in macroeconomics over more than a century. They are both 
within the tradition of real analysis. To me, it emphasises a discipline 
going round and round in ever-decreasing circles.

Wicksell accepted the Walrasian model of the economy, within which 
unemployment has no meaning, but was concerned about the man-
ner in which the classical Quantity Theory of Money20 was commonly 
appended to the Walrasian barter system, to determine a price level. 
A commodity called money was introduced into the model, but by 
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definition changes in the quantity of this commodity could not affect 
output and employment, since full employment was assured. Moreover, 
the demand for this commodity as a means of exchange depended 
in a stable way on the monetary value of transactions within this fully 
employed economy. An increase in the supply of this commodity would 
lead to an increase in spending on transactions, but could call forth no 
additional output of other goods. Therefore, the supply of commodity 
money determined the price level in what was otherwise a friction-free 
general equilibrium model of a barter economy. Money was neutral. It 
affected nothing but the general price level.

Wicksell had a more realistic understanding of the nature of money 
and banking than many of his contemporaries and was aware that, even 
with a gold standard, the practical business of central banking concerned 
the day-to-day management of bank liquidity with the aim of stabilising 
interest rates at the central bank’s desired level. The pure Walrasian bar-
ter model naturally lacks even the concept of an interest rate, unless it is 
imagined that every commodity in the system has its own unique rate of 
interest.21 The addition of the Quantity Theory in itself does nothing to 
rectify this failing.

Wicksell introduced the notion of an aggregate general equilibrium 
model with endogenous,19 but still neutral, money. He divided pro-
duction into consumer goods and capital goods, and income into con-
sumption and saving. The rate of interest would be set at its ‘natural’ (or 
equilibrium) level where the equality of saving and investment was con-
sistent with market clearing at a stable price level.

A central bank could reduce the bank rate below Wicksell’s natural 
rate, encouraging investment by entrepreneurs at the expense of savers, 
but only at the cost of upward pressure on the price level. The natu-
ral rate itself, as always in neoclassical macroeconomics, reflects the real 
marginal productivity of capital (supposedly the real returns on invest-
ment) and the marginal rate of time preference among households (the 
degree to which people are impatient to consume now, rather than later). 
Wicksell’s natural rate of interest fits nicely with Fisher’s equilibrium real 
rate of interest22 and the loanable funds theory23 of interest rate determi-
nation, in spite of endogenous money. They all assume full employment 
to be the norm. They all assume that the non-inflationary finance of 
investment spending requires the prior existence of saving out of income, 
whereas in reality it is investment spending which creates income for 
people to save. Like the modern ‘state-of-the-art’ dynamic stochastic 
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general equilibrium model when money is included within it, Wicksell’s 
model allows for endogenous money and temporary changes in the rate 
of interest. However, ‘money is a veil’, with output and the natural rate 
of interest determined by real forces which lie beyond the influence of 
any monetary authority.

It is interesting to note the similarity between Wicksell’s interest 
rate rule, as identified by Woodford, and the modern-day Taylor rule24 
embodied in the recent ‘state-of-the-art’ models we are about to discuss. 
Wicksell’s rule required the rate of interest to be increased whenever 
prices had risen, and to be reduced when prices had fallen. There is an 
implicit price level target here, rather than an inflation target, but oth-
erwise Wicksell’s rule is equivalent to a Taylor rule with a zero weight 
for output gaps (‘strict inflation targeting’). They both include a ‘nat-
ural (real) rate of interest’, which is derived from the marginal rate of 
time preference of households and the marginal productivity of capital. 
Both Woodford and Wicksell are practitioners of the same tradition of 
real analysis. Woodford’s New Keynesian economics has Walrasian and 
Wicksellian roots, but has nothing to do with Keynes and The General 
Theory.

Softening up ‘Keynesian Economics’
Keynes did not invent monetary analysis. The monetary circuit theory 
of Marx, which has inspired generations of Post-Keynesians and modern 
monetary theorists, is an example of monetary analysis which pre-dates 
Keynes. Moreover, the Keynes of The General Theory can be criticised for 
not consistently or clearly enough emphasising the revolutionary implica-
tions of the monetary analysis he advocated to his colleagues.

However, Keynes left no doubt that The General Theory was an 
attempt to shift economics from real to monetary analysis. As such, it 
marks the first clear discussion of the implications of uncertainty for deci-
sion-making, money, finance, effective demand and unemployment in a 
modern monetary economy. For Keynes, the most significant step in the 
development of a more realistic and useful model of the economy was 
the incorporation of fundamental uncertainty and of its implications for 
the role of liquidity; the functioning of financial markets; the instability 
of private investment spending; and the potential for prolonged mass 
unemployment. As we will see, money is central to Keynes’ analysis, and 
you cannot fit a genuinely Keynesian economics into a Walrasian frame.
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The General Theory was an attempt to shift economics back from 
being a ‘soft’ discipline to a ‘hard’ one and in that sense was in the tra-
dition of Adam Smith rather than that of David Ricardo. Since it is an 
example of monetary analysis, further detail does not belong in this 
chapter, and I will reserve further discussion of the economics of Keynes 
to Chapter 3.

Though the Keynes of The General Theory does not belong in a chap-
ter on real analysis, real analysis is the basis for almost all of what became 
known as ‘Keynesian economics’, including both the first and the second 
neoclassical syntheses, which between them have dominated academia 
and policy-making for most of the period since 1945.

The undermining of The General Theory as monetary analysis started 
almost immediately, with the development of the IS-LM model by John 
Hicks.26 This model provides an analysis of the demand side of the econ-
omy as consisting of a goods market, a money market and a bond mar-
ket. The application of Walras’ Law then allows for the omission of one 
of these markets when comparing equilibrium positions. This leaves the 
IS (goods market equilibrium) and LM (money market equilibrium) 
equations as the frame used by almost all economists to understand 
aggregate demand from the 1940s until at least the 1970s. The financial 
system is hidden behind the LM curve. This model, or something very 
close to it, is still the frame used in most undergraduate macroeconomics 
teaching today and is at the back of the minds of almost all economists. 
It still guides the thinking of economists like Paul Krugman today.

The IS-LM model was initially seen by Keynes as harmless and even 
potentially useful, but was the first step in the innocent fraud of real 
analysis masquerading as the economics of Keynes, which has continued 
right up to the present day. The IS-LM model has a variety of logical 
flaws and limitations, not all of which are worth identifying here. The 
worst omission is that it ignores the role of expectations and funda-
mental uncertainty, which are central to Keynes’ monetary analysis. As 
Minsky put it, ‘Keynes without uncertainty is like Hamlet without the 
Prince’.26

The IS-LM model is deficient in other ways too. It ignores or 
abstracts from the shifting and interconnected balance sheets which, as 
we shall see, drive the development over time of financial fragility and 
financial instability. It separates out the goods market from the money 
market, when in reality they are inseparable. Further, it encourages a 
neglect of liquidity, a confusion of stocks with flows and the loanable 
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funds fallacy Keynes had rejected. Consequently, while it is consistent 
with the Walrasian analysis Keynes was aiming to replace, it is inconsist-
ent with the ‘financial Keynesianism’ of The General Theory, as explained 
by authors such as Davidson, Minsky and Keynes himself.27

The IS-LM model can be manipulated as a basis for justifying a fiscal 
expansion in a recessionary period, particularly when interest rates are at 
what is regarded as their ‘lower bound’, just as Paul Krugman argued 
regularly through his New York Times blog in the years following the 
Great Recession. In this respect, Krugman is right to claim that some 
elements of orthodox macroeconomics can be used to justify sensible 
macroeconomic policies. However, IS-LM is useless when it comes to 
identifying the potential for a future financial crisis. As with all orthodox 
equilibrium models, a crisis can only arise from an exogenous shock. This 
is not a genuinely dynamic model with the potential for an endogenous 
private-sector crisis.

Towards the end of his life, John Hicks voiced doubts on similar 
grounds regarding his own creation, coming to see it as potentially of 
value in a classroom setting, but of limited use beyond that. In 1976, he 
wrote, ‘I must say that that diagram [IS-LM] is now much less popular 
with me than I think it still is with many other people. It reduces the 
General Theory to equilibrium economics’.28

All that it is necessary to add to the equilibrium IS-LM Model to 
make it fully Walrasian is perfectly flexible prices. Should a negative 
demand shock cause an incipient fall in aggregate demand relative to 
the full-employment real income, the price level in such a model will 
decrease. This will increase the real value of the money supply and 
perhaps also the real value of any private-sector net financial wealth 
which is defined in nominal terms. The first of these effects—some-
times misnamed the Keynes effect—shifts the LM curve to reduce the 
rate of interest and indirectly to raise spending; the second effect—
the Pigou or Patinkin effect—shifts the IS curve to increase spending 
directly.

Of course, for the reasoning to be fully Walrasian, it is relative wages 
and prices which have to be flexible. Either route to full employment is 
sufficient, and they can be made identical by imagining money to be a 
commodity within a Walrasian system (what else could it be?), so that 
a fall in the price level equates to an increase in its relative price and a 
decrease in the relative prices of all other commodities, compared to 
money.
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With perfectly flexible prices, the economy is instantaneously restored 
to its natural or full-employment state, as if facilitated by an invisible 
auctioneer who is quick as lightning, or able to practise a repeated re-
contracting exercise in a timeless vacuum. Aggregate supply is fixed by 
the real forces of technology, productivity and preferences, and remains 
untouched by money, finance, uncertainty and ‘animal spirits’. There is 
no path dependence—what has happened previously has no impact on 
what will happen in the future, beyond its influence on the current equi-
librium position—and no historical time at all.

For a given IS curve, the model retains Wicksell’s natural rate of 
interest within a loanable funds framework, which are concepts rightly 
rejected as non-existent and unhelpful by Keynes. With flexible prices, 
there is no role for either fiscal or monetary policy to play in maintaining 
or stabilising output and employment.

To introduce a role for Keynesian demand management policies, it is nec-
essary to introduce the friction of downward sticky wages and prices, so that 
real income cannot rapidly return to its natural level following its disturbance 
by a shock of some kind. If prices are sufficiently inflexible, a negative shock 
to demand can have long-lasting consequences for output and employment. 
Under these circumstances, it becomes respectable to argue for an expan-
sionary fiscal policy, when an output gap exists, while never questioning the 
underlying Walrasian foundations of what remains a model of real analysis, 
with its long-run full-employment general equilibrium.

There was nothing very revolutionary about this ‘bastard Keynesianism’ 
(as Joan Robinson29 famously put it). Mass unemployment had been a reg-
ular feature of capitalist economies in the 1920s and before. Business cycles 
were not invented in the 1930s. There were plenty of ‘Neo-Keynesians’ 
before The General Theory. Among them, we can rank the pre-Great 
Depression J. M. Keynes of the 1920s—the man who said ‘In the long run 
we are all dead’,30 with reference to what is clearly a neoclassical model of 
sticky prices. Sticky wages and prices are not the cause of persistent unem-
ployment in The General Theory, just as they are not normally its cause in 
the real world, as we shall see in our next chapter.

It is instructive to recall what Samuelson had to say about the intro-
duction of sticky prices into the neoclassical system—‘The way I finally 
convinced myself was to stop worrying about it (about understanding 
Keynes’s analysis)…I was content to assume there was enough rigidity 
in relative prices and wages to make the Keynesian alternative to Walras 
operative’.31
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The greatest of the economists of the first neoclassical synthesis thus 
admitted that he had stopped worrying about Keynes’s monetary analy-
sis and had instead taken the long-established real analysis model of the 
economy in which he had been educated, and added enough price and 
wage rigidity to justify Keynesian demand management policies. This is 
the essence of the neoclassical synthesis.

The discovery of a correlation between inflation and unemployment 
in the late 1950s, which was named the Phillips Curve after the econ-
omist normally credited with its discovery (Phillips 1958), appeared 
to offer support to the resulting Neo-Keynesian view of the economy, 
and therefore support for a policy of fiscal fine-tuning (shifting the 
IS curve), with the aim of stabilising the economy at a point accept-
ably close to full employment, but without significant demand-pull 
inflation.

Their neglect of Keynesian uncertainty, and attachment to general 
equilibrium reasoning, gave the Neo-Keynesian economists of the first 
neoclassical synthesis of the 1950s and 1960s essentially the same blind 
spots and over-confidence as their New Keynesian successors would 
show in the early 2000s. They were unaware of, and uninterested in, the 
need to redesign and reform institutions to maintain non-inflationary 
full employment, as social attitudes, the financial system and the world 
economy evolved over time. They were unable to anticipate, or appar-
ently react to, the stagflation of the 1970s. There had been too much 
faith in the continuing stability of historical statistical relationships and 
not enough emphasis on the management of a potentially unstable econ-
omy and social system evolving through historical time. They had never 
understood Keynes.

Meanwhile, during the early years of the first synthesis, the neces-
sary conditions for the logical existence of a general equilibrium system, 
and the properties of such a system, had been explored by Arrow and 
Debreu,32 and others, including Samuelson himself; and the aggregate 
version of the general equilibrium model, complete with its standard two 
factor aggregate production function, had been used by Solow33 to build 
neoclassical growth theory. Both Robert Solow and Samuelson were 
leading Neo-Keynesians and also firmly grounded in neoclassical real 
analysis. Solow has described himself as a neoclassical economist who is 
content to be labelled as a Keynesian.34
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Then along came stagflation, the apparent breakdown during the 1970s 
of the Neo-Keynesian Phillips Curve and the associated failure of Neo-
Keynesian econometric models to provide useful forecasts or guidance for 
policy-makers. There was a crisis in Neo-Keynesian economic theory.

Hyman Minsky was among those to describe the crisis. He claimed it 
had two aspects: ‘one is that “devastating logical holes” have appeared 
in conventional theory; the other is that conventional theory has no 
explanation for financial crises’.35 However, economists did not turn for 
answers towards the monetary analysis of people such as Hyman Minsky 
and John Maynard Keynes. Instead, a model which purported to explain 
contemporary events, and to do so in a manner which was more faith-
ful to Walrasian real analysis, seemed to many an attractive alternative. 
Economics shifted, not for the first or last time, in the wrong direction. 
Not from ‘soft’ to ‘hard’ economics, but from ‘soft’ towards, eventually, 
‘super-soft’ economics.

The Chicago Boy

Not everyone had gone along entirely with the first neoclassical syn-
thesis. A monetarist alternative to Neo-Keynesian economics had been 
championed by Milton Friedman at Chicago from the 1950s onwards. 
Friedman disputed the impact claimed by Keynesians for fiscal policy on 
aggregate demand and argued that monetary policy, and in particular 
control of the rate of growth of broad measures of the money supply, 
was the key to the management of inflation. Inflation was ‘always and 
everywhere a monetary phenomenon’.36 In his view, the major source 
of instability in what should be a stable general equilibrium economic 
system was mistaken government and central bank policy itself. Friedman 
talked a lot about money, but never fully understood money, given his 
Walrasian roots. Milton Friedman certainly never understood banking, 
but then you can say the same thing for many economists today.

James Tobin37 viewed the debate between the Neo-Keynesians and the 
monetarists as a largely technical debate about the gradients of the IS and 
LM curves within the Hicksian framework, with Neo-Keynesians viewing 
fiscal policy as being a more effective tool of demand management than 
monetary policy and monetarists believing that controlling the money 
supply was all that mattered. For Tobin, it all depended on the relative 
sensitivity of investment spending and the demand for money to changes 
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in interest rates. Monetarists supposedly viewed investment spending as 
more sensitive than the demand for money to changes in interest rates, 
while for Neo-Keynesians it was the other way around. Consequently, a 
fiscal expansion not combined with an increase in the money supply would 
drive interest rates up and ‘crowd out’ a great deal of private investment, if 
you were a monetarist. On the other hand, an increase in the money sup-
ply, though it might reduce interest rates, might not have much impact on 
investment spending, if you were a Neo-Keynesian.

Milton Friedman38 did indeed claim that fiscal policy was an ineffi-
cient mechanism for the management of demand, but he denied that this 
had anything to do with the relative gradients of the curves in Hicks’ 
model. Robert Barro39 made a similar claim, basing his argument on a 
notion known as Ricardian equivalence. Briefly, applied to stimulative tax 
cuts, Ricardian equivalence is the idea that tax cuts today lead far-sighted 
households to anticipate higher tax liabilities in the future, causing them 
to save what they perceive to be temporary tax cuts, and frustrate a dis-
cretionary fiscal expansion. One of the foundations of Ricardian equiva-
lence was Friedman’s Permanent Income Hypothesis (Friedman 1957), 
which itself is founded on expected utility theory, something we will 
discuss and largely dismiss in Chapter 4. These theories have proved 
remarkably resilient in academic economics over a long period, in spite of 
the evidence that they have no credible empirical support, and are, espe-
cially in the case of Ricardian equivalence, beset by logical flaws.

I will explain later that expected utility theory, Ricardian equivalence 
and not only the practice but even the theoretical possibility of success-
fully targeting the growth of some measure of the money supply are all 
at best viewed as ‘soft’ economics and are better regarded as highly mis-
leading and dangerous ideas when used as a basis for making policy rec-
ommendations. They are based on a series of misconceptions, which are 
mutually reinforcing and consistent with an underlying real analysis, gen-
eral equilibrium framework.

Among the most persistent and dangerous of Milton Friedman’s mis-
conceptions is that of the natural rate of unemployment. In a general 
equilibrium production system, there will be some ‘full employment’ or 
‘natural’ level of output, which in a competitive system depends on pref-
erences, endowments and production technology. Real wages depend on 
the marginal productivity of workers, and optimising workers decide how 
much to work based on balancing the marginal utility of leisure against 
the marginal utility from the real consumption which additional labour 
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supply makes possible. The proportion of workers remaining unem-
ployed voluntarily, because the real wage available in the labour market 
does not match their reservation, or minimum acceptable wage, deter-
mines the natural rate of unemployment. The substitution of the ‘natu-
ral rate hypothesis’ for the concept of full employment has been one of 
monetarism’s most enduring theoretical innovations. Friedman defined it 
as ‘the level that would be ground out by the Walrasian system of general 
equilibrium equations’.40

He argued that by the late 1960s changes in tax and social welfare 
systems had adversely influenced incentives, and that growing trade 
union power and a variety of government policies restricting competi-
tion had adversely affected productivity. Consequently, the natural rate 
of unemployment was supposed to have increased. Unemployment 
was an equilibrium phenomenon—not a market failure caused by price 
rigidities—and since the unemployment rate was the result of deci-
sions by optimising households and firms, there was no justification for 
using either fiscal or monetary expansions to reduce its level. Indeed, an 
increase in the rate of growth of the money supply could only temporar-
ily reduce unemployment below this natural rate, according to Friedman, 
and consequently could only temporarily increase output above its nat-
ural level, by fooling workers about the real value of the available wage. 
His model predicted people would be fooled into taking jobs during 
periods of accelerating inflation, because they would over-estimate the 
real wage they had been offered, and that they would subsequently quit 
those jobs, once their expectations of inflation had adjusted and they had 
realised their mistake.

The cost of this was an acceleration in the rate of inflation, which 
must persist until unemployment reverts to its natural level once again, 
at which point the inflation rate and inflation expectations will have 
both increased. This is the basis for the Expectations-Augmented 
Phillips Curve,41 which in a modified form remains the aggregate supply 
function embedded into today’s ‘state-of-the-art’ models.

It is an absurdly counter-intuitive basis for a theory and is flatly con-
tradicted by empirical evidence, in the sense that it implies workers vol-
untarily quit their jobs during periods of rising unemployment. To 
Friedman, this was unimportant, as I have already said. He believed 
firmly in ‘soft’, ‘as if ’ economics. He was content with the idea that his 
model could make accurate predictions and uninterested in the realism of 
its axiomatic foundations.
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His definition of natural output and unemployment as levels consistent 
with stable inflationary expectations, and the replacement of the concept 
of full employment with that of the natural rate hypothesis, became per-
manently embedded into orthodox neoclassical macroeconomics. It pro-
vided an apparent justification for the abandonment of full employment 
as a policy objective and for a focus on what became known as supply-side 
measures, which were supposed to improve incentives and generate pro-
ductivity growth.42 Evidence suggests that these measures instead contrib-
uted to rising inequality, which has had the opposite effect on growth.43

The Congressional Budget Office in the USA publishes an official 
estimate of the natural rate of unemployment, which is more often these 
days referred to as the non-accelerating inflation rate of unemployment 
(NAIRU). If you take their estimate seriously, the good news is that it 
currently sits below what it is supposed to have been in the 1950s and 
1960s.44 In reality, however, unemployment has often fallen below the 
CBO’s natural or non-accelerating inflation (NAIRU) rate, without infla-
tion accelerating at all. Consequently, the CBO has regularly amended its 
estimate of what the natural rate is supposed to have been. There is nothing 
‘natural’ about these estimates, and they should not be taken as seriously 
as they appear to be. The concept itself is merely an artefact of soft gen-
eral equilibrium analysis. In other words, there is no ‘natural rate of unem-
ployment’. Calling it the ‘non-accelerating inflation rate of unemployment’ 
might make it appear more plausible, but it does not change the fact. We 
will examine inflation, unemployment and the potential to eliminate invol-
untary unemployment without causing inflation to accelerate, in Chapter 7.

From Soft to Super-Soft Economics

If Friedman’s theorising was ‘soft’ economics, it was during the 1970s to 
be supplanted by ‘super-soft’ economics. Real analysis becomes ‘super-
soft’ when it incorporates both the rational expectations hypothesis and 
the real business cycle model of the economy. Taking a model with unre-
alistic axiomatic foundations and then insisting on pursuing the internal 
logic of that model to the fullest possible degree creates an absurdity, even 
if along the way it might generate the occasional potentially useful insight.

Robert Lucas45 built on Friedman’s analysis by replacing Friedman’s 
mechanical adaptive expectations, which allowed for workers to make 
mistakes by being slow to adapt their expectations of inflation to the 
consequences of government policy decisions, with the more logically 
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consistent rational expectations. This was the transition from monetarism 
to newclassical economics and from a government-induced business cycle 
to a model with no theory of business cycles at all.

People with rational expectations do not make avoidable errors. They 
are able to construct approximately correct probability distributions of 
future economic conditions, using the ‘correct’ model of the economy 
of which they are a part for the purpose. They are never fooled by pre-
announced government policy decisions. No deliberate and announced 
acceleration in the rate of growth of the money supply could cause 
firms or workers to make mistakes in Lucas’ model. Only unanticipated 
changes in the money supply, or shocks from outside the economy, could 
cause output to deviate from its natural, and optimal, level.

There is no evidence that people have rational expectations and plenty 
of evidence that they do not. Indeed, in a world of fundamental uncer-
tainty, the form of rational expectations assumed by almost all neoclassi-
cal economists since Lucas is an impossibility.46 This is explored fully in 
Chapters 3 and 4.

Once economists had gone this far, the final step in the descent into 
‘super-softness’ was inevitable. This involved the explicit mathematical 
provision of what had always previously been implicit microeconomic 
roots for ‘super-soft’ neoclassical macroeconomics in ‘soft’ microeco-
nomics. In its pure form, it was real business cycle theory.47

In one sense, real business cycle theory was a reaction to an obvious 
empirical failing with newclassical economics. Whereas there was room 
in the Neo-Keynesian economics of the first neoclassical synthesis for 
economic cycles, of the mechanical multiplier-accelerator type, where 
increases in investment drove demand up, and accelerating demand stimu-
lated further net investment, and in monetarism for policy-induced cycles, 
in newclassical economics, the only possible disturbances to the natu-
ral equilibrium are random, non-serially correlated shocks. Uncorrelated 
shocks do not produce cycles. More clearly than most of these ‘soft’ neo-
classical models, there is no business cycle at all in the newclassical version.

Real business cycle theory provided a solution—cycles as equilibrium 
phenomena. If cycles in output growth and in employment are a con-
sequence of random fluctuations in productivity growth, and perhaps 
also in people’s preferences between work and voluntary unemploy-
ment, then it is possible to combine perfect price flexibility, perfectly 
competitive markets and perfectly rational expectations, and yet still pro-
vide an ‘explanation’ for business cycles. Such explanations rely on large 
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pro-cyclical swings in real wages across the cycle; fully ‘rational’ workers 
allocating their time between labour supply and leisure optimally over 
time; and, of course, the tendency for workers to voluntarily withdraw 
their labour during a recession and regain their willingness to work dur-
ing a recovery.

Lucas and other newclassicals, and the closely associated efficient mar-
ket theorists of financial economics, had brought a great deal of addi-
tional mathematics into macroeconomics. Real business cycle theory 
moved the discipline further in the same direction and greatly appealed 
to the large number of people moving into the profession who preferred 
a sort of (arguable) beauty over truth. That the theory faced insuper-
able empirical challenges should have been obvious at its inception. 
Even its core prediction of consistently pro-cyclical fluctuations in real 
wages across the cycle is not supported by the data, as is now generally 
accepted. This is as ‘super-soft’ as economics can get. It was too super-
soft to swallow, even for most orthodox economists.

Following the early 1980s, when, beyond what Lucas and the real 
business cycle theorists would have predicted, recessions were far more 
severe, unemployment more persistent and prices apparently more sticky, 
it was clear to most economists that some concessions had to be made to 
the data. While a ‘soft’ model is not based on realistic axiomatic founda-
tions, it must at least provide ‘explanations’ which can be made approx-
imately to fit real-world evidence. The core axioms could be defended, 
only by reintroducing whatever ‘frictions’ might be required to retrofit 
the model to the data.

The majority of the profession had been impressed enough, and per-
haps intimidated enough, by the mathematics and imagined logic of 
real business cycles, that it was widely agreed that the real business cycle 
model and its approach to microfoundations had to remain the basis of 
any acceptable new model. Unfortunately, this restricted the options 
available to economic theoreticians and to those basing policy advice on 
orthodox theory. It consequently did the same to Minsky’s prince, con-
strained as he was by the theory of his intellectuals.

It was no longer acceptable to build a model without rational expec-
tations. Post-Keynesians like Hyman Minsky drifted from the fringes of 
economic debates into obscurity. It wasn’t just that the age of Keynes 
was past. Even Milton Friedman was by now seen as part of the history 
of economic thought, rather than a current participant in its ongoing 
development, because his work largely predated the rational expectations 
revolution.
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The Second Neoclassical Synthesis

The second, or new, neoclassical synthesis, as it became known, might 
be dated from a paper by Stanley Fischer,48 which brought ‘sticky’ wages 
back into respectable economic discourse. There followed many contribu-
tions to a New Keynesian economics, which developed into an even more 
dominant school than the Neo-Keynesian economics of the first neoclas-
sical synthesis. They introduced all the same frictions present in the ear-
lier version and added some more—for example, the idea that imperfect 
information and search theory were important for unemployment,49 and 
the notion that unemployment was increased by employers paying an ‘effi-
ciency wage’ above the market-clearing wage to motivate and retain work-
ers.50 However, great care was taken to ensure that what were essentially 
ad hoc additions to the core real business cycle model appeared consistent 
with rational microeconomic foundations. To do otherwise was consid-
ered unacceptable. Eventually, this led to the modern dynamic stochastic 
general equilibrium models which so misled policy-makers in the 2000s 
and which, in a slightly revised form, continue to do so today.

As the authors of a seminal paper put it—‘To provide theoretical 
underpinnings, the literature has incorporated the techniques of dynamic 
general equilibrium theory pioneered in real business cycle analysis. 
A key point of departure from real business cycle theory is the explicit 
incorporation of frictions such as nominal price rigidities that are needed 
to make the framework suitable for evaluation of monetary policy’.51

Finally, albeit reluctantly, New Keynesians accepted: (1) that in prac-
tice central banks set policy interest rates and do not control the money 
supply—in a sense, a rediscovery of something Wicksell had known long 
before—and (2) the need to adopt the Taylor rule to tie the hands of 
central bankers as far as interest rates were concerned. This was the final 
step to dynamic stochastic general equilibrium (DSGE) modelling.

Before outlining the essential parts of a New Keynesian DSGE model, 
it is important to stress the similarities of the model to the previous iter-
ations of Neo-Keynesian, and even pre-Keynesian, models of the econ-
omy that went before. DSGE models include Neo-Keynesian frictions, 
but also draw on the natural rate hypothesis and preference for monetary 
over fiscal policy of Milton Friedman, and the mathematical microfoun-
dations of real business cycle theory. Orthodox neoclassical macroeco-
nomics has consistently involved the inappropriate use of some form of 
model of real analysis, with a barter core, to draw conclusions about a 
real world in which its fundamental axioms do not apply.
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To deal fully with logical aggregation problems,18 such a model 
should ideally have a single ‘representative agent’. In order to do any-
thing very interesting with these models, it is necessary to allow the 
actors within them to differ in some respect from each other. However, 
this needs to be kept to a minimum. With non-identical people in 
the models, social cost-benefit analysis lacks logical foundations.52 
Conversely, with fully identical people, the matter is trivial and the model 
is more coherent but nonsensical as a representation of the real world.

For the purposes of analytical convenience, the representative agent 
generally ‘lives’ forever, although the concept of over-lapping genera-
tions can be used to allow people in the model to die, and the agent 
maximises ‘lifetime’ expected utility. In each period, utility is a posi-
tive function of real consumption, where units are defined in terms of 
a composite commodity and a negative function of hours worked. In 
versions of the model where money actually exists, real money balances 
can be incorporated into the utility function, on the grounds that money 
conveniently eliminates ‘transactions frictions’ or money can itself be 
regarded as a ‘friction’.

Many versions of the model adopt Woodford’s ‘cashless limit’,53 
and omit money entirely, except as a unit of account. This means they 
have nothing to act as a nominally safe medium of exchange and per-
fectly liquid store of value. This is both ridiculous, from the point of 
view of building a realistic model of the economy, and at the same time 
perfectly logical, since as we have said there is no need for money in a 
general equilibrium model. From a Walrasian perspective, even a gen-
erally accepted unit of account is superfluous. None of this bears any 
resemblance to the world in which we live. However, it is the approach 
to devising and assessing economic policy prevalent in virtually all gov-
ernments and central banks. The economists have forgotten that their 
model is absurd, and non-economists are too intimidated by the maths 
to appreciate that their economists are more or less practising alchemy.

Please do not be intimidated by what follows, as I am going to write 
down a few equations drawn from such a model. If you wish, you can leave 
the rest of the chapter out and just take it from me that the model being 
described is nonsensical, or you could just skim through it. If you have any 
background in mathematics, but not in orthodox economics, you will find 
it straightforward and may find yourself amazed that many economists 
think what follows to be a worthwhile way to model the economy. Not just 
a worthwhile way, in fact, but perhaps the only legitimate way of doing so.
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The model often starts with a representative agent (let us call her a 
household) maximising her expected lifetime utility, subject to some 
constraints. This involves looking into the remote future, forecasting 
what wages, prices, taxes and interest rates will be, among much else, and 
then balancing off the utility from consumption and disutility for work in 
each period, and taking into account that the household is impatient, and 
so discounts future consumption, relative to current consumption, when 
making decisions.

Subject to the budget constraint,

where β t is the representative agent’s discount factor for t-periods; Pt 
is the expected period t composite price level; ct is expected real con-
sumption; Bt is the expected number purchased of one period nominally 
risk-free discount bonds paying one unit of money at maturity and avail-
able for purchase at a price of Qt; B0 is therefore the value of an ini-
tial endowment at time 0; Wt is the anticipated nominal wage; lt is the 
planned hours of labour supplied; and Tt is the expected value of a lump 
sum tax.

It is, of course, difficult to see how a bond can be redeemed for a 
unit of money in a model with no monetary asset. Indeed, it can only be 
swapped for goods.

A ‘transversality condition’, or solvency constraint, is then added,54

This virtually rules out bankruptcy within the model, making an endog-
enously generated financial crisis impossible and any form of financial 
crisis very difficult to imagine. Given that the only possible source of 
nominally risk-free bonds must be a government, the transversality con-
dition also implies a government solvency condition, so that government 
debt tends towards zero as time tends towards infinity.

This implies that the current value of government debt must at all 
times equal the present value of expected future budget surpluses. Where 
this would be true for all values of the price level, fiscal policy is said to 

(2.1)Max .E0

{

∞
∑

t=0

β tU(ct , lt)

}

(2.2)PtCt + QtBt ≤ Bt−1 +Wtlt − Tt ,

(2.3)lim
T→∞

Et(BT ) = 0.
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be Ricardian. Where it would not be true for all values of the price level, 
fiscal policy is non-Ricardian, and then, the transversality/solvency con-
dition is met by variations in the price level. This is the Fiscal Theory of 
the Price Level.55

There is no capital asset in this simplified version of the model, and 
so there is no capital accumulation. Where such an asset is introduced, it 
often involves direct ownership by the representative household, with the 
asset then rented out to firms. It should be clear that there is no role for 
realistic financial markets in such a model. More generally, no model of 
real analysis can ever be adapted to provide a meaningful explanation of 
financial instability and financial crisis. Attempts to do so are misguided. 
You cannot fit Minsky and Keynes into general equilibrium reasoning, 
though you may tie themselves in logical knots trying to do so. Realistic 
monetary institutions and general equilibrium cannot be mixed.

The most you can do, if you transform household holdings of real 
assets into financial securities, is introduce modern equilibrium finance 
theory. This means the efficient markets theory, portfolio theory (where 
capital assets are allowed to be differentiated) and standard asset pric-
ing models. Bubbles and crashes require further ad hoc additions to a 
model based on general equilibrium fundamentals and essentially make 
no sense. This is a world of fundamentals, of continuities and of small 
exogenous shocks.

One can divide households into those who are potentially liquidity- 
constrained and impatient (‘borrowers’), and those who are less impa-
tient (‘lenders’), and then imagine a loanable funds system of financial 
intermediation, whereby the lenders take a risk and provide finance 
directly to the borrowers. Finally, to generate a ‘financial crisis’, one can 
add an exogenous increase in risk aversion.56 However, it is misleading to 
imagine that such an approach has anything of value to contribute to the 
analysis of real-world financial crises. All you are doing is playing a logical 
game within a ‘soft’ economics model of real analysis. There is no scope 
for a financial crisis that can have a permanent impact on the evolution of 
output and employment.

As Paul De Grauwe, who is a critic of such models, has said, ‘it is now 
standard practice of DSGE-modellers to simulate the consequences of 
the financial crisis on the economy by introducing an exogenous increase 
in risk aversion (and thus the risk premium)’.57
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Some recent ‘second-generation’ post-GFC models now include 
banks, which can add to aggregate demand through the creation of 
credit. This is a welcome and long overdue concession to reality, as was 
the introduction of a policy interest rate in first-generation DSGE mod-
els. However, it does not make a model with a Walrasian core, which 
because of that core is still essentially a barter model, suitable for analys-
ing a monetary economy, or as a basis for policy advice relating to mon-
etary and fiscal policies. You cannot add realistic monetary institutions 
to a model, without incorporating uncertainty, and you cannot incorpo-
rate fundamental uncertainty into Walrasian general equilibrium models. 
The model still has far-sighted, well-informed, superhuman households 
at its centre. Businesses and these newly credit-creating banks are still 
constrained optimisers. Full employment, or a natural level of output, 
and natural rate of unemployment, are still guaranteed in the long run. 
It remains the case that only frictions such as sticky prices prevent the 
economy remaining continuously in such an equilibrium. There is still 
no possibility of endogenously generated booms and financial fragilities. 
There can be no genuinely Keynesian animal spirits and no fundamental 
uncertainty. The money that exists does not have the characteristics of 
money in the real world, which will be described in Chapter 3. These 
dynamic stochastic general equilibrium models are real analysis masquer-
ading as monetary analysis. They are also a colossal waste of time and 
intellectual effort.

Financial instruments, including money, financial markets and finan-
cial institutions, are unnecessary additions to general equilibrium mod-
els, and when they are added to such models, it can only be as frictions, 
rather than as core elements in a description of a monetary economy. 
You can omit them from the models, without affecting the long-run 
equilibrium of those models. This remains the case in more sophisti-
cated, second-generation versions of DSGE models. It is a consequence 
of the long-run full-employment assumption, even given the existence of 
credit-creating banks. Say’s Law continues to rule the roost.

The representative agent in these models consistently makes optimis-
ing decisions over time, continuing to base intertemporal labour supply, 
consumption, savings and investment decisions on: (1) her own pref-
erences for consumption against leisure; (2) her personal marginal rate 
of time preference; and (3) the best possible, model consistent, rational 
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expectations forecasts of wages, rents, prices, taxes and yields, stretching 
into the infinite future. It leads to something equivalent to the following 
Euler equation,58

where muc is the marginal utility of an additional unit of real consump-
tion; rt is the period t nominal interest rate on the safe bonds; β is the 
household’s real discount factor (a measure of how impatient the house-
hold is to enjoy utility sooner, rather than later, with a maximum value of 
1, and lower values signifying a greater degree of impatience); and Etπt+1 
is the expected inflation rate. Where the representative household has a 
marginal rate of time preference, (1−β)

β
, equal to the real rate of 

interest, (r−Etπt+1)
(1+Etπt+1)

, this reduces to the equalisation of the expected mar-

ginal utility of real consumption in every period, which, given constant 
preferences and interest rates, implies a random walk model of consump-
tion.60 A random walk means changes in consumer spending ought to 
be unpredictable, just reacting to random and unpredictable ‘shocks’ in 
the economy. The best prediction for consumption for the representa-
tive household in every period in the future, given the currently availa-
ble information, is the current level of consumption. Of course, this is 
nonsense. The mathematics rapidly becomes intimidating enough to stop 
students pointing out the long list of nonsensical results from such mod-
els, as by now you can imagine, and those developing the maths and try-
ing to employ DSGE models long ago lost touch with reality, which is 
the only reason they are taken seriously.

With output defined as the sum of consumer spending and pure gov-
ernment spending, if we are to continue to exclude capital accumulation, 
it also implies the following form of forward-looking aggregate demand 
(or IS) equation,

where yt and ynt are the logarithms of current period real output and 
the natural level of output, respectively, such that (yt − ynt) measures the 
‘output gap’; πt is the current period inflation rate; εt is a random and 
non-serially correlated shock; and c1 and c2 are parameters which need 

(2.4)
muc(ct)

Et

[

muc(ct+1)
] =

β . (1+ rt)

(1+ Etπt+1)
,

(2.5)yt − ynt = c1Et(yt+1 − ynt+1)+ c2(rt − Etπt+1)+ εt ,
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to be calibrated to make the equation ‘fit’ past data on the economy as 
nearly as possible.

The forward-looking representative household bases her current 
consumption decision on the expected next period output gap and the 
current real rate of interest. This household is imagined to engage in 
optimal intertemporal transactions in real physical goods (since bond 
purchases in a non-monetary model involve exactly this transaction) in 
order to practise the dynamic optimisation of expected utility across an 
infinite time horizon.

In the absence of exogenous shocks, this is functionally identi-
cal to the auction at the beginning of logical time in an old-fashioned 
Walrasian equilibrium. The whole of history is organised at time 0. Given 
complete markets, so that every future contingency can be allowed for 
at time 0, it is exactly the same. The decisions need only be made once, 
and then, history can be allowed to occur with no further decisions 
required.60

It is often implicitly taken for granted that the household does not 
value public good provision by the government and is not affected by 
the welfare of others, and, of course, it is always assumed that labour 
supply has a marginal disutility (‘leisure’ always has a strictly positive 
marginal utility).

These optimising households are, in theory, selling their labour, and 
renting their capital, to profit maximising firms, where the firms are price 
takers in the labour and capital markets, using often homogenous labour 
and a homogenous capital good to produce output. There is a simple 
mathematical relationship between the amounts of labour and capital 
employed in production and the quantity of real output produced, called 
a production function.61 Firms do not have a genuinely separate exist-
ence from the households who supply them with their resources. There 
is no divorce of ownership from control in the standard model.

In order to introduce the friction of sticky prices to the model, it is 
necessary to break with previous versions of general equilibrium mod-
els at this stage, by assuming that the product market is characterised by 
product differentiation and therefore monopolistic competition. This is 
done purely for analytical convenience, as oligopoly will not fit into the 
model, and perfect competition does not allow for any variation in pric-
ing decisions between firms.
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The standard so-called Keynesian element which is then introduced 
into the model is a pricing friction, known as the Calvo pricing rule.62 
Under this rule, a fraction α of firms are not permitted to change their 
prices in any given period, with the other fraction (1− α) free to change 
price. A higher value for α implies a more sticky overall price level. A 
zero value means perfect price flexibility and a return to real business 
cycles.

The firms which are permitted to change price are determined in the 
model by a lottery. Some authors have tried to develop an optimising 
basis for rules of this kind, based on ‘menu costs’, but it is very diffi-
cult to do so convincingly, particularly when authors start to mention the 
use of lotteries. There is no insight provided in these models towards the 
role fixed forward prices might play in reality in stabilising cash flows. 
They therefore induce blindness to the role played by forward contracts 
in an uncertain environment.

Profit maximisation by forward-looking firms which can only period-
ically change their prices, given a Calvo restriction, implies an aggregate 
supply equation as follows:

This equation is also known as the New Keynesian Phillips Curve, where 
β is the discount factor applied to expected future profits; κ is a coeffi-
cient that depends on the Calvo parameter α and on the gradient of the 
marginal cost curve; and finally, ηt is a random and non-serially correlated 
shock.

Given a value for α of 0, and consequently no pricing ‘friction’, the 
model reduces to the special case of real business cycles, with κ tending 
towards ∞ and a zero output gap.

To complete the basic DSGE model, an optimising central bank is 
introduced, minimising a loss function of the following form:

where πT is the central bank inflation target, and ψ measures the relative 
emphasis the central bank puts on output stabilisation, compared to hit-
ting the inflation target.

In order for this loss function to be consistent with the micro-
economic foundations of the model, a case has to be made for the 

(2.6)πt = βEtπt+1 + κ(yt − ynt)+ ηt .

(2.7)L = (πt − πT)2 + ψ(yt − yn)2,
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representative household to be adversely affected by variations in 
the rate of inflation from some optimal target and variations in real 
output from its natural level. The existence of a natural level of out-
put is taken for granted. In addition, some case has to be made for 
a non-zero inflation target, perhaps based on bias in the official esti-
mates of inflation or on asymmetric pricing frictions. Alternatively, this 
central bank loss function can just be assumed as a positive theory of 
the objectives of modern central banks, rather than as a normative the-
ory of how they ought to behave. There is little doubt that when Ben 
Bernanke made his ‘great moderation’ reference, with its emphasis on 
the volatility of inflation and output gaps, rather than on the levels of 
unemployment, growth and inflation, he was influenced by this loss 
function.

The task for the optimising central banker is then a mechanical one of 
dynamically adjusting the nominal rate of interest, over which the cen-
tral banker has control, to influence the current output gap, in order to 
influence the inflation rate. The existence of forward-looking households 
and firms places an emphasis on policy credibility. The output gap in the 
current period depends on what it is rationally expected to be in the next 
period: current inflation depends on a rational expectation of its future 
value.

This problem produces an interest rate setting rule of

where int represents the current value of the natural, real rate of inter-
est, which is determined by the marginal rate of time preference and the 
marginal productivity of capital, given the natural rate of output; πT is 
the target for inflation; wπ reflects the weight given to deviations in the 
forecast rate of inflation from its target; and wy is the weight given to the 
output gap, in setting the policy interest rate.

For plausible values of model parameters, and assuming a target rate 
of inflation of 2% and a natural real rate of interest of 2%, this interest 
rate setting equation can be re-written as

(2.8)rt = (int + πT) + wπ (Etπt+1 − πT) + wy(yt − ynt),

(2.9)rt = 0.04 + 1.5
(

Etπt+1 − πT
)

+ 0.5(yt − ynt).
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If we assume a time period is a quarter (3 months), and also that a central 
bank reacts to the inflation rate over the previous four quarters (rather 
than a rational expectation of future inflation), we get the Taylor rule.63

In this equation, wπ > 1 is the Taylor principle,64 which states that nom-
inal interest rates must be increased by more than any increase in the 
(expected) rate of inflation in order for the policy rule to be consistent 
with stability, although strictly the condition for stability is more compli-
cated than this. Given the assumed dependence in the model of aggre-
gate demand on real interest rates,65 and an implied need to produce a 
negative output gap to put downward pressure on inflation, the Taylor 
principle is an obvious feature of the model.

In My End Is My Beginning

It has been a very long journey, but the Taylor rule and the Wicksell rule 
are not all that different. Both have their roots in general equilibrium real 
analysis and just as Keynes proposed a monetary replacement for Walras and 
Wicksell, by dropping Say’s Law and rejecting the notion of a natural rate 
of interest, so today we require a monetary replacement for DSGE models.

It has been possible to make DSGE models and Taylor rules fit real-
world data a little better, by making a further series of more or less ad hoc 
adjustments. To take account of the fact that central banks normally adopt 
a gradual approach to changes in interest rates, it is necessary to introduce 
rt−1 onto the right-hand side of the interest rate setting (Taylor) rule.

A more serious problem is the lack of any credible business cycle theory 
in this New Keynesian model, as it stands. Business cycles which do not rely 
on the implausible assumptions of those real business cycle models we have 
already dismissed imply serially correlated and non-normally distributed out-
put gaps, which are not featured in the above model. One New Keynesian 
response has been to make households ‘habit forming’, so that there is iner-
tia in the aggregate demand equation, and firms unable to actively adjust 
prices this period able to at least index to inflation, so as to introduce 
a backward element into aggregate supply. The first of these represents a 
reluctant movement from Friedman’s permanent income view of consump-
tion decisions,66 towards James Duesenberry’s relative income theory,67 and 
is questionable in a rational expectations model. The second has no logical 
basis in the model at all.

(2.10)rt = 0.04 + 1.5
(

πt − πT
)

+ 0.5(yt − ynt).
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A further response is to make the exogenous shocks to aggregate 
demand and supply in the model subject to serial correlation themselves. 
This again is surely questionable, as serially correlated ‘shocks’ cannot 
fairly be regarded as shocks at all.

Backward-looking pricing and consumption and serially correlated 
shocks are able to produce serially correlated movements in output 
within the model, as in real-world business cycles. However, Paul De 
Grauwe, in his Lectures on Behavioural Macroeconomics (2012), demon-
strates that simulations based on an amended New Keynesian model still 
give rise to variations in output which are not consistent with the data. 
The DSGE approach does not predict or explain the number of rela-
tively large movements in output gaps which arise in real-world econo-
mies. This is, of course, not surprising in a general equilibrium system, 
consisting of optimising decision-makers with rational expectations, who 
are not subject to herding behaviour, or other biases, or cognitive limita-
tions, or fundamental uncertainty.

De Grauwe rightly criticises the evolution of DSGE models as unsci-
entific. They exhibit the characteristics of a degenerative research 
programme, in the sense of Imre Lakatos.68 A series of non-core amend-
ments and ad hoc additions to the inviolable core axioms of the model 
have been made to minimise the gap between historical evidence and 
the qualities of the model, but without allowing the model to predict 
or explain vital features of real-world economies—most notably, financial 
crises.

De Grauwe rejects rational expectations as a basis for forecasting infla-
tion and output gaps, on the basis that it is implausible. He compares the 
notion that a representative household could understand and act on a 
full knowledge of the structure of the economy to old models of central 
planning. They both involve a ‘top-down’ view of the economy, with the 
only difference being that the all-knowing central planner has now been 
replaced by the even more implausible representative agent with rational 
expectations.

His suggested amendment to the model is to allow for households 
to use one of a variety of ‘heuristics’ or rough and ready decision rules, 
to forecast both inflation and output gaps, where those rules are sub-
ject to adjustment over time, based on their performance. This more  
plausible approach to expectations formation and decision-making at least 
introduces non-normality into output gaps and inflation—in other words, 
it produces a model which can be made to fit real world data rather better 
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than a DSGE model. However, it still fails to explain the fact that eco-
nomic downturns tend to be more sudden and severe, though short-
er-lived, than economic recoveries. De Grauwe’s analysis is a considerable 
intellectual achievement and makes a fundamentally New Keynesian model 
far more consistent with the data. But it still misses the point.

The point is that all general equilibrium models can be traced back 
to the fable of a barter economy. They all omit fundamental uncertainty 
and as a consequence can do no other but omit genuinely realistic mon-
etary and financial institutions. They are incapable of describing, even 
in a stylised way, the realities of a monetary, Wall Street economy. They 
do not naturally incorporate historical time; path dependence; persistent 
involuntary unemployment; financial instability; or modern fiat money. 
To even begin to deal with reality in a useful manner, we need to sub-
stitute some form of monetary analysis for the real analysis which has 
always been at the centre of neoclassical economics.

This alternative vision of an economy, as a complex and fundamentally 
unstable and uncertain system, without any stable equilibrium point but 
constrained by conventions and institutions, and by the laws of accounting 
and evolving balance sheets, is much better suited as a guide for understand-
ing the behaviour of capitalist economies and for guiding policy-makers.

In monetary analysis, money is neither neutral nor exogenous. There 
is no natural, equilibrium level of output to which the economy would 
revert over time, given perfectly flexible prices. There is no technolog-
ically determined distribution of incomes. Production takes time; the 
financing of production and exchange matters; and the financial system 
itself is best thought of as a set of interconnecting and shifting balance 
sheets, with a tendency towards growing imbalances and financial fra-
gility. The economy is a complex, disequilibrium system, which requires 
instability thwarting mechanisms if it is to be held close to full employ-
ment with a moderate rate of inflation. The distribution of income and 
wealth reflects bargaining power, institutional structures and social con-
ventions. The rational individualist of neoclassical economics does not 
exist. How real people make real decisions in an uncertain world matters.

In his New York Times blog of 18 June 2013, Paul Krugman quoted 
Mark Thoma as saying, ‘new economic thinking means reading of old 
books’. My next task is to consider the extent to which ‘old books’ writ-
ten by Keynes, the American Post-Keynesians Davidson and Minsky, and 
Kalecki, can help to lay foundations for a new ‘hard’ economics, based 
on a ‘monetary theory of production’ and the study of ‘man as he is (and 
woman as she is) and the economic system as it actually exists’.
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Or to use the words of Keynes himself, ‘I believe that the next task is 
to work out in some detail such a monetary theory of production. That 
is the task on which I am now occupying myself in some confidence that 
I am not wasting my time’.69

Notes

	 1. � David Ricardo, author of Principles of Political Economy and Taxation 
(1817); developer of the Theory of Comparative Advantage, which was 
central to neoclassical trade theory; the labour theory of value, which was 
equally important to Marxists; and, it is argued, a pioneer in the use of 
economic models based on unrealistic assumptions (soft economics).

	 2. � Jean-Baptiste Say, author of Traité d’économie politique (1803); devel-
oper of Say’s Law, which is the notion that there can never be an overall 
excess supply of goods, and therefore, the economy must always be at full 
employment. This remains a long-run feature of modern-day, state-of-
the-art, orthodox macroeconomics. Say’s Law is often written as ‘supply 
creates its own demand’.

	 3. � The ‘almost’ is a reference to Sraffian, or Neo-Ricardian, economics. 
Sraffa offered a non-neoclassical approach to real analysis, which iden-
tified logical failures within the neoclassical model and, in spite of its 
non-monetary form, can be seen as supportive of the Post-Keynesian 
monetary analysis to be discussed in Chapter 3.

	 4. � Leon Walras, author of Éléments d’économie politique pure (1874), 
replaced the famous ‘invisible hand’ of classical economics with a myth-
ical neoclassical auctioneer. This auctioneer coordinates the demand for 
and the supply of every commodity in a market system, via a trial and 
error process called ‘tatonnement’, finding a vector of relative prices at 
which all markets within a barter system would clear. Walrasian general 
equilibrium theory, incorporating Say’s Law, is fundamental to all soft 
orthodox macroeconomic theory, including real business cycle theory 
and the New Keynesian neoclassical synthesis.

	 5. � See Chapter 5.
	 6. � The great majority of those published in the nearly 150 years since Money 

and the Mechanism of Exchange (1875), by W. S. Jevons, so no specific 
modern reference is given.

	 7. � Humphrey (1985), quoted in Graeber (2011, 29).
	 8. � Davies (1994, 23).
	 9. � Karimzadi (2013).
	 10. � Goodhart (1998).
	 11. � As explained by Minsky, in a paper entitled ‘The Financial Instability 

Hypothesis’ (1992).
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http://dx.doi.org/10.1007/978-3-319-90981-3_5
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	 12. � The term ‘neoclassical synthesis’ refers to the use of (soft) real analysis to 
justify broadly Keynesian economic policies. The economics of Keynes 
is (hard) monetary analysis. The addition of ‘frictions’ to a general equi-
librium model allows for shocks to drive the economy away from its full-
employment equilibrium for an extended period, providing a justification 
for the use of fiscal and/or monetary policy to manage demand in order 
to push the economy back towards its equilibrium. During the first neo-
classical synthesis, fiscal policy was the preferred tool of stabilisation policy: 
during the second neoclassical synthesis, monetary policy played this role.

	 13. � Bernanke (2004).
	 14. � The original Phillips Curve was based on a statistical study of the nega-

tive correlation between unemployment and the rate of change of money 
wages (wage inflation) in the UK during the period 1861–1957 (Phillips 
1958). The relationship appeared to be stable over long periods of time. 
Samuelson and Solow (1960) identified a modified relationship for the 
USA and advocated for what they called the Phillips Curve to be used as 
a guide for policy-makers.

	 15. � Gini statistics are based on Lorenz Curves. A Lorenz Curve is drawn with 
the cumulative proportion of households on one axis and their cumula-
tive share of income on the other. The further a Lorenz Curve lies away 
from a diagonal line bisecting the intersection of the two axes, called the 
line of equal distribution; the higher the value of the Gini statistic, the 
greater the implied degree of inequality. Income inequality has been ris-
ing in the USA for nearly 50 years. In other words, the Lorenz Curve has 
shifted away from the diagonal, and the US Gini statistic has increased.

	 16. � Tcherneva (2015).
	 17. � Keynes (1936, 132).
	 18. � The issue of identifying what a unit of capital is supposed to be in a mac-

romodel is the cause of a series of issues call the Cambridge Capital 
Controversies. These controversies undermine the neoclassical theory of 
income distribution.
The impact on people’s real incomes of changes in prices leads to 
a further problem, in the form of a mathematical result called the 
Sonnenschein–Mantel–Debreu theorem. This implies that a unique equilib-
rium might not exist.
Since we are going to reject general equilibrium theory on the basis that 
it is real, rather than monetary analysis, and as such is based on implausi-
ble axioms, failures of its internal logic are not my concern in this book. 
Readers with an interest in these issues might refer to Lavoie (1992) or 
Keen (2001).

	 19. � Hahn (1983, 1).
	 20. � The Quantity Theory of Money is a very old theory. In the twentieth 

century, it was particularly associated with Irving Fisher and Milton 
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Friedman. Briefly, it is the theory that the quantity of money in circula-
tion determined the price level, and that increases in the supply of money 
are the cause of inflation.

	 21. �R ogers (1989).
	 22. � Fisher (1930).
	 23. � Loanable funds theory is implied by general equilibrium models. It is the 

theory that the demand for loanable funds for investment and other pur-
poses is constrained by the supply of loanable funds out of household sav-
ing. If the economy is in equilibrium, at full employment, then savings 
can only be increased at the expense of consumption, and the willingness 
of households to save rather than consume limits the supply of resources 
for investment spending. The facts that real-world economics are not 
generally at full employment; that money is endogenous; and that funds 
are in real life borrowed into existence before being saved, imply that 
loanable funds theory is a fallacy. It is, however, a fallacy which remains 
embedded in modern dynamic stochastic general equilibrium models and 
indeed in all real analysis.

	 24. � The Taylor rule is a policy rule for central bankers, where official inter-
est rates are set according to a formula based partly on deviations in 
current or expected inflation from a target and partly on the size of the 
gap between current or expected output and the potential output of the 
economy.

	 25. � Keynes (1939), Dunlop (1938), and Tarshis (1939).
	 26. � The IS-LM model is normally represented using a graph with interest 

rates on the vertical axis and real output on the horizontal. A downward 
sloping IS curve describes how the demand for output depends nega-
tively on the rate of interest. Fiscal policy shifts the IS curve. An upward 
sloping LM curve shows that for a constant money supply, an increase in 
output increases the demand for money and so increases the rate of inter-
est. Changes in the money supply shift the LM curve. The intersection 
point of the two curves is Hicks’s general equilibrium.

	 27. � Minsky (1975, 57).
	 28. � Keynes (1937).
	 29. � Hicks (1976, 290).
	 30. � Contributions to Modern Economics, Robinson (1978, 256).
	 31. � In Chapter 3 of A Tract on Monetary Reform, Keynes (1923).
	 32. � As quoted in Davidson (2009, 181), parenthesis as in Davidson.
	 33. � Arrow and Debreu (1954).
	 34. � Solow (1956). The Solow-Swan neoclassical growth model was also devel-

oped independently by the Australian economist Trevor Swan in the same 
year.

	 35. � Solow, interviewed in Klamer (1984, 31).
	 36. � Minsky (1982, 91).
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	 37. � In Inflation: Causes and Consequences, Friedman (1963).
	 38. � Tobin (1972).
	 39. � Friedman (1972).
	 40. � Barro (1974).
	 41. � Friedman (1968, 9).
	 42. � In Friedman (1968) and Phelps (1967).
	 43. � OECD (1994).
	 44. � Cingano (2014).
	 45. � https://fred.stlouisfed.org/series/NROU.
	 46. � Lucas (1972, 1976).
	 47. � Davidson (1982).
	 48. � Kydland and Prescott (1982).
	 49. � Fischer (1977).
	 50. � Diamond (1982) and Farmer (2010).
	 51. � Shapiro and Stiglitz (1984).
	 52. � Clarida et al. (1999).
	 53. � There is no logical basis for comparing the impact of any decision regard-

ing the use of scarce resources on the well-being of two different indi-
viduals. In practice, cost-benefit analysis is usually based on monetary 
willingness to pay, but a marginal dollar of income or expenditure cannot 
be interpreted to have an identical impact on the well-being of non-
identical individuals, and this problem cannot be resolved by weighting 
money amounts. No objective basis exists for interpersonal comparisons 
of well-being.

	 54. � Woodford (1998) wrongly equates technological change allowing for 
elimination of a need to hold money balances for transactions purposes 
with the elimination of monetary assets entirely. He fails to recognise 
the importance of money as a nominally safe and perfectly liquid store of 
value. This is discussed in chapters three and five.

	 55. � The definition, by R. A. Becker, in the 2008 edition of The New Palgrave 
Dictionary of Economics includes the following statement—‘The transversal-
ity condition requires the present value of the state variables to converge 
to zero as the planning horizon recedes towards infinity’. Any clearer? I 
thought not. As I said, it assumes away things like growing financial fragility 
and endogenous financial crises—like the one that happened in 2008.

	 56. � There are various versions of this absurd theory (including Woodford 
1995). At least they allow for fiscal policy to have an impact on total 
spending, unlike the Barro-Ricardian equivalence theory. However, they 
retain the long-run money neutrality (or full employment, or Say’s Law) 
characteristic of all general equilibrium analysis. Consequently, while an 
increase in government debt can raise total spending, this simply increases 
the equilibrium price level. It is the fiscal version of the old quantity theory.

	 57. � Eggertsson and Krugman (2011).

https://fred.stlouisfed.org/series/NROU


2  ‘REAL’ ANALYSIS OF AN UNREAL WORLD   59

	 58. � De Grauwe (2012).
	 59. � The Euler equation, in economics, is a consequence of the use of calcu-

lus to derive a condition for our representative household to maximise 
her utility over time. It implies that the expected present value of the 
last $1 to be devoted to consumption in each future time period must 
be equalised. The decision-maker cannot decide to cut back spending in 
some periods to allow for additional spending in others and by doing so 
increase her expected utility. The maths is nice. The assumptions that it is 
possible to behave this way and that people actually do behave this way 
are, of course, completely unrealistic. This is soft economics, remember.

	 60. � A random walk means that future consumption spending is impossible, 
under these circumstances, to predict. Its expected future value equals its 
current value. It could rise or fall, depending on what unexpected events 
happen to the economy, but you may as well toss a coin to predict which 
will happen.

	 61. � This should seem a very strange property of the model indeed. It does 
not include time as we experience it. There is a sort of logical time in the 
model, but no realistic historical time, in which decision-makers are faced 
with a constant stream of decisions under uncertainty.

	 62. � The aggregate production function is flawed, not only because it either 
excludes energy and natural resources entirely or assumes they can be 
substituted for by capital or labour, but also due to the problem of defin-
ing capital (see the Cambridge Capital Controversies in note 18 above).

	 63. � Calvo (1983).
	 64. � Taylor (1993).
	 65. � The Taylor principle is best explained using examples. Suppose the target for 

inflation is 2%, the ‘natural’ real rate of interest is also 2%, the weighting for 
the gap between inflation and its target is 1.5, and the output gap is zero.
When inflation is at its target rate of 2%, the official interest rate will be 
4%. An increase in inflation by 1 to 3% implies an increase in the policy 
rate by 1.5 to 5.5%. This ensures an increase in the real rate of interest, 
from the natural rate of 2 to 2.5% (5.5%–3%). It is the increase in the real 
rate of interest which then puts downward pressure on aggregate demand 
and consequently on the rate of inflation.

	 66. � The aggregate demand relationship can be described as an IS curve, since 
aggregate demand depends inversely on the real rate of interest. There 
is no LM curve in this model, since the DSGE model has endogenous 
money and policy interest rates. In this sense, but only in this sense, this 
model is an improvement on the old IS-LM models.

	 67. � The theory that consumption decisions are taken at every stage in life by 
households who can borrow and lend limitless sums at the same rate of 
interest to maximise expected lifetime utility. The Euler equation dis-
cussed in note 58 is an expression of this theory.
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	 68. � Duesenberry really has no place in this chapter. His harder, as in more 
realistic, relative income hypothesis allows households to be influenced in 
their spending decisions not only by their own past levels of income (so 
that habit forming influences current spending), but also by the incomes 
of those to whom they compare themselves.

	 69. � Lakatos (1970).
	 70. � Keynes (1933).
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The economics of Keynes’ General Theory, the contributions of three 
generations of post-war Post-Keynesian economists, and the recent body 
of work known as modern monetary theory, are not within the tradi-
tion of soft real analysis. They are all examples of hard monetary analysis. 
The economy is described in monetary analysis, not as a Walrasian gen-
eral equilibrium system, but as a set of shifting and interlocking balance 
sheets, evolving over time, driven by decisions made by business people 
doing their best to survive and make a monetary profit in an often uncer-
tain economic environment. Money is not a commodity, but instead part 
of a hierarchy of debt, with the financial liabilities of a currency issuing, 
tax collecting, central government sitting at the apex of that hierarchy.

This chapter provides a brief and partial description of the first seri-
ous attempt at monetary analysis, as outlined by Keynes in his General 
Theory (1936) and four subsequent academic papers (1937a, b, c; 1939). 
In these works, Keynes laid much of the foundations for what became 
known after his death as Post-Keynesian economics. It goes on to discuss 
some of the important contributions made by a Polish contemporary 
of Keynes, and two later American Post-Keynesians, which built on and 
clarified a genuinely Keynesian approach to macroeconomics.

The economists I have selected for this purpose are Paul Davidson, 
Hyman Minsky and Michal Kalecki. I have not tried to describe all their 
contributions to economics, which is impossible within a single chapter. 
I have selected Davidson, Minsky and Kalecki, in part, with reference 
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to an important paper published in 1975 by Alfred Eichner and Jan 
Kregel, entitled An Essay on Post-Keynesian Theory: A New Paradigm in 
Economics.

Eichner and Kregel defined three distinguishing characteristics of what 
they called Post-Keynesian theory:

•	 It ‘retains the fundamental approach to a monetized produc-
tion economy outlined by Keynes’, which is an economy which is 
driven by effective demand and has no natural tendency towards full 
employment.

•	 It is ‘rooted in a dynamic process’ in historical time, and that pro-
cess is a potentially unstable and uncertain disequilibrium process.

•	 It is concerned with the distribution of income as ‘integral to the 
explanation of economic activity’, and that distribution is not deter-
mined by technological factors.

I have changed the order in which these characteristics were listed 
and have interpreted them to be consistent with the view that Paul 
Davidson’s interpretation of uncertainty and liquidity preference the-
ory, and Hyman Minsky’s financial instability hypothesis provide the best 
succinct description of the first two of these characteristics; and Michal 
Kalecki’s analysis of income distribution and the degree of monopoly the 
most enlightening treatment of the third.

Keynes and Three Other Post-Keynesians

Keynes, Davidson (1972, 2002, 2007), Minsky (1975, 1982, 1986), and 
Kalecki (1971) provide us with foundations for the monetary analysis 
of a real-world economy, evolving through historical time with realistic 
monetary and financial institutions; where employment is dependent on 
the effective demand for labour; finance and investment are inherently 
unstable; uncertainty is fundamental; and the distribution of income and 
wealth depends on bargaining power.

This is a very different description of how an economy works to that 
provided by the real analysis of neoclassical economics. Real analysis pro-
vides a description of an economy which could never exist: monetary 
analysis provides a description of how real economies actually function.

A superficial and incomplete reading of The General Theory can lead to 
a fundamental misunderstanding of Keynes’ economic model, using the 
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term in this case to describe Keynes’ mature views on the evolution of a 
monetary economy over time. This is clear on a careful reading of four 
subsequent papers of Keynes, three dating from 1937, with the fourth 
published in 1939.

The common misunderstanding of Keynes has been attributed to the 
following factors, of which, Keynes was well aware:

•	 The tendency of orthodox economists in every age to see the econ-
omy as a stable general equilibrium system met with random dis-
turbances and kept temporarily away from its equilibrium state by 
‘frictions’, such as the infamous ‘sticky wages’.

•	 Keynes’ intention of writing in a persuasive and coalition-building 
manner for his fellow academic economists, which led him more 
than once to downplay the differences between his ‘general theory’ 
and what he regarded as the ‘special theory’ of what he called ‘clas-
sical economics’.1

•	 Keynes’ long history of learning, teaching and practising ‘classical 
economics’.

•	 Keynes’ intention, as explained by Davidson, to retain the axiomatic- 
logical basis of orthodox economics, but to relax key axioms within 
the neoclassical orthodoxy to produce a more general theory. James 
Galbraith has suggested that the term ‘General Theory’ was deliber-
ately borrowed by Keynes from Einstein.2

•	 The omission of the ‘technical monetary detail’ of his earlier 
Treatise on Money, which is left ‘in the background’ in The General 
Theory.

•	 The fact that Keynes did not reject the theory that real wages were 
determined by the marginal productivity of labour, even though he 
did reject the notion that unemployment could be eliminated via 
wage cuts.

Keynes later admitted that the marginal productivity theory of wages was 
unrealistic. Its lack of a firm logical basis was explained by his colleagues, 
Piero Sraffa and Joan Robinson,3 the instigators of the long-running 
Cambridge Capital Controversies debates between neoclassical and het-
erodox economists, but it can be rejected purely on the basis that it is 
implausible. It contradicts more realistic descriptions of the determinants 
of the distribution of income, including that of Michal Kalecki, which 
will be discussed in this chapter.
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Paul Davidson has argued that Keynes was merely demonstrating that 
Say’s Law could be rejected by orthodox economists within their own 
model, without going any further than taking money and uncertainty 
seriously, and Keynes’ own comments support this interpretation.4

The problem is that economists who don’t engage fully with Keynes’ 
complete model, and so lack an understanding of uncertainty and liquid-
ity preference, emerge with the impression that involuntary unemploy-
ment might be the result of those ‘frictions’ of which pre-Keynesians5 
were already aware—most notably, the downward inflexibility of wage 
rates. They wrongly imagine that persistent unemployment must be a 
consequence of nominal, and perhaps real, wages being too high.

All this is the result of a misreading of The General Theory. In it, 
Keynes argues that money wages are inflexible downwards, but that even 
if this were not the case, real wages would be inflexible downwards in 
an environment of falling wages and prices. Keynes also clearly states 
that inflexible wages are not the cause of persistent unemployment. The 
cause, for him, is the natural operations of an uncertain entrepreneurial 
monetary economy, and its failure to provide consistently a full employ-
ment level of effective demand for labour.

Paul Davidson: Uncertainty and Liquidity  
Preference

A proper understanding of Keynes’ theoretical revolution involves 
a thorough reading of not only The General Theory, but also of the 
four papers already cited, which we written after its publication. Paul 
Davidson has spent a long and sometimes controversial professional life, 
explaining this, and interpreting Keynes’ work, attempting to update 
Keynes’ ideas, and applying his generally persuasive interpretation of the 
Keynesian ‘general theory’ to modern economic problems.

Davidson has provided us with a valuable description of the ‘classical’ 
axioms that Keynes sought to overthrow in moving from the ‘special’ 
(real analysis) full employment theory of classical economics to a more 
‘general’ (monetary analysis) theory of employment, interest and money. 
These axioms have been stated by Davidson many times in numerous 
papers and texts.

The three soft ‘classical axioms’, maintained in all orthodox econom-
ics, at least in the long run, are ‘the neutral money axiom’, ‘the gross 
substitution axiom’ and ‘the ergodic axiom’.
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The neutral money axiom is just another name for the assumption 
of full employment, or Say’s Law. If economies always revert to a full 
employment equilibrium given by technology and preferences, and given 
independently of demand and of money and finance, then, at least in 
the long run, money will be neutral. This is the world of orthodox real 
analysis. It is the world of a ‘natural rate of unemployment’, where that 
rate is interpreted as the full employment equilibrium of the economy.

The gross substitution axiom states that all commodities, where money 
and labour are (misleadingly) regarded as commodities, are substitutes 
for each other, so that changes in relative prices can allow the economy to 
react to shocks, such as an increase in the demand for commodity money, 
to restore the economy to full employment and to ensure Say’s Law and 
money neutrality apply. Once again, this is real analysis. It no longer 
applies given a properly developed monetary analysis of the economy.

The ergodic axiom relates to Davidson’s interpretation of Keynes’s 
views on the central and subtle issue of expectations, risk and uncertainty. 
The ergodic axiom as applied in economics states that the probability 
distributions of future relevant economic variables can be known, based 
on currently available and historical information. As Davidson puts it, it 
implies that data drawn from the past and present can be described as a 
random sample drawn from all possible futures. Decision-makers could, 
in principle, if this was true, possess actuarial certainty when making fore-
casts of future economic variables of interest. All risks would be calculable 
and insurable. There would be no significant fundamental uncertainty.

Without the ergodic axiom,6 the future must be genuinely uncertain, 
and there will be a precautionary demand for money as a perfectly liq-
uid and nominally safe financial asset and form of insurance against this 
uncertainty. There may, as a result, be no change in relative prices which 
can cause those holding money to exchange it for goods and services. 
Consequently, Say’s Law will not apply, and there is the potential, in the 
absence of an appropriate fiscal policy, for persistent unemployment due 
to a lack of effective demand.

The ergodic axiom, the gross substitution axiom and the neutral 
money axiom do not hold in a capitalist monetary economy. Full employ-
ment is not assured, and an approximation to full employment is at best 
a special and temporary case. There is no market process whereby a gen-
eral equilibrium can be achieved. Orthodox economics (real analysis)  
is the special theory, with more restrictive axioms: it is the economics of 
Keynes (monetary analysis) which is the more general theory, where these 
axioms are abandoned.
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Keynes has many times been described as the first economist to take 
the role of expectations in decision-making seriously. In Chapter 5 of The 
General Theory, he distinguished between the short-run expectations of 
business, that determine current levels of output and employment, which 
are relatively stable over time, and heavily influenced by recent realised 
sales; and the long-run expectations of business and portfolio investors, 
that determine capital investment decisions and speculative asset valua-
tions, and which are subject to a much higher degree of uncertainty and 
‘liable to sudden revision’.

Nevertheless, the economist who is usually given credit for first clari-
fying the distinction between quantifiable risk and unquantifiable uncer-
tainty is Frank Knight.7 Davidson makes a distinction between Knightian 
or epistemological uncertainty, and Keynesian or ontological uncertainty.

Epistemological (Knightian) uncertainty is uncertainty born of limited 
information-processing power or an increasing marginal cost of infor-
mation. Where the outcomes of a decision cannot be described as hav-
ing computable or estimable probabilities, this does not mean that such 
probabilities do not exist. Objective probabilities may exist, but they may 
be beyond the capacity of any individual to know. Uncertainty is due to 
a limitation on what can be known and not due to the non-existence of 
probability distributions relating to the outcomes of future events.

Ontological (Keynesian) uncertainty, according to Davidson, can 
be regarded as being of a more fundamental kind and associated with 
Keynes’ discussion of long-run expectations—both in Chapter 12 of 
The General Theory and in his 1937 paper in the Quarterly Journal of 
Economics—though it can also be found, in his much earlier and philo-
sophical Treatise on Probability.

When assessing the returns on a long-lived capital investment project, 
there may be no basis for the formation of reasonable probability distribu-
tions of projected cash flows and rates of return. If we want to ‘behave in 
a manner which saves our faces as rational, economic men’ to use Keynes’ 
words, our only option is to use some kind of heuristic, such as assuming 
‘that the present is a much more serviceable guide to the future’ than is 
likely to be the case; that ‘the existing state of opinion as expressed in prices 
and the character of existing output is based on a correct summing up of 
future prospects’, which means behaving as though markets are informa-
tionally efficient, when there can be no basis for this assumption; or that 
we can ‘fall back on the judgment of the rest of the world which is perhaps 
better informed’ and behave according to the conventions of the moment.
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Keynes goes on to say that ‘a practical theory of the future based on 
these three principles has certain marked characteristics. In particular, 
being based on so flimsy a foundation, it is subject to sudden and violent 
changes. The practice of calmness and immobility, of certainty and secu-
rity, suddenly breaks down. New fears and hopes will, without warning, 
take charge of human conduct. The forces of disillusion may suddenly 
impose a new conventional basis of valuation. All these pretty, polite 
techniques, made for a well-panelled Board Room and a nicely regulated 
market, are liable to collapse’.

This is one of the most important passages in the history of eco-
nomic thought, and yet it is ignored by orthodox neoclassical-synthesis 
Keynesians. Keynes identifies a critical weakness in orthodox thought—
its treatment of uncertainty and long-run expectations. He defines 
uncertainty in this case in an ontological sense—as concerned with mat-
ters where ‘there is no scientific basis on which to form any calculable 
probability whatsoever. We simply do not know’.

Keynes also outlines a conventional approach to expectations forma-
tion, which allows us to ‘save our faces as rational, economic’ decision- 
makers. He deals with both uncertainty and rationality in the same pas-
sage. When the future is uncertain, rationality cannot be based on a 
quantitative assessment of objective expected values and risks: a form 
of rationality, based on conventions which provide only a ‘flimsy foun-
dation’ for our expectations and are subject to ‘sudden and violent 
changes’, is all we have available to us.

Paul Davidson would say the economy is a non-ergodic system. An 
ergodic system is one governed by probability distributions which in 
principle are available to be discovered. Even if the cost or complexity 
of gathering the necessary information to estimate these probabilities is 
prohibitive, or beyond our cognitive capacities, so that the situation is 
uncertain in an epistemological sense (in terms of what can be known), 
the environment could be described as ergodic if that information 
existed.

In a non-ergodic system, the probabilities of future outcomes are 
unknowable because they do not and cannot exist. They remain to be 
created. George (G.L.S.) Shackle8 described a decision as ‘a cut between 
past and future, an introduction of an essentially new strand into the 
emerging pattern of history’. As Shackle put it, ‘the future, which will 
be partly created by this choice and a million similar contemporary ones 
made by other decision makers, does not yet exist’.
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Non-ergodic systems are governed by processes which are uncertain, 
not due to human cognitive limitations and/or research costs, but in a 
more fundamental way—because of the current crucial, inter-connected 
and irreversible decisions of many individuals, who do not make deci-
sions in a stable environment, but instead collectively create that envi-
ronment by their decisions and actions. The billionaire George Soros has 
called this ‘reflexity’.

Davidson has often compared the non-ergodic environment of Keynes 
to the approach taken to what can be known by Robert Lucas and all 
those building models based on rational expectations. For Davidson, 
rational expectations models assume objective probabilities, which can 
be learned based on the relative frequencies with which states of nature 
occur in a stationary environment. In rational expectations models, 
agents behave as though they are aware of how the economy functions, 
and they never make even theoretically predictable errors. All the availa-
ble information which has relevance to forecasts of future values of eco-
nomic variables is taken into account when decision-makers form their 
expectations of those future values. It is assumed that they do not use 
heuristics or conventions—they optimise. This is built into orthodox 
dynamic stochastic general equilibrium models.

Davidson, Shackle, Soros and Keynes argue that there is insufficient 
‘available information’ to allow for anyone to optimise in this way, where 
decisions with long-term consequences are concerned, and in highly vola-
tile environments, such as a financial crisis, even for short-term decisions.

What are the expected returns and risks of this long-term capital invest-
ment decision? We simply do not know. We are making decisions between 
an unchangeable past and an unknowable future. We don’t know the cir-
cumstances that will arise, and as John Hicks put it in his Causality in 
Economics,9 ‘people know that they just don’t know’. By the late 1970s, 
Hicks, the co-founder of the first neoclassical synthesis, had gone a long 
way towards becoming Hicks, the Post-Keynesian—far closer to Davidson 
and Shackle in some of his views than to Samuelson and Tobin.

This means that the rational expectations of decision-makers in mod-
ern orthodox general equilibrium models are either infeasible, or have to 
be interpreted in such a way as to be tautological and essentially mean-
ingless. In a similar context, and many years before any formal definition 
of rational expectations existed, Keynes had referred to the ‘pseudo-
rationalistic notions’ of the ‘extraordinary contraption of the Benthamite 
School’.
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Uncertainty is central to the economics of Keynes. As Hyman Minsky 
put it,10 ‘Keynes without uncertainty is something like Hamlet without 
the Prince’. A sophisticated understanding of the nature of uncertainty is 
a starting point for understanding the following:

•	 the importance of liquidity and the special role of money in an 
uncertain capitalist economy;

•	 the reasons why money and finance can never be neutral;
•	 the causes of path dependence in the economy, and of cumulative 

causation;
•	 the inadequacy of the efficient markets hypothesis as compared to 

a liquidity preference theory as an explanation of the behaviour of 
financial markets over time;

•	 the volatility of investment spending; 
•	 the operation of the economy as a complex social system; and
•	 the tendency of the economy towards instability and disequilibrium 

at it evolves over time, as described by Minsky.

Roy Harrod wrote in the appendix to his Life of John Maynard Keynes 
of the influences of philosophers like David Hume, G. E. Moore, and 
Bertrand Russell on Keynes’ views on probability. Keynes did not regard 
the notion of objective probability as outlined by the relative frequency 
school—the founders of probability theory—as being of much value. He 
had a more eclectic and sophisticated understanding of uncertainty than 
Paul Davidson sometimes portrays, including ontological uncertainty, 
but not limited to it.

He did not view probability as a description of the relative likelihood of 
an event, but rather as a representation of the evidence for a proposition. 
‘Keynes insists that this expression may have values lying between certainty 
and impossibility that are incapable of precise numerical expression’.11 For 
Keynes, it is not only the subjective probability relating to a proposition 
which is of importance for decision-making, but also the degree of belief 
or confidence in that subjective probability. In orthodox economics, there 
is no distinction between probability and degree of belief: for Keynes, 
they are separate concepts.

Where beliefs regarding subjective probabilities are not held with 
confidence and are subject to revision in the light of surprising new 
evidence, then the degree of belief a decision-maker has in their exist-
ing subjective assessments of the probabilities is of importance for 
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understanding the way they make decisions. The weight with which the 
evidence for a subjective probability is held is a separate concept to that 
of estimated probability itself, and both concepts influence the decision 
weight applied to the associated outcome by the decision-maker. New 
evidence might reduce a subjective probability, but can increase the 
weighting we give to a proposition in forming our expectations of the 
future, because we become more confident that our expectations have 
some validity.

So Keynesian uncertainty is often ontological, as described by Paul 
Davidson, but can be epistemological and even consistent with subjec-
tive quantifiable beliefs. The degree of confidence in those beliefs is then 
of vital significance. It is of interest that modern psychological research 
relating to risk and uncertainty provides evidence in favour of Keynes’ 
sophisticated approach, as will be shown in Chapter 4.

Even so, the Keynesian analysis of uncertainty and the consequences 
of uncertainty has been progressively and all but eliminated from eco-
nomics since 1945. This has occurred to such an extent by now that 
many textbooks and courses at leading universities with titles such as 
‘decision making under conditions of risk and uncertainty’ make no dis-
tinction between the two circumstances, and even leading economists 
commonly use the terms ‘risk’ and ‘uncertainty’ interchangeably.

It is an omission of which orthodox neoclassical-synthesis Keynesians 
have always been guilty. This omission has encouraged them to accept 
the long-run validity of the orthodox axioms that Davidson has argued 
Keynes was seeking to reject. Among other errors, this has led to the 
interpretation of liquidity preference theory as a narrow theory of the 
demand for money, rather than as a broad psychological theory of finan-
cial markets, and the incorporation of that narrow theory into the IS-LM 
model; which was itself at the heart of the first neoclassical synthesis, and 
the incorporation of ‘bastard Keynesianism’ into the frame of orthodox 
economics.

Both Davidson and Minsky understood Keynes’s liquidity preference 
theory as a psychological theory of the demand for money and other 
apparently liquid assets under conditions of uncertainty, and as the basis 
of an alternative and more realistic description of the role of non-neu-
tral money and finance in a monetary economy than the efficient markets 
theory which was developed within the orthodoxy.

Keynes supplied us with the following foundations for a theory of 
money and finance:

http://dx.doi.org/10.1007/978-3-319-90981-3_4
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•	 The statement that ‘the importance of money essentially flows from its 
being a link between the present and the future’—a time machine for 
our purchasing power. Keynes stressed an understanding of the role 
of money as a fully liquid store of value as essential to an under-
standing of the operation of a monetary economy.

•	 An equation for ‘the total return expected from the ownership of an 
asset over a period’, which in its full form was (q + a −c + l):

q =	� income yield (which can be implicit, such as the flow 
of services from a house or other durable good, or 
explicit, as in dividends from a stock)

a =	� anticipated capital gain
c    =	� carrying cost (which can be defined to include depre-

ciation, where real assets are concerned)
l  =	� liquidity premium

In The General Theory, money is non-interest bearing; it cannot generate 
a capital gain (in terms of itself); and it has no significant carrying cost. 
The only yield available from holding non-interest bearing money is its 
liquidity premium (l).

This is not to say that Keynes was specifying that money had to be 
defined in this way. He states that ‘we can draw the line between “money” 
and “debts” at whatever point is most convenient for handling a particular 
problem’.12 However, in The General Theory money has perfect liquidity, 
but no income yield, capital gain or carrying cost (other than inflation). It 
is ‘co-extensive with (non-interest bearing and sight) bank deposits’.

•	 A statement of the following two ‘essential properties of money’:

(1) money has, both in the long and in the short period, a zero, 
or at any rate a very small, elasticity of production, so far as the 
power of private enterprise is concerned, as distinct from the mon-
etary authority…money cannot be readily produced by labour;

(2) it has an elasticity of substitution equal, or nearly equal, to 
zero…money is a bottomless sink for purchasing power.

It is important not to misunderstand these statements. They do not 
imply that the banking system cannot facilitate an increase in the supply  
of credit money to match an increase in demand. They instead imply that 
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an increase in liquidity preference during a financial crisis, and a conse-
quent decrease in the demand for and supply of credit, in the prices of risky 
assets, and of effective demand, cannot be alleviated by the physical pro-
duction of money (as though money was a commodity or a good which 
could be produced by workers in factories, rather than a financial liability), 
and will instead lead to an increase in unemployment. Moreover, that under 
these circumstances there is no feasible change in the money prices of goods 
and services or the price of labour which can restore full employment.

The only institution with the power to curtail a deep recession when 
people insist on saving more, spending less, and holding their savings in 
the form of safe assets is the monetary sovereign government, incorpo-
rating the central bank.

•	 The following short statement from his paper in the Quarterly 
Journal of Economics:

different types of assets satisfy the desire for liquidity in different 
degree.

This paper reminds us that liquidity preference theory is a theory of 
finance generally—a psychological rather than an efficient markets the-
ory—and not just a theory of the demand for money.

•	 This longer extract from the same paper:

Why should anyone outside a lunatic asylum wish to use money 
as a store of wealth? Because, partly on reasonable and partly 
on instinctive grounds, our desire to hold Money as a store of 
wealth is a barometer of the degree of our distrust of our own 
calculations and conventions concerning the future. Even though 
this feeling about Money is itself conventional or instinctive, it 
operates, so to speak, at a deeper level of our motivation. It takes 
charge at the moments when the higher, more precarious con-
ventions have weakened. The possession of actual money lulls our 
disquietude; and the premium which we require to make us part 
with money is the measure of the degree of our disquietude.

This is one of Keynes’s clearest statements on the significance of the pre-
cautionary demand for liquidity, which is often strangely neglected by 
orthodox economists, who nonetheless describe themselves as (Neo or 
New) ‘Keynesians’.
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It is upon these elements that Davidson and others have constructed 
modern interpretations of the liquidity preference theory of financial markets.

In an uncertain world, spot and forward contracts, sticky prices, legal 
enforcement and money provide a stable enough framework to allow a 
capitalist economy to function. Contractual agreements allow us to plan 
for the future and set up in advance a schedule of anticipated incomes and 
outgoings that we can with some degree of confidence expect to arise.

Based on our existing and anticipated future wealth and our current 
disposable incomes; our confidence or insecurity that these expectations 
will at least be met; and given the level of consumption we are habitu-
ated to, the reference groups we identify with or seek to emulate, and 
the availability and cost of credit; we decide how much to spend on the 
output of industry and how much to net borrow or save in the form of 
money and other liquid financial assets.

In Keynesian economics, households do not for the most part save in 
the form of illiquid physical assets. Indeed, as Davidson has explained, 
in The General Theory, the direct accumulation of real assets by house-
holds is regarded as a form of what is perhaps mislabelled as ‘consump-
tion’, thereby contributing to effective demand and to employment, and 
there is a distinction between capital investment decisions, made within 
businesses, and decisions on the acquisition of shares in businesses, made 
mainly by or on behalf of households. Big businesses and households are 
distinct decision-making units, with a divorce of ownership from control 
within corporations, and households for the most part not directly pur-
chasing the means of production.

Household saving takes the form of the acquisition of liquid financial 
assets. This produces a two-stage process in the savings decision:

•	 Firstly, the consumption versus saving decision—in Keynes, saving 
here is mainly seen as a residual, in the context of the theory of the 
consumption function.

•	 Secondly, portfolio choice—the decision regarding which financial 
assets to hold.

Davidson defines money as a ‘fully liquid asset’. To the extent that we 
face known or contingent future financial obligations denominated in 
terms of money, the only certain way of guarding against insolvency is 
to hold some of our wealth in the form of the monetary asset. Money is 
defined as the asset with the maximum possible liquidity premium.
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Under normal circumstances, we will hold some of our wealth in the 
form of money and the rest in the form of other liquid assets, such as 
term deposits, and holdings of securities such as various forms of bonds, 
equities and managed funds. In recent years, derivative contracts have 
joining the list of apparently liquid financial assets.

In particular during periods of rising property markets, although 
physical property is not a genuinely liquid asset, it may come to be 
regarded as such.

Liquid financial assets have a yield, expressed in Keynesian terms, of 
q + a+ l. In terms of equities, q represents an anticipated dividend yield, 
a is the expected capital gain and l is inversely related to some subjective 
measure of the possibility of loss. It is tempting then to map Keynesian 
uncertainty in liquidity preference theory into a subjective measure of 
risk in the neoclassical modern theory of finance; define risk in terms 
of the expected periodic standard deviation of returns; and move on to 
portfolio theory and the rest of the efficient market approach to finance.

This, however, would be misleading. The assumption of normality 
built into the estimation of risk in modern finance theory is flawed, and 
speculative financial markets, though they go through periods of tran-
quillity, are often far more volatile places and more subject to bubbles 
and panics than the efficient market theory implies.

Merging Keynes inappropriately into the efficient markets theory 
was the route taken by James Tobin in his portfolio balance approach 
to financial markets, which involved ignoring the uncertainty and psy-
chological perspective of Keynes’s analysis, and accepting the ergodic 
hypothesis of neoclassical theory. James Tobin, like Paul Samuelson, 
despite his brilliance, got Keynes wrong.

Asset markets are admittedly almost the only place where prices do 
move towards market clearing positions, and according to liquidity pref-
erence theory this will involve portfolio choices so that (qi + ai) equals 
(lm − li), where lm is the premium that money carries as the fully liquid 
asset and li is the premium carried by the less than fully liquid asset class.

In general terms, liquidity refers to the ease, freedom from uncer-
tainty of value, and in particular, freedom from significant loss with 
which an asset can be converted into the form of money. On financial 
markets, liquidity is in part the result of an orderly market structure. In 
an orderly market, mechanisms exist whereby participants can be confi-
dent that there will be continuous trading and no significant discontinui-
ties in market prices.
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Paul Davidson has emphasised the misunderstanding among many 
participants in the new markets for asset-backed securities and credit 
default swaps prior to 2008, which led them to believe they were holding 
assets traded within an orderly market structure when it was not the case.

An increase in the precautionary demand for money involves a move 
by the private sector towards holding wealth in the form of more liquid 
assets. This in itself will trigger a portfolio shift out of more uncertain 
financial assets, as the additional liquidity premium on money becomes 
more prized, while the anticipated values of q and a for less than fully liq-
uid financial assets are likely to have fallen.

The absence of a buyer-of-last-resort in risky asset markets, when mar-
ket participants are racing for the door, can then trigger a collapse. This 
is exactly what happened on some financial markets—particularly for the 
newer derivatives—in the USA in 2008. Both a and q have fallen, and 
(lm − li) has discontinuously increased, as the demand for the security of 
fully liquid assets increases, and the perceived liquidity of assets previ-
ously seen to have a high level of liquidity collapses, in failing markets. 
Fully liquid assets in a crisis include the domestic currency debt of mone-
tary sovereign governments, which explains the flight to US government 
securities in 2008.

It is uncertainty that creates both a demand for liquidity, or you 
could say for safe assets, and changes over time in the value of the 
additional liquidity premium on holding money as a safe asset. During 
periods of tranquillity and relatively stable but rising asset markets, the 
role of money in private asset portfolios is reduced, and there is a shift 
towards less liquid and more risky assets. At the same time, there is 
a willingness on the part of borrowers to accumulate more debt and 
more fragile financing structures. This is where Davidson’s interpreta-
tion of Keynes’s Liquidity Preference Theory and Minsky’s evolution-
ary Financial Instability Hypothesis fit together very neatly.

Hyman Minsky and Financial Instability

Davidson has focused on the role of uncertainty in creating under-
employment equilibrium outcomes in the Keynesian model. Hyman 
Minsky concentrated instead on the upward instability which generates 
financial fragility and endogenously generated downturns, again within 
Keynes’ model of the economy.
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Minsky shared Keynes’ vision of the role of uncertainty and degrees 
of belief in destabilising financial markets and the real economy. In The 
General Theory, ‘Keynes put forth an investment theory of fluctuations in 
real demand and a financial theory of fluctuations in real investment’. He 
did not fully develop the financial theory, and moreover, his references 
to it are sometimes obscured by a milder form of non-financial cyclical 
behaviour described in Chapter 18 of The General Theory. However, 
in Chapters 12 and 22, and in his subsequent writing, there are the 
essentials of ‘a vigorous cycle, which does have booms and crises’13—a sys-
tem driven by finance and uncertainty, consistent with the US boom of 
the 1920s, and the subsequent crash into depression after 1929, or the 
so-called Great Moderation and the ‘Great Recession’ of the 2000s.

Keynes left clues, but did not provide a complete model of a system 
where financial crises can strike with ‘catastrophic force’. For such a model, 
we must turn to Minsky and the financial instability hypothesis. An under-
standing of Minsky’s extension of Keynes’ model has fundamental impli-
cations for the conduct of economic and regulatory policies: ‘Because the 
financial instability hypothesis leads to a different view of the normal func-
tioning of capitalist economies, it has implications for economic policy that 
differ from those of the standard economic theory of our time’.14

For both Keynes and Minsky, the orthodox neoclassical model is at 
best outdated, and likely to be highly misleading, in that it takes the 
focus away from the major sources of recurrent instability. ‘Whereas clas-
sical economics and the neoclassical synthesis are based upon a barter 
paradigm – the image is of a yeoman or a craftsman trading in a village 
market – Keynesian theory rests upon a speculative financial paradigm – 
the image is of a banker making his deals on Wall Street’.15

That banker is participating in a financial system which plays a vital 
role in the capital development of the economy, by providing much of 
the funding for business investment. Investment spending is both a vital 
determinant of the future productive capacity of the economy and also 
easily the most variable element in current spending (Fig. 3.1).

Having identified investment spending as the most volatile element in 
effective demand, and therefore as the most obvious immediate cause of 
business cycle fluctuations, Keynes discussed the determinants of private 
fixed capital investment, using both the well-known marginal efficiency of 
capital approach and his less discussed two-price theory. In terms of mod-
ern business finance, these approaches are analogous to the distinction 
between the internal rate of return and the net present value investment 
concepts.
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Minsky’s version of the Keynesian two-price model is central to his 
analytical framework. It is linked to his subsequent discussion of hedge, 
speculative and Ponzi financing; and even to his discussion of an evolu-
tion from the ‘managerial capitalism’ of the immediately post-war years 
to the crisis-prone ‘money-manager capitalism’ which had supplanted it 
by the time of his death in 1996. In its original form, it relates to the 
financing of capital assets within business organisations. However, with 
only slight amendments it is readily applicable to the issue of rising 
household indebtedness in a rising property market (Fig. 3.2).

The two prices are the supply price and the demand price of new cap-
ital goods. The relatively stable supply price is determined just like the 
prices of any manufactured goods, with a markup on production costs, 
which reflects the cost of short-term commercial finance and the degree 
of monopoly in the capital goods sector. The relevant intercept represents 

Fig. 3.1  Variations in the annual rates of growth of consumption, investment 
and government purchases in the USA (Source Federal Reserve Economic Data. 
Federal Reserve Bank of St. Louis)
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the resulting purchase cost of a newly produced representative capital 
good. The supply price is constant, up to the point where investment 
spending can no longer be financed entirely out of retained earnings.

The more volatile demand price involves either a subjective managerial 
estimate of the present value of the future net cash flows that new capital 
equipment can be expected to generate, where both forecasts of future 
cash flows and the discount rate are highly subjective and prone to discon-
tinuous change, or the price of existing capital goods as reflected in equity 
prices on the stock market, which are even more prone to volatility. There 
is no assumption of diminishing marginal physical productivity, nor neces-
sarily an assumption of a diminishing marginal efficiency of capital.

To an orthodox economist, the managerial and stock market valua-
tions ought to be the same thing, being set in efficient financial markets, 
with prices reflecting objective estimates of expected cash flows and dis-
count rates based on systematic risks, and a market risk premium reflect-
ing average investor risk aversion. The orthodox story is one of relative 
stability in an ergodic environment.

The demand price of capital goods identified by Keynes and Minsky is 
more complex, being determined in a world where managers make deci-
sions with the aim of corporate survival and growth, and where finance 
and financial markets both facilitate capitalist development and create its 
primary source of instability. If we take the managerial estimate as the 
basis for valuing new capital goods, we must refer to Keynesian uncer-
tainty and the role of animal spirits.

Fig. 3.2  Minsky’s Keynesian two-price model of investment
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Minsky emphasises current corporate cash flows as a link between the 
past, the present and the future, in that they must: (1) cover the cash 
flow obligations which are the result of previous investment and financ-
ing decisions; (2) provide a source of finance for current investments 
which does not involve the emission of new financial liabilities; and 
finally, (3) influence expectations of those future uncertain cash flows 
which are the reason for current investments in new long-lived capital 
assets. Since capital assets are generally illiquid and capital investment 
decisions often irreversible and crucial for the future performance and 
survival of a business, the precariousness of expectations regarding future 
cash flows reinforces the potential for instability.

Previous investment and financing decisions have created the cur-
rent corporate balance sheet, which is the starting point for this year’s 
decisions. Current decisions imply further changes to the balance sheet, 
which will create future obligations, including interest payments on debt 
and dividends to shareholders.

Rising share values increase the borrowing capacity of listed firms, 
increase the confidence level of business executives and bankers, and 
encourage the erosion of margins of safety and changing attitudes 
towards external finance. Minsky’s analysis incorporates what Keynes 
called ‘lender’s risk’ and ‘borrower’s risk’, and also draws on Michal 
Kalecki’s ‘principle of increasing risk’.

Lender’s risk ‘shows up in financial contracts in various forms: higher 
interest rates, shorter terms to maturity, a requirement to pledge spe-
cific assets as collateral, and restrictions in dividend payouts and further 
borrowing are some of them’.16 It refers to the additional explicit and 
implicit costs of acquiring new capital goods which are born by a firm 
when additional external finance is used to finance such acquisitions. The 
existence of lender’s risk increases the value of the net supply price of 
new capital goods, where, in this context, net supply price is the purchase 
price of capital goods plus marginal lender’s risk.

Borrower’s risk refers to the erosion of margins of safety in uncer-
tain future corporate cash flows, as liquidity is reduced and financial 
commitments are increased by increasing the ratio of investment that is 
debt financed (or at least paid for using external finance, as opposed to 
retained earnings). The existence of borrower’s risk reduces the marginal 
valuation of new capital goods, decreasing the net demand price.

This is not the stable and equilibrium world of the orthodox neoclas-
sical theory of capital structure decisions and investment financing. It 
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is the real world of uncertainty, shifting conventional attitudes towards 
illiquidity and acceptable financing structures, and a potentially volatile 
stock market. If we are to refer to the intersection between the schedules 
as an equilibrium, it is a shifting one, with cycles characterised by upward 
immobility followed by discontinuous downturns during crises.

A period of relative stability and prosperity increases business optimism, 
moving the demand price of new capital upwards, improves current cor-
porate cash flows, so that it is now possible to fund higher levels of invest-
ment without the need for additional external finance, and reduces both 
borrower’s risk and lender’s risk. In this way, economic recovery can 
lead to euphoria, and stability can breed instability. The impact of these 
developments on investment spending is shown in the chart (Fig. 3.3).

Minsky added a sophisticated balance sheet perspective to the above 
analysis, based on a distinction between hedge, speculative and Ponzi 
financing. Hedge financing implies that the anticipated operating cash 
flows of a business (or other economic agent) are sufficient to repay both 
interest and the principal on accumulated financial liabilities. Speculative 
financing implies that cash flows are at least sufficient to cover interest 
obligations, but that the business (or other borrower) needs to roll over 
debt as it matures to remain solvent. Finally, Ponzi financing implies that 
cash flows are insufficient even to cover interest obligations, so that the 
borrower needs to issue additional debt to raise the cash to service its 
existing interest obligations.

0

5

10

15

20

25

30

0 100 200 300 400 500 600

Co
st

 o
f I

nv
es

tm
en

t 
Go

od
s (

$'
00

0s
)

Gross Investment Spending ($bn)

Supply 
Price

III

Demand 
Price
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Users of hedge financing have robust balance sheets. In the absence 
of a significant unanticipated downturn in operating cash flows, they are 
not exposed to potential financial distress caused by increasing liquidity 
preference in the financial system.

Those with speculative financing, and of course there is a continuum of 
speculative financing profiles, have potentially fragile balance sheets—par-
ticularly if their liabilities are short term in nature. A downturn in financial 
markets and a tightening of lending by financial institutions could lead to 
forced asset sales and, potentially, given falling asset markets, insolvency.

Ponzi financing is unsustainable (hence the name), and Ponzi bal-
ance sheets can only be rational in any sense of the term where capital 
gains and/or future increases in net cash flows facilitated by current debt 
financing can credibly be expected to justify a gamble on a highly frag-
ile current balance sheet position. Even if this is realistic, any near-term 
tightening in financial markets or lending practices will force asset sales 
and threaten insolvency.

In the original version of Minsky’s financial instability hypothesis, 
the two-price model of investment is combined with this classification 
of financing structures. The result is a model of endogenous instability, 
consisting of mild short-run cycles, and a long-run tendency towards 
growing financial fragility and an eventual crash, or ‘Minsky Moment’.

During the years immediately following a crash, both borrowers and 
lenders retain conservative attitudes towards balance sheet positions. 
Businesses and households seek to accumulate net financial assets and to 
establish and maintain robust balance sheets. Paul Davidson would say 
there is a high degree of liquidity preference on financial markets. Financial 
regulators act to regulate financing practices and the uses of those financial 
innovations which are perceived to have contributed to the crash, which 
is still fresh in the collective memory of all. At least some economists have 
their faith in efficient markets and stable growth equilibrium undermined, 
and, in response, will be more questioning than before of laissez-faire and 
financial deregulation. They may even re-read The General Theory.

In the context of the two-price model, there is a higher degree 
of borrower’s risk and lender’s risk, and, in addition, depressed ani-
mal spirits regarding anticipated net cash flows from both existing and 
newly acquired capital assets. The demand price curve shifts down, and 
both the demand price and supply price curves increase their curvature. 
Investment spending collapses during a debt deflation.
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The provision of liquidity by the central bank and the running of large 
fiscal deficits by the central government can put a floor under financial 
markets and corporate cash flows, and in time initiate a sustainable eco-
nomic recovery. The role that ‘Big Government’ can play in promoting 
recovery via the multiplier was of course a central message of The General 
Theory. Minsky added his more sophisticated description of financing, 
and also Kalecki’s analysis of the determinants of corporate profits, to 
build a fuller analysis of the importance of large fiscal deficits following a 
major downturn.

In addition to the multiplier effect on aggregate demand, the Kalecki 
equation demonstrates the importance of a government deficit for the 
maintenance of corporate profits—both as a source of internal (hedge) 
finance for investment and as a positive influence on expected future cash 
flows and the demand price of new capital.

The Kalecki equation in an economy with no government and no for-
eign trade, where all labour income is spent and capital income saved, is 
easily derived from the national income accounting identity, as:

where Π denotes corporate profits; I denotes business investment; and 
causation is assumed to run from right to left. Businesses cannot decide to 
make more profit, but they can make decisions relating to investment spend-
ing, and moreover investment plans take place in advance of the current time 
period. In Kalecki, workers spend what they earn and capitalists earn what 
they spend, as Nicholas Kaldor put it. If workers spend all their wage income, 
then the surplus capitalists enjoy over their labour costs can only be derived 
from the capitalists’ own expenditure. If all capital income is saved and none 
is used for consumption, then this expenditure must be investment spending.

Introducing consumption out of capital income (Cπ); saving out 
of wage income (Sw); a government budget (BD = fiscal deficit); and a 
foreign sector (CA = current account balance), the Kalecki equation 
becomes:

Business (after tax) profits are given by investment spending, the govern-
ment deficit, the current account balance, less household saving out of 
wages, plus household consumption out of capital income. This is based 
on the national income accounting identity, and on the hypothesis that 
the principal direction of causation is from right to left.

(3.1)Π = I ,

(3.2)Π = I + BD+ CA− SW + CΠ .
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The role of the fiscal deficit in promoting the recovery of invest-
ment spending is obvious. Following an actual or near debt deflation, 
the propensity to save (and liquidity preference) increases; I (of course) 
collapses; and, in a global downturn, the prospects for a shift in trade 
towards surplus will be limited.

Under these circumstances, the only factor supporting corporate 
profitability is a rising government deficit. Far from ‘crowding out’ pri-
vate-sector investment spending—as might appear to be the case close to 
full employment where a Taylor-rule following central bank deliberately 
offsets shifts in fiscal policy via changes in the policy interest rate—after a 
crisis, fiscal deficits crucially provide the cash flows necessary to drive the 
recovery of investment spending based on conservative hedge financing. 
Government spending ‘crowds in’ private spending, including investment 
spending.

The third role played by fiscal deficits after a crisis is the provision of 
a series of default risk-free financial assets to the private sector of varying 
maturities, meeting the needs of the private sector (and especially banks 
and other financial institutions) for safe and highly liquid assets, as they 
seek to restore their balance sheet positions to a more conservative state. 
If the non-government sector of the economy, including the foreign sec-
tor, wishes to net save, then the only source of nominally safe domestic 
currency assets is the monetary sovereign domestic government. In the 
absence of conventional fiscal action to bring this about, the central bank 
may undertake quasi-fiscal policy itself (fiscal, in the sense that prices are 
paid for assets which are above what would otherwise be their market 
values, so that the actions of the central bank directly increase private 
financial wealth), by swapping such safe assets for risky assets in falling 
markets, in order to forestall a collapse in the prices of those risky assets 
and a debt deflation.

So, what may be seen by conventional standards as large fiscal defi-
cits—and the US Federal deficit was 9.8% of GDP in 2009, 8.7% in 2010 
and 8.5% in 2011—far from destabilising the system, are essential to its 
stability and to creating the initial conditions for expansion following 
a crisis. They maintain demand and employment, maintain profits and 
encourage private investment, and allow the private sector to move col-
lectively from speculative and Ponzi balance sheets to conservative hedge 
financing. The government budget plays a vital role in stabilising an 
unstable economy.
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The emission of government liabilities during the 1930s and especially 
during the 1939–1945 war generated a particular and beneficial set of 
circumstances in the early 1950s. The financial conditions were in place 
for ‘success’, starting with a highly robust set of private balance sheets, 
made possible by large-scale government debt issuance. The initial con-
ditions for a long upswing were ideal.

The 1950s and 1960s were in the most important respects a more suc-
cessful period than the Great Moderation of 1992–2007. Economies grew 
more quickly, the distribution of income and wealth became more equi-
table, broadly defined measures of welfare such as the Genuine Progress 
Indicator would have increased substantially, and full employment was 
maintained, with no major inflation break out, and no major financial crisis.

The absence of financial crises is worth emphasising. It is not a normal 
characteristic of capitalism to go through such a long period without a 
systemic financial crisis. Yet Hyman Minsky was aware that the financial 
system was evolving from the super-secure one of the early 1950s towards 
an increasingly fragile state, and that something very like the crash of 
1929 could easily happen again, and was eventually almost inevitable.

For Minsky, the fundamental instability in capitalism is upwards, as 
investment spending increases and balance sheets become gradually more 
adventurous. Rising business confidence and profits shift the demand price 
of new capital upwards and diminish both borrower’s risk and lender’s risk.

Improving business cash flows justify previous investment and financ-
ing decisions, thus tending to raise retained earnings, increase the mar-
ket value of equity, and reduce the ratio of debt to equity on corporate 
balance sheets. The impact of rising profits in an accelerating economy is 
to legitimise past financing practices and to make balance sheets appear 
more conservative.

This further reduces lender’s and borrower’s risk, encourages even 
higher levels of investment spending and leads to the use of further 
external finance and increased gearing. Businesses using higher levels of 
debt to expand are most successful, with higher levels of leverage multi-
plying returns to shareholders. Financing decisions move corporate bal-
ance sheets back towards more speculative and less robust positions.

While real GDP grows sufficiently to validate existing financial struc-
tures, there is a general decrease in liquidity preference and risk percep-
tion and aversion, a relaxation of attitudes and practices by borrowers, 
lenders, regulators and policy-makers, and an apparent justification of 
these attitudes based on low default rates, high levels of investment and 
profitability, and strong market value/book value stock ratios.
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A private sector that is accumulating net financial liabilities also allows 
the government budget to move towards surplus with a constant or even 
a deteriorating international trade balance. The government is able to 
congratulate itself on its fiscal discipline and sound economic manage-
ment, even while the economy is evolving in a highly unsustainable man-
ner, with private balance sheets becoming increasingly dangerous.

The trigger for a discontinuous downturn can take a variety of forms. 
It could arise outside the domestic economy; it could be the collapse of 
a particular speculative asset price; it could result from rising cost-push 
pressures; or it could be demand pull inflation, or some combination 
of these. The trigger could be a small rise in the policy interest rate, or 
some other policy to tighten aggregate demand. In Minsky’s analysis, ris-
ing inflation and a consequently tighter monetary policy are generally the 
trigger. Falling asset prices, rising liquidity preference, a greater aware-
ness of and aversion to further uncertainty, and a deteriorating outlook 
for future earnings drive agents with fragile balance sheets into illiquidity 
and potential insolvency.

Prior to the 1930s, such crises could and generally did happen fre-
quently, and at early stages during capitalist expansions, and were fol-
lowed by a series of bankruptcies and bank failures, until balance sheets 
and financing practices had become more conservative. Bankruptcies and 
failures created a new set of initial conditions, eventually facilitating the 
next upswing. After the Great Depression, the Roosevelt New Deal and 
the Second World War, circumstances were different. A different set of 
institutional structures and constraints was in place, alongside a different 
framework for economic policy and different social attitudes.

Minsky understood the role played by those particular historical cir-
cumstances in allowing for the long period of moderate inflation and 
close to full employment, under a form of shared prosperity capitalism, 
with virtually continuous increases in median real wages, and falling 
income and wealth inequality. ‘The trade-off between the full employ-
ment and inflation of the 1960s and 1970s was the result of the particu-
lar institutional structure of the time’.17

Most of all, the Great Depression, World War II and Keynes had left as 
a legacy Minsky’s Big Government and Big Bank. The Big Bank was the 
lender-of-last-resort and the financial asset buyer-of-last-resort, which acted 
to abort incipient financial crises. The Big Government was an institution 
with a large enough budget to stop ‘it’ (a major downturn) through coun-
ter-cyclical movements in the fiscal deficit. Persistent government fiscal defi-
cits allowed the private sector to consistently net save in a growing economy.
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What this meant was that when financial institutions at last began to 
innovate and take more risks, in search of rising profits, and when non-
bank balance sheets began to become more adventurous, the early finan-
cial disturbances in the USA in the 1960s and 1970s could easily be 
mitigated, with minimal lasting effects on the real economy.

These episodes did not lead to the waves of bank failures and debt 
deflation of previous financial crises, thanks to the two modern institu-
tions which were now at the heart of the US capitalist system.

Consequently, they did not promote a significant and lasting shift to 
more conservative private balance sheets and financing practices, but 
rather the reverse. Bankers and others now knew that the system could 
not and would not be allowed to fail, and that some institutions and 
markets had grown too large to be allowed to fail. The impact of the 
Fed’s lender-of-last-resort interventions during the 1970s on banking 
and on financial markets is described in detail in Minsky’s Stabilising an 
Unstable Economy.

Just as a ‘Big Government’ stabilises the economy across the cycle, 
so a ‘Big (Central) Bank’ (temporarily) stabilises the financial system. 
The temporary nature of this stability is due to the actions of the central 
bank effectively validating the financing practices that created the incip-
ient crisis. The use of last-resort intervention (and counter-cyclical fiscal 
policy) to save the system from collapse prevents a full awareness of the 
growing fragility of the system and creates conditions conducive to the 
next round of profit-seeking financial innovations and the development 
of the next bubble. This is in a sense the famous ‘moral hazard’ prob-
lem. However, it is a nuanced version of the problem, relative to that 
described in the textbooks, with a more complex psychology, encom-
passing not only commercial and investment bankers, fund managers and 
business managers, but also policy-makers and academic economists.

The ability of policy-makers to rescue a failing capitalist financing sys-
tem, and to allow economists to cling to and be reinforced in a belief 
of stable and efficient financial markets, encourages a climate of pro-
gressive deregulation and accelerating innovations which add to the 
underlying fragility of the system. Successive rescues, in Minsky’s day, 
accommodated inflationary pressures, leading to the next crisis. From 
the early 1990s, the danger of a crisis emerging which would be difficult 
or impossible to manage—at least within the current institutional frame-
work—became much greater than before.
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This can be described as Minsky’s Paradox. An appropriate institu-
tional and regulatory framework and set of balance sheets, allowing for 
full employment and financial stability, encourages orthodox economists 
to argue that capitalism is self-correcting and to advocate for the removal 
of the very institutions, regulations and financial flows which allowed for 
the full employment and financial stability in the first place.

By the mid-1990s, the network of social and economic influences on 
inflation and the financial system had changed fundamentally. At this 
point there was:

•	 Globalisation; the increased mobility of capital; accelerating tech-
nological change; the rise of emerging economies; the restructuring 
of high-income economies; a period of high unemployment; labour 
market deregulation; and the decrease in trade union membership 
and power, that had changed the balance of power in the labour 
market, making wage led cost-push inflation less likely.

•	 The market for energy had also changed, so that a prolonged spike 
in oil and other commodity prices was a less likely consequence of 
institutional factors.

•	 Inflation rates had been reduced, in large part due to the supply of 
cheap goods made possible by cheap labour in low income and emerg-
ing economies, and also due to an institutional framework devised to 
encourage expectations of low, stable inflation in the future. A major 
element in this framework in many countries was apparently independ-
ent central banks setting policy interest rates based on an explicit or 
implicit inflation targeting (or Taylor rule) regime.

•	 Apparent reduced government involvement in the economy (out-
side of the kind of welfare systems of which Minsky strongly disap-
proved as both wasteful and inflationary, and of military spending) 
which was both a reaction to and a consequence of changing social 
norms and attitudes. In reality, governments were heavily involved 
in the financialisation of the economy, and in shifting the balance of 
power away from labour and towards capital.

The social conditions for low and stable consumer price inflation and the 
advances in information technology meant that the increasingly deregu-
lated financial system of the ‘Great Moderation’ period could take dan-
gerous financial innovation further and faster than before. Policy-makers 
and economists were under the illusion that financial markets were at 
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least approximately efficient; that new derivatives would spread risks and 
allocate them to those best placed and most prepared to bear them; and 
that the accelerating globalisation of the financial system was a source of 
stability and not potentially catastrophic instability. The attitude of the 
Clinton administration was that minimal financial regulation and consist-
ent government surpluses were both appropriate and sustainable.

Then, just two terms after Clinton, ‘it’ very nearly happened again, 
as the world went into its Minsky Moment. Battered copies of Minsky’s 
great and completely ignored (and at the time out of print) ‘Stabilising’ 
book started trading for hundreds of dollars on the internet. This and 
Hyman Minsky’s other books were rushed back into print, and poli-
cy-makers, and even mainstream economists, at least for a short while 
started taking Minsky’s analysis seriously.

It was almost inevitable that the next step would be to do to Minsky 
what they had done to Keynes—that is, attempt to incorporate some 
parts of Minsky’s analysis into an essentially core equilibrium model, and 
omit and ignore the vital elements of Minsky (and of Keynes) which are 
entirely inconsistent with the model. This is now happening, as orthodox 
economists strive to incorporate financial institutions and sudden and 
inexplicable shifts in risk aversion into their general equilibrium models.

They continue to ignore, for the most part, Minsky’s ‘anti-laissez 
faire theorem’—the need for effective instability thwarting mechanisms, 
to react to and limit the consequences of the endogenous instability, 
which is a characteristic of modern, financial, entrepreneurial capitalism. 
Orthodox economics has abstracted away the institutional and behav-
ioural basis for the Keynesian model, as explained and developed by 
Davidson, Minsky and others.

Minsky’s comment that ‘stability breeds instability’ and Keynes’s view 
that decision-makers in both short-run and long-run decisions base ‘their 
expectations on the assumption that the most recently realised results 
will continue, except in so far as there are definite reasons for expecting a 
change’, could have been written by a modern behavioural economist.18

The New Keynesians of 2005, the Neo-Keynesians of 1965 and Irving 
Fisher back in 1929, all believed they had tamed the cycle and perma-
nently abolished prolonged downturns. They mistook what were tem-
porary social and institutional frameworks in an evolving and complex 
system for increasingly skilled decision-making by those aided by the lat-
est economic models, produced within a discipline of progressive linear 
advances in methods and techniques. They were badly misled by their 
model. Such is the human capacity for self-delusion.
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This is one of the most important reasons we need to replace the 
orthodox model and the orthodox consensus on appropriate macroeco-
nomic management. Our replacement model needs some Minskian foun-
dations—money, finance and social institutions are essential features, as 
are complexity and evolutionary changes, which are difficult and some-
times impossible to foresee. This is not the world of the ‘optimal mone-
tary policy’ so beloved of monetary economists of the 1990s and 2000s. 
Nor is it the world of the ‘fine tuning’ of the 1960s fiscal activists. It is a 
world where appropriate ‘instability thwarting mechanisms’ are essential 
for the avoidance of crisis, and where it is better to avoid crises and to 
satisfice than to attempt to optimise based on a flawed model that will 
only contribute to the next major crisis.

During Minsky’s career, the main private-sector borrowers were busi-
nesses, and debt was created mainly to finance investments in newly pro-
duced capital assets. The deregulation, competition and innovations of 
the ‘Great Moderation’ changed this. After the millennium, corporate 
balance sheets remained mainly robust, and the build-up of debt was 
centred on households, and particularly on the acquisition of already 
existing real estate. The potential triggers for a crisis were the stock 
market, the property market and household debt—Ponzi finance had 
invaded the household sector and the financial institutions directly or 
indirectly involved in real-estate finance. Ultimately, of course, the crisis 
was triggered by a downturn in the real-estate market.

A number of economists have argued that this was not a classical 
Minskian crisis, given that Minsky’s 1970s model described a build-up of 
corporate, and not household, leverage.19 However, students of Minsky 
and those inspired by Minsky, including Randall Wray,20 have explained 
that Minsky’s framework is the best available guide to making sense of 
the circumstances leading up to the crisis. Randall Wray argues that a cri-
sis, such as the Great Recession, was the logical result of the evolution 
of the financial system and of policy-making that goes as far back as the 
1950s. Hence, he has referred to a ‘Minsky half century’.

Moreover, Minsky lived long enough to see and warn against the 
beginnings of the build-up of private household debt and was one 
of the first economists to warn of the risks of growing securitisation. 
Securitisation is another in the list of post-World War II financial innova-
tions which have been associated with a form of investment boom, inev-
itably leading to a crisis built on the lost availability of a system memory 
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of major losses; regret avoidance by participants in the bubble; and the 
moral hazard of what became known as the ‘Greenspan put’ on asset 
markets.

We now have the essential elements for a hard monetary analysis of 
capitalism. It is an economic system which is inherently unstable and 
uncertain, and very different from the vision of a stable general equilib-
rium system provided by the soft real analysis of orthodox general equi-
librium models.

Michal Kalecki and the Distribution of Income

Our model still requires a description of what determines the distribu-
tion of income. The best place to look for the essentials of such a the-
ory is not Thomas Piketty’s relatively recent and celebrated Capital in 
the Twenty-First Century. That book is rooted in neoclassical economics 
and portrays distribution as technologically determined by the very same 
production functions shown not to exist by Sraffa, Robinson and others. 
The distribution of income and wealth is determined in practice more 
by institutional issues, such as bargaining power and class conflict, rather 
than by technology. The best place to look for the essentials of such a 
theory, in my view, is in the work Michal Kalecki.

Kalecki explained that distribution is determined by what he called 
‘the degree of monopoly’ in the economy. The higher the degree of 
monopoly, the higher will be the markup of prices over prime costs 
(labour and materials), and the lower the share of wages in national 
output.

A lower share for wages implies a higher share for capital income, 
which can be interpreted broadly to include incomes for the directors 
and senior executives of large oligopolistic organisations.

The degree of monopoly can be boosted over time by an increase in 
the average size of business organisations; by deregulation of the labour 
market and reduced trade union membership and bargaining power; and 
also by a form of globalisation which allows large businesses to shift pro-
duction internationally, to locations with lower labour costs. All these 
factors limit the ability of labour to influence the markup of selling prices 
over labour costs and to defend the share of wages in output.

A neglect of Michal Kalecki is important today, when following years 
of denial, the impact of globalisation on bargaining power and national 
income distribution has only recently been accepted as significant by 
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orthodox economists. Even now, this acceptance is patchy and often very 
reluctant. It is a weak point in the argument for the further development 
of multi-national free trade agreements. It is hard for orthodox econo-
mists to argue that these are overwhelmingly beneficial, when in the US 
median hourly real wage rates have hardly increased in four decades, in 
spite of an obviously very significant increase in labour productivity.

This has also reduced the risk of an inflationary spiral, since inflation 
is usually caused by a social conflict between labour and capital, and 
between different socio-economic groups, where the weakening of the 
median worker’s bargaining power reduces the pressure for such cost-
push inflation.

It provides a compact explanation for the falling share of labour in 
national income and the increasingly uneven distribution of income. 
Moreover, the increase in the ratio of the market value of capital to 
national output identified by Thomas Piketty in Capital explains the 
pressure on company directors, and indirectly on governments, to fur-
ther increase the degree of monopoly power, in support of the return on 
capital in an underemployed economy.

Once again, I am going to reproduce a few equations, because it is a 
useful way of describing Kalecki’s argument. If the reader dislikes math-
ematical equations, they can be skimmed over, and the results taken on 
trust.

If P is the general price level and c is direct production costs (labour 
and materials), then

where m is the markup and (1+ m) ‘the degree of monopoly’.
If Π is profits, O is overheads (including managerial salaries), W is 

wages and M is the costs of other inputs (which, if we are discussing the 
whole economy, can be interpret as imported, and to include imported 
oil, for example), and we are working on a before-tax basis, then

and

or

(3.3)P = (1+ m) · c,

(3.4)Y = GDP = Π + O+W

(3.5)Π + O+W +M = (1+ m) · (W +M)

(3.6)Y +M = (1+ m) · (W +M)
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where

In which case, the share of wage labour in GDP, W/Y, is given by

Not surprisingly, an increase in ‘the degree of monopoly’ reduces the 
share of wage labour in GDP. The same is true of an increase in j, which 
is exactly what happened in the mid-1970s when the price of oil quad-
rupled in six months. The burst of inflation, and the period of industrial 
unrest which followed, before the neoliberals used mass unemployment 
and changes in employment legislation to promote the interests of cap-
ital against those of labour in the 1980s, was a consequence of work-
ers resisting the fall in their share of GDP, which was essential if profits 
were to be maintained in a stagnating economy. In Kalecki’s model, an 
increase in j raises the share of profit in GDP, while putting downward 
pressure on GDP.

Since the 1980s, much of the impetus behind deregulation, globalisa-
tion, and financialisation, and changes in the tax structure and accepted 
role for governments, has been about increasing Kalecki’s degree of 
monopoly, and reducing the ability of workers to defend the share of 
wages in GDP.

While increasing (1+ m) increases the profit share in GDP, it does 
nothing directly to increase the nominal value of after-tax profits, or 
the rate of return on capital. The level of after-tax profits is given by the 
equation used above to discuss Minsky’s discussion of the role of budget 
deficits in a downturn.

If consumption out of profit can be written as the marginal propensity 
to consume out of capital income (cc) multiplied by after-tax profit, then 
(3.2) can be rewritten as

(3.7)Y = W + m(W +M)

(3.8)Y/W = 1+ m · j,

(3.9)j = (W +M)/W = 1+M/W .

(3.10)W/Y = 1/(1+ m · j).

(3.2)Π = I + BD+ CA− SW + CΠ .
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Except in so far as an increase in the degree of monopoly should increase 
investment spending or consumption from capital income; or should be 
accompanied by a decrease in savings out of labour income; or a growing 
current account surplus or government deficit; then a higher degree of 
monopoly and share of profit in GDP will not increase the level of profit 
itself.

Taking the after-tax profit Eq. (3.2) and dividing by the share of prof-
its in GDP, we get an equation for GDP itself:

Although the variables in the numerator of this expression are themselves 
not independent of the denominator, this expression is still a useful tool 
for illuminating the economic and financial policies pursued in many 
countries over much of the past thirty years.

As I have indicated above, the degree of monopoly and profit share 
have both risen in the high-income capitalist economies, which has 
been combined in most countries with a shift towards a lower share 
of national income paid out to labour and a less even distribution of 
both income and (especially) of wealth. This has a negative impact on 
effective demand, output and employment, which can only be offset 
if variables in the numerator increase in proportion to the increase in 
the profit share. These effects have been particularly clear in the USA 
(Fig. 3.4).

In order to combine an adverse shift in the distribution of income, 
that had resulted, in part, from an increase in the profit share and a fall 
in the share of labour income in GDP, with increasing demand and out-
put, governments deregulated the financial system, and governments and 
central banks ran monetary policies designed to encourage an increase 
in household debt, as well as an increase in the ratio of household debt 
to GDP. This became particularly severe during the late 1990s and 
early 2000s and helped to drive the financial system towards increasing 
fragility.

(3.2a)Π =

(

1

1− cc

)

. [I + BD+ CA− SW ].

(3.11)Y =
(I + BD+ CA− SW + CΠ)

π/Y
.
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It is tempting to see the key to a restoration of full employment in 
a decrease in the profit share in GDP and a rise in the share of labour 
income once again—particularly the income shares of groups in the 
lower and middle parts of the income distribution. It is of course cor-
rect that there is a role for a more even distribution of both income and 
wealth to play in the restoration of full employment.

However, modern monetary theorists see the solution to the problem 
of involuntary unemployment as being far simpler. In modern monetary 
theory models, there is always a level of government fiscal deficit which 
is consistent with full employment. They propose that the fiscal deficit 
(BD) is set at whatever level that leads to full employment.

By now, I have explained that the complexity of an economy mov-
ing through historical time makes fiscal fine tuning unlikely to succeed. 
Neither Michal Kalecki nor Hyman Minsky believed that ‘pump priming’, 
or using tax policies and other incentives, to encourage higher private 
investment, would deliver sustained and non-inflationary full employment. 
Kalecki stressed the political barriers to full employment, whereas Minsky 
stressed the problems of uncertainty, inflation and financial instability.

Fig. 3.4  Percentage share of wages in US Gross Domestic Income, and US 
inequality; 1967–2016 (Source Federal Reserve Economic Data. Federal Reserve 
Bank of St. Louis)
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In modern monetary theory, the existence of a government-funded 
job guarantee allows for a bottom-up approach to fiscal policy, where the 
level of the government budget automatically moves to whatever level 
is required to deliver full employment. Full employment under such a 
system then provides a basis for improvements in the distribution of 
income and wealth over time. This job guarantee can reduce the impact 
of uncertainty and insecurity on people’s well-being; can act as an effec-
tive instability thwarting mechanism; and can play an important role over 
time in the reduction of income inequality.

Before getting on to modern monetary theory, however, I want to 
discuss insights relevant to a new ‘hard’ economics provided by psy-
chologists and behavioural economists. Their work provides guidance on 
how real people make decisions and how they develop feelings of sub-
jective well-being. Both these issues should be of central importance in 
economic management, and neither has ever been adequately addressed 
in orthodox macroeconomic models.

Notes

	 1. � Keynes generally made no distinction between neoclassical economics and 
classical economics, despite the changes of emphasis and methodology 
which were the result of the neoclassical revolution of the late nineteenth 
century.

	 2. � As explained in his fascinating ‘Keynes, Einstein, and Scientific 
Revolution’, in the Winter 1994 issue of The American Prospect.

	 3. � The Cambridge Capital Controversies were explained with great clarity by 
Geoffrey Harcourt (1969).

	 4. � Keynes’ response to Dunlop and Tarshis can be found in his 1939 paper 
in The Economic Journal.

	 5. � As in Pigou (1933).
	 6. � There has been some controversy about whether Paul Davidson uses the 

term ‘ergodic’ in a precisely appropriate manner, but in my opinion, this 
is not a significant issue.

	 7. � Knight’s work on risk and uncertainty, and Keynes’ philosophical work on 
probability, were both published in 1921.

	 8. � In the very first paragraph of his Decision, Order and Time, first published 
in 1961.

	 9. � Hicks (1979).
	 10. � Minsky (1975, 57).
	 11. � Harrod (1966, 654).
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	 12. � This is in a footnote on page 167 of The General Theory.
	 13. � Minsky (1975, 60).
	 14. � Minsky (1982, 90).
	 15. � Minsky (1975, 55).
	 16. � Minsky( 1975, 107).
	 17. � Minsky (1996).
	 18. � The argument that Keynes was the first behavioural economist is made in 

Davidson 2010.
	 19. � This includes the Post-Keynesian economist, Thomas Palley (2010).
	 20. � Wray’s Why Minsky Matters provides a comprehensive and accessible sum-

mary of the evolution and the significance of Hyman Minsky’s work.
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All economics has psychological foundations.1 How could it not do so? 
It is supposed to be about people, and about human social institutions. 
In the case of modern orthodox economics, those foundations involve 
expected utility maximisation by a radical individualist with unlimited 
cognitive capacity, and sufficient information about the economic envi-
ronment to never make errors which are theoretically avoidable. In 
other words, orthodox economists assume your behaviour is consist-
ently that of a highly autistic superhuman, with extraordinary powers of 
foresight.

This is very bad psychology. It is bad, because this is obviously not an 
accurate description of how real people generally understand the world, 
react to their environment, make decisions or develop feelings of sub-
jective well-being. It is not just that people do not generally behave this 
way. It is also that it would be impossible for people to behave consist-
ently like this. It is impossible for real people to behave in a way ortho-
dox economists define as rational. Looked at from outside the discipline, 
it is a bizarre way to model human behaviour.

In this chapter, I will provide a brief description of some of the his-
torical roots of what eventually became the expected utility theory 
embedded into orthodox macroeconomics. These roots and connections 
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can be traced from Daniel Bernoulli (in 1738), to Vilfredo Pareto (in 
the 1890s); and from Paul Samuelson (in 1938) to von Neumann and 
Morganstern (in the 1940s), to the lifetime utility maximising household 
with rational expectations described by the first equation of any dynamic 
stochastic general equilibrium model today. It is a story which has been 
told many times, including by Paul Glimcher (2011, 37–70).

I will then discuss some of the ways in which this equation is mis-
leading, and the most important evidence against the orthodox theory 
of choice as a plausible explanation of how real people make decisions. 
This evidence includes three well-known paradoxes of choice—those 
of Maurice Allais, Daniel Ellsberg and Matthew Rabin. It is supported 
by a distinction made quite recently, by two psychologists called Keith 
Stanovich and Richard West, between System One and System Two 
thinking, and evidence generated in the very recent past by neurosci-
entists. As Matthew Rabin and Richard Thaler are quoted, by Daniel 
Kahneman (2011, 286), as saying, ‘it is time for economists to recognise 
that expected utility is an ex-hypothesis’. It really should have ceased to 
be. It has no business sitting there in the first equation of most modern 
macroeconomic models.

Having established that the orthodox theory of choice is misleading, 
I will turn to the work of Amos Tversky and Daniel Kahneman. This 
includes their heuristics and biases approach to dealing with the many 
anomalies with the orthodox theory (Tversky and Kahneman 1974), 
and their later Prospect Theory (Kahneman and Tversky 1979)—a the-
ory of choice developed as a competitor for the orthodox approach. I 
will explore some of the supportive evidence for, and a variety of insights 
provided by, reference-dependent Prospect Theory.

Finally, I will discuss work by George Loewenstein and others 
extending Prospect Theory (Loewenstein 2007), to make it useful as a 
tool for understanding the role of framing in influencing our attitudes 
to the well-being of both ourselves and others, and in particular to the 
issue of advantageous inequality. This provides a justification for a job 
guarantee, not only as a means for enhancing the well-being of those 
who would otherwise be unemployed, or in insecure employment, but 
also as a way of improving social cohesion and facilitating sustainable 
prosperity.
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People as They Are Not

Decision-makers in orthodox neoclassical models generally have the fol-
lowing characteristics:

•	 They are extreme individualists and loners—neither motivated by 
genuine altruism, nor influenced by others, except through market 
processes.

•	 They have stable preferences—over consumption decisions, inter- 
temporal wealth allocation decisions, labour supply decisions and 
portfolio allocation decisions.

•	 They are aware of these preferences.
•	 They are constrained expected utility maximisers, making choices 

which are always logically consistent, including between goods, 
between work and leisure, and over time.

•	 They use information efficiently and do not make avoidable mis-
takes, including when forecasting future values of relevant 
variables.

•	 They have a correct model of the economy in their heads which they 
use for the purpose of forecasting or are able to learn such a model 
over time.

•	 They have unlimited cognitive abilities to process and evaluate the 
available information.

•	 They know that others also conform to this definition of rational-
ity and that those other people are aware that this is also true of 
themselves.2

•	 The information available allows them to behave in this way (satisfy-
ing the ‘ergodic hypothesis’, as explained in Chapter 3).

Herbert Simon (1986) called this very narrow definition of rational 
behaviour ‘substantive rationality’ and contrasted it with a more real-
istic, empirical definition which he called ‘procedural rationality’ (or 
sometimes ‘bounded rationality’, a term I will avoid, because it is often 
used by orthodox economists to mean something else). Amartya Sen 
is another Nobel prize winner to have criticised both this narrow and 
self-interested definition of rationality and the classification of other 
forms of behaviour as being necessarily irrational.

http://dx.doi.org/10.1007/978-3-319-90981-3_3
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There are two strange things about all this. Firstly, there is little psy-
chological or sociological research to support any of the above, and 
where apparently supportive work has been done in experimental eco-
nomics, it involves experimental designs that few prominent academic 
psychologists would accept as valid. Indeed, there is an overwhelming 
weight of empirical evidence—both from well-designed experiments 
and other data—that human behaviour cannot normally approximate to 
this description of rationality, and generally does not do so.3 Optimising 
behaviour by human decision-makers in complex situations requires 
those situations to exhibit a high level of stability over prolonged peri-
ods. This is because the rules of thumb, or heuristics, we employ to cope 
with complex decisions, can only approximate to the neoclassical concept 
of rationality under such circumstances.

Secondly, there is very little debate, among orthodox economists, 
about what it means to be rational, and what there is involves ration-
ality becoming a tautological concept. Behaviour must conform to the 
economist’s notion of rationality, and therefore any behaviour observed 
in the real world must be interpreted in such a way as to conform to 
the notion of rationality. Gary Becker, for example, held preferences sta-
ble and developed models based on what most people would regard as 
changes in consumer preferences as a change in the technologies used to 
satisfy some stable fundamental underlying preferences. Only an econo-
mist could see this as anything other than weird.

However, it is characteristic of the neoclassical orthodoxy that, in 
order to maintain core axioms, complex logical arguments are con-
structed, to as far as possible theoretically reconcile the real world to 
the core model. It is essentially deductive and unempirical. It is strange 
because it is usually far simpler to observe how real humans actually 
behave and devise a theory which is reconciled to the real world. This 
is what psychologists, or behavioural economists, seek to do—it is an 
inductive and empirical approach.

Procedural rationality defines rational behaviour very broadly, along 
the lines that people have reasons for what they do—behaviour is pur-
poseful and not purely random and chaotic. This is the same definition of 
rationality we find in Keynes and throughout Post-Keynesian and most 
heterodox economics. Its breadth, or its vagueness and lack of clarity, 
as an orthodox economist might say, is an invitation to research what 
drives human behaviour in different contexts, and not to build theories 
based on pure logic from unquestioned axioms, or more correctly, axi-
oms which when questioned are often shown to be invalid.
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As a result of this research, we now have a considerable body of evi-
dence that the following points are valid:

•	 The orthodox neoclassical definition of rationality is not the only 
possible definition of what it means to be rational—or alternatively, 
if you wish to adopt this normative definition of rational behaviour 
as the only possible definition of what it means to be rational, then 
irrationality does not mean random behaviour.

•	 In a complex, shifting and uncertain environment and with lim-
ited cognitive capacity, such a form of substantive rationality is 
unattainable.

•	 Human behaviour is broadly rational in another, procedural, sense, 
although it often appears to contradict orthodox neoclassical axi-
oms, and thereby to generate a series of apparent anomalies or 
paradoxes.

•	 It is possible to build meaningful theories of human behaviour 
under both risk and uncertainty which are more consistent with 
empirical evidence than the neoclassical theory and which make 
meaningful and useful predictions.

•	 Macroeconomics can and should be consistent with a society of 
individuals forming impressions and making decisions based on a 
form of procedural rationality under Keynesian uncertainty.

•	 Such a macroeconomics will make very different predictions about 
the policy space for sovereign governments and the feasibility of 
achieving or even identifying uniquely optimal policies in a shifting 
and complex world. This has important implications for modern 
monetary theory and for political decisions and economic policy.

•	 Issues such as subjective well-being, relative poverty and involun-
tary unemployment are of greatly enhanced significance within the 
resulting perspective.

Neoclassical macroeconomics is unfit for purpose for a variety of reasons, 
some of which I have already discussed. The failure of expected utility 
theory as a positive model of decision-making, and the existence of at 
least one more successful alternative theory, means that the nature of 
even the very first equation in typical micro-founded orthodox models 
should be sufficiently problematic for us to question the purpose of read-
ing any further through such models. Dynamic stochastic general equi-
librium models fail at their first equation. Tinkering around with them is 
futile.
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Once we are free of the blinkers imposed on us by orthodox expected 
utility theory, and the rational expectations hypothesis, which came later 
but is a logical consequence of expected utility maximising choice, we 
can consider the implications of issues such as problem framing, mental 
accounting, reference dependence and loss aversion, for economists and 
policy-makers.

People as They Are

In a complex and uncertain set of circumstances, decision-making can 
at best be consistent with a form of procedural rationality. Decision-
makers who have to live with limited information and realistic cognition 
in a changing environment, with a continuous stream of influences and 
potentially useful information to deal with, and a variety of decisions to 
take of varying degrees of significance, complexity and duration, cannot 
conform to the substantive rationality of general equilibrium models. It 
is clear that:

•	 We are not, in general, extreme individualists and loners. Empathy 
is part of our genetic make-up, and for good reasons, but also partly 
culturally acquired. We are a highly social species. We are heav-
ily influenced by others and by social norms and institutions. We 
make comparisons, we benchmark and we assess fairness. These 
ideas are hardly new and have never been shown to be insignificant. 
Orthodox economists can claim that they are accounted for in game 
theory, and by manipulating utility functions, but this does not go 
far enough.

•	 We are often unaware of our very plastic preferences. Not only do 
our preferences evolve, but the structure of the brain changes over 
time, so that preferences and decisions are path dependent. Major 
life events—such as a period of involuntary unemployment—can 
have real and permanent impacts.

•	 We often make decisions which appear inconsistent, intransitive and 
apparently suboptimal, without this being a sign of irrationality. We 
strive for consistency, in making decisions over time, but are often 
unaware we are being inconsistent. Where consistency prevails, 
such consistency may be arbitrary and not a reflection of underlying 
preferences.
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•	 We satisfice and use heuristic rules as a guide to decision-making. 
There are different types of heuristic rules, but such rules are gen-
erally consistent with a form of procedural rationality. We compart-
mentalise decisions. We often substitute simple but less relevant 
questions for more complex ones.

•	 Even when information exists, we are unable to process that infor-
mation in the manner assumed in rational expectations models, 
because of our cognitive limitations. Information processing capac-
ity is limited, and the use of this capacity is effortful and costly.

•	 We may have a view or model of the world, or a frame for some 
decision, in mind, but there is every reason to have little confidence 
in our model. In addition, we are often aware of our ignorance.

•	 This ignorance is unavoidable in a world of at best highly subjec-
tive expectations and often strongly non-ergodic ones—in the sense 
defined by Paul Davidson.

The above describes decision-making in most modern Post-Keynesian 
models and forms the best set of foundations for understanding Keynes, 
Davidson and Minsky. It is consistent with complexity economics, insti-
tutional economics and modern monetary theory. It is a basis for hard, 
rather than soft, economics. It is essentially realistic. We might say it is 
a positive approach, based on what is, rather than a normative approach, 
based on what neoclassical economists argue ought to be.

It is a description of all that makes decision-making interesting and 
almost all that makes macroeconomic management challenging. Decision-
making is not simple and generally cannot be reduced to the mathemat-
ics of constrained optimisation with simple objectives. Such decisions are 
G. L. S. Shackle’s ‘empty decisions’—the decision-making of robots—at 
best, an interesting logical problem to study, and one that is tractable 
for mathematical analysis. It is, however, an error to see such analysis as 
being of general relevance to real decision-making. Real decision-making 
is complex and creative.

An economics for real human decision-makers must incorporate 
norms, availability, framing affects, mental accounting, social influences 
and herding, and must involve scepticism about the interpretation of 
market prices as indicative of the social value of goods and assets. Where 
there are matters of ethical and moral significance at stake (e.g. equity 
and ecological sustainability), there is less that can be safely left to the 
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market and more that must be social, political decision-making. There is 
less that is technically and technologically determined, and more that is 
normative and subject to debate and to uncertainty.

Such an economics must allow for endogenously generated instabil-
ity and the possibility of crisis. Most people who understand economic 
issues through such a lens will feel that the development of effective 
instability thwarting mechanisms and safety nets is of greater significance 
than is generally believed by those steeped in neoclassicism. These issues 
matter a great deal.

Two Cognitive Systems

Before outlining this argument, it is useful to introduce the distinction 
between system one and system two thinking. A dual-process approach 
to cognition has long roots in psychology, dating back at least to the late 
nineteenth century, but the terms ‘system one’ and ‘system two’ were 
first coined as recently as the year 2000, by Keith Stanovich and Richard 
West. The ‘systems’ go by a variety of other names, and some prefer to 
use labels such as ‘intuitive thinking’ and ‘deliberative thinking’, or ‘fast 
thinking’ and ‘slow thinking’, especially since they do not refer to spe-
cific neurological systems. Nonetheless, I will follow Daniel Kahneman in 
using these terms, which have become widely used and understood.

Most of our interactions with our environment and other people, and 
most of the decisions we make every day are performed using system 
one. This is an automatic, involuntary and effortless system, in that we 
consciously and unconsciously are making multiple decisions all the time, 
generally unaware that we are doing so. System one is always switched 
on and is very low maintenance.

System one has much in common with our perceptual system, but is 
capable of associative memory search; looking for similarities and refer-
ences; using simplified heuristics to facilitate quick and easy decisions; 
and generating emotions, beliefs and attitudes. System one thinking will 
often be inconsistent with the substantive rationality postulate of ortho-
dox economics, but this should not be interpreted as evidence of irration-
ality. When orthodox economists classify a failure to follow the axioms 
of expected utility theory as irrational behaviour, they are misusing the 
word ‘irrational’, or at least using it in a way which is not consistent with 
its general meaning. When you point this out to them and their reaction 
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is dismissive and emotional, that reaction is itself a system one response, 
and probably not consistent with their definition of what it means to be 
rational. Economists regularly assume others to behave with substantive 
rationality, while themselves behaving with procedural rationality.

For complex problem-solving, we can and do engage system two. 
When thinking through complicated issues, or when trying to under-
stand and respond to a difficult argument, we use system two. System 
two can be engaged when system one immediately registers that there 
is no acceptable quick and easy solution to a decision problem. System 
two is always involved in decision-making, at least in the passive sense of 
monitoring decisions made by system one and intervening when there is 
an obvious gap between the intuitive reasoning of system one and a rea-
sonable answer to a decision problem.

Conversely, system one is also always involved, even in the most com-
plex and deliberative of decisions, as system two must draw on impres-
sions, emotions, attitudes and memories generated in system one. An 
orthodox macroeconomist will use system two to build and apply a com-
plicated dynamic stochastic general equilibrium model, but his confi-
dence in the unrealistic assumptions on which that model is built and his 
reaction to you questioning those assumptions are rooted in system one. 
System one is not an optimising tool.

Psychologists often use the bat and ball question4 to show how, and 
some of the reasons why, system one thinking can lead us into errors. 
The question goes like this—apologies if you have seen or heard this 
before. Suppose you are buying a bat and a ball. The bat costs $100 
more than the ball. The bat and the ball cost $110 together. How much 
does the ball cost?

If your immediate response to that question is $10, or if you are 
tempted to say $10, then you are like most of the students I have ever 
put that question to, in a classroom setting. Instinctively, it looks like a 
plausible answer. It seems as though you have been asked to subtract 100 
from 110. Just as with the sum 2 + 2, the answer to that question comes 
instinctively to mind, whether you want it to or not. System one provides 
a quick and easy answer, and your lazy system two, unless you are fore-
warned, does not wake up and point out the error.

Once you are aware of the error, then I am sure you can work out 
that the correct answer is $5. The ball costs $5, the bat costs $105, the 
bat costs $100 more than the ball, and between them they cost $110. 
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You have solved the equation X + (X + 100) = 110, to find X = 5. Not 
particularly hard to do, but your system one thinking, looking for a 
quick and easy answer, working instinctively, looking for similarities with 
familiar problems, might have biased you to the wrong answer.

The theory of cognition and decision-making which is taken for 
granted in orthodox economics requires the use of system two think-
ing at all times, with the possible exception of decisions taken repeatedly 
under identical circumstances, where no deliberation is required for max-
imising behaviour, and system one can be relied upon. However, in real-
ity even when we engage system two when making a choice, or resolving 
a problem, the influence of system one thinking on those factors we 
take for granted, or the framing of the problem we have unconsciously 
adopted, means we are still prone to biases, errors and illusions.

All this is a superficial and incomplete description of the distinction 
between the intuitive and deliberative approaches to making decisions, 
as broadly accepted by virtually all the behavioural economists who have 
contributed towards the study of decision-making over the past decade 
and more.

What is important is the validity, or otherwise, of the following closely 
connected points:

•	 The orthodox theory of expected utility maximisation assumes 
that sufficient relevant evidence and sufficient cognitive capacity 
is always available so that deliberative system two thinking can be 
applied to every decision problem.

•	 It also assumes that system two analysis will always conform to a 
specific set axioms, to be discussed below, and to the characteristics 
of rational decision-making outlined above using those axioms.

•	 It ignores the existence of intuitive system one thought processes or 
classifies them as irrational and irrelevant to economic analysis (or 
possibly incapable of being analysed).

•	 It therefore ignores the approach to perceiving and reacting to most 
stimuli and choice problems which is pervasive in human behaviour.

•	 It also ignores the extent to which deliberative thought is influ-
enced by perceptions and intuitions, so that even deliberative deci-
sions will often not lead to the fulfilment of neoclassical postulates 
regarding rationality.
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•	 It ignores complexity and fundamental uncertainty and the fact that 
the human brain has evolved to maximise evolutionary fitness in a 
challenging but locally familiar and in some senses relatively stable 
environment, but now must react to a highly complex and rapidly 
evolving one.

Utility Theory

If we are to reject the orthodox theory of substantive rationality, or at 
least to amend it, we must first examine where it came from; appreciate 
the insights it may have provided, and the contributions of generations 
of economists to its development and refinement; and describe the main 
axioms on which it rests. We will then be in a position to describe the 
best available theory of procedural rationality; to show it to be a supe-
rior ‘hard’ scientific theory; and to describe some of the many insights it 
provides, and its implications for economics more generally, and for eco-
nomic policy-making.

The historical roots of expected utility theory as a theory of 
decision-making stretch back beyond not only orthodox neoclassicism 
itself, but beyond the inception of classical political economy—beyond 
even Adam Smith. It goes back at least to the seventeenth-century 
mathematician, Blaise Pascal.5 He began the development of probabil-
ity theory and introduced the notion of expected value. He argued that 
decision-makers ought to choose between risky alternatives, or lotteries, 
on the basis of their maximum expected value, where expected value is 
defined as the sum of the possible pay-offs, weighted by their respec-
tive probabilities. According to Pascal, if you are faced with a choice 
between two lotteries, A and B, where A provides a 10% chance of win-
ning $1000 and a 90% chance of winning nothing and B provides a 45% 
chance of winning $200 and a 55% chance of winning nothing, you 
should choose lottery A. This is because the expected value of lottery A 
is $100

(

0.10 × $1000
)

, while that of lottery B is only $90
(

0.45 × $200
)

.
The concept of expected value was a big step forward and a founda-

tion for the later development of theories of rational choice under risk. 
Following Pascal, there now existed a normative theory of choice, which 
could be applied to analyse decisions taking under probabilistic condi-
tions and to identify the correct ‘rational’ decisions to take. It could, 
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therefore, be used to classify other choices as incorrect and in some sense 
as ‘irrational’. There was something missing in Pascal’s analysis, however.

Pascal did not provide any notion of risk or risk aversion, or indeed a 
well-defined concept of ‘utility’ and an associated utility function. The 
addition of these concepts is in itself almost enough to describe modern 
expected utility theory, and once again it was a development which hap-
pened very early on. Adam Smith was at least alive by this point, but he 
was not yet an adult, and The Wealth of Nations was still decades away. 
Although challenged and modified, this theory has been left essentially 
undisturbed in ‘state of the art’ neoclassical economics to the present 
day. It is astonishing that the economic theory of decision-making under 
risk has changed so little. Indeed, like so much else in the neoclassical 
core, its evolution has been almost entirely circular.

This advance came early in the eighteenth century, from Daniel 
Bernoulli, who began his famous 1738 paper by explaining that a lottery 
ticket might be worth more to a rich man than to a ‘very poor fellow’, 
because the marginal utility of wealth and therefore the level of risk aver-
sion is lower for the rich man. For this reason, ‘all men cannot use the 
same rule to evaluate the gamble’. The rich man would be in a better 
position to take a risk. The poor man would be more likely to choose a 
safe pay-off, even at the expense of a far lower expected return.

Bernoulli6 hypothesised that utility is a nonlinear function of wealth, 
with a diminishing marginal utility of wealth, so that an increase in 
wealth always increases utility, but at a diminishing rate. A dollar won 
or lost has a much bigger impact on the well-being of the poor than it 
does on the rich. The mathematical form chosen by Bernoulli for this 
function was the simplest possible logarithmic one, so that U = log (W), 
where U stands for utility and W for total wealth. As we will see, modern 
economists continue to use what is essentially Bernoulli’s theory, even if 
they express it using a slightly more sophisticated mathematical form and 
locate it in a more complicated logical frame. We showed in Chapter 2 
that orthodox macroeconomics had basically gone around in circles for 
a century between Wicksell and Woodford. It took much longer than a 
century to get from Bernoulli to Van Neumann and Morgenstern, but 
utility theory, like macroeconomics, has followed an circular path.

Bernoulli’s utility function is as important an innovation of any of 
those elements of enlightenment thinking which laid the foundations 
of classical economics. It built an additional layer of complexity onto 
Pascal’s criterion, to provide better explanations and potentially better 

http://dx.doi.org/10.1007/978-3-319-90981-3_2
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predictions of a wide variety of decisions, taken by rational decision-
makers under conditions of calculable risk. It also established the notion 
that rational decision-makers should make individual decisions with 
reference to their total wealth, which was eventually in the 1950s and 
1960s to form the basis of the modern theory of finance.7

However, Bernoulli’s utility function could be criticised as being an 
arbitrary mathematical description of an unobservable and perhaps 
non-existent variable. It is a cardinal theory of utility, indicating that 
utilities depend on wealth and can be measured on some cardinal scale, 
using a logarithmic function. There are a variety of mathematical func-
tions which can be used to describe a similar looking curve, including 
power functions, but they are also arbitrary and selected for analytical 
convenience, rather than because they are related to a genuinely cardinal 
measure of utility. No such measure of utility exists. There is no such 
thing as a ‘util’. It makes little sense for me to claim I am happier than 
you, and it is absurd to claim to know by how much.

Vifredo Pareto and Leon Walras opposed the notion of cardinal utility 
for this reason, as being unscientific. They wanted to replace the ‘soft’ 
theory of cardinal utility with a ‘hard’ economic theory of welfare and 
choice. For Pareto, a hard theory ought to make no assumptions which 
were not obviously true and so include only assumptions which are gen-
uinely ‘axiomatic’, or which could be demonstrated to be true. The 
notion of cardinal utility did not meet this criterion, and, moreover, ran 
the risk of being used to justify interpersonal comparisons of utility for 
public policy purposes, when there is no logical basis for such compar-
isons. How can we compare changes in your well-being to changes in 
mine, when we have no cardinal scale for measuring well-being? Hence, 
Pareto believed, it should be abandoned.

In its place, came the notion of ordinal utility. Ordinal utility makes 
the very limited claim that, given a choice between two sets of circum-
stances, a rational individual can consistently tell you which she prefers, 
or whether she is indifferent between them. It was this limited claim 
which lay behind the concepts of Pareto optimality and Pareto improve-
ments. A distribution of resources is Pareto optimal if no redistribution 
could improve the welfare of at least one individual without worsening 
the welfare of anyone else. A Pareto improvement is when at least one 
individual is made better off without anyone else being made worse off. 
When economists discuss ‘economic efficiency’, they ought to be refer-
ring to Pareto optimality. When you see them talk about potential Pareto 
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improvements, however, it should set your alarm bells ringing. Potential 
Pareto improvements exist when a redistribution of income, or other 
resources, could in principle, if it could only be engineered, deliver a 
Pareto improvement. Such redistributions rarely if ever happen, so that 
when an economist argues that a free trade deal, for example, could lead 
to a potential Pareto improvement, and is therefore of social value, this 
should be taken with a very large pinch of salt.

Just as the Walrasian general equilibrium theory was to inspire 
Kenneth Arrow and Gerard Debreu, in their development of modern 
general equilibrium theory, so the Paretian ordinal utility theory inspired 
the young Paul Samuelson, in the 1930s, in the development of a mod-
ern theory of preferences (Samuelson 1938). Like Pareto, Samuelson 
wanted to avoid making assumptions which were not generally accepted 
as being true. Samuelson, in his contribution to the theory of consumer 
behaviour, was, like Pareto, endeavouring to do ‘hard’ economics, how-
ever unrealistic it might appear to us today. His revealed preference 
theory is the result. It is a description of the consequences of logically 
consistent decision-making by substantively rational and well-informed 
individuals.

If we imagine such a decision-maker, being faced with two possible 
combinations, or bundles, of goods—A and B—then the selection of A 
must imply that B is not preferred to A. A could be preferred to B, or 
the individual could be indifferent between A and B, but it would be 
irrational to select A if B was preferred to A. For her to obey the axiom 
of completeness, the individual should be able to state whether she pre-
fers A to B, or B to A, or is indifferent between them, for every possible 
pair of consumption bundles. For choice to be consistent over time, this 
revealed preference should remain constant.

Another axiom of revealed preference is transitivity. If we extend the 
above example to include three consumption bundles, so that the choice 
is now between A, B and C, transitivity requires that if A is preferred 
to B and B is preferred to C, then C cannot be preferred to A. This is 
another required characteristic of logically consistent decision-making. 
Moreover, the choice between A and B should be independent of the 
availability of this third option C.

Even though real-world decision-makers are often unable to articu-
late preferences between choices; are often inconsistent in their decision-
making without being aware of it; and have even been observed violating 
the axiom of transitivity and the above form of independence, revealed 



4  BEHAVIOURAL FOUNDATIONS   115

preference theory became accepted in economics as a useful descriptive the-
ory of choice, and therefore as a basis for defining rational behaviour when 
choices are being made under conditions of certainty and well understood.

Utility theory was now back to front. In the earlier, cardinal the-
ory of choice, people had been described as making decisions because 
those decisions maximise some measure of utility, which defines their 
preferences. Preferences determine choice. In revealed preference the-
ory, the options that logically consistent decision-makers select define 
their preferences. Choices determine preferences, at least in a relative or 
comparative sense. This effectively defines any set of choices as rational, 
by definition, as long as they are consistent. A counter-intuitive conse-
quence is that, as long as your choices obey the axioms of revealed pref-
erence theory, you are behaving as if you are maximising some utility 
function, even though no measurable concept of utility actually exists. 
Consistent behaviour is thus defined to equate to rational behaviour—a 
strange definition of what it means to be rational.

The revealed preference approach can also, in principle, be applied to 
decisions made under conditions of risk—lotteries—by simply regarding 
lotteries as bundles. Thus, a lottery providing a 50% chance of a pay-off 
of $2000 and a 50% chance of a zero pay-off can be described as Bundle 
A; and another lottery offering a 45% chance of a pay-off of $2500 and 
a 55% chance of a zero pay-off can be described as Bundle B. If a deci-
sion-maker selects B over A, then that decision-maker has revealed that 
she does not prefer A over B.

However, revealed preference theory does not identify that these 
gambles are very similar and is consequently insufficient as a foundations 
for the neoclassical theory of decision-making under risk. These founda-
tions were provided in the 1940s by the expected utility theory of John 
von Neumann and Oskar Morgenstern (1944), essentially through the 
addition of two additional axioms to those of revealed preference theory. 
One of these was the technical axiom of continuity of preferences, which 
in the case of A and B above would imply that for any such pair of lot-
teries, it must always be possible to reduce the pay-off to the preferred 
gamble by a small amount without affecting the optimal decision.

A more important and controversial axiom is that of independence, 
where the term independence has a different meaning to its use in the 
context of revealed preference above. The independence axiom is the 
assumption that the addition of a common and independent lottery, to 
each lottery, A and B, will have no effect on which lottery out of A and 
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B is preferred. If A is preferred to B, then A + C must be preferred to 
B + C. It is this axiom which effectively restores Bernoulli’s theory, with-
out requiring the existence of a concept of utility which is measurable in 
meaningful units on a cardinal scale.

A decision-maker obeying von Neumann and Morgenstern’s axi-
oms would behave as though she had a cardinal utility function and 
was maximising expected utility, even though utility as a concept with 
meaningful and objective units does not exist. Indeed, by presenting the 
decision-maker with a series of hypothetical gambles and manipulating 
the probabilities of the pay-offs within those gambles, it would in princi-
ple be possible to identify the mathematical form of that utility function. 
This is based on the idea that the probabilities of outcomes must be the 
weights applied to the utilities of pay-offs, if decision-makers behave as 
expected utility maximisers.

In this way, von Neumann and Morgenstern reintroduced a form of 
cardinal utility into economics—albeit one which could never allow log-
ically for meaningful interpersonal comparisons of utility. Nor, as a con-
sequence, can it challenge the logic of Pareto’s approach to questions 
of social welfare. It is an extraordinarily complicated way of justifying a 
return to what is basically Bernoulli’s theory, in defiance of Pareto. It 
is also essential to almost all modern macroeconomics. You can’t really 
describe it as progress, however. It is basically ‘back to square one’.

Anomalies with Orthodoxy

Rationality, defined this way, requires decision-makers to maximise 
expected utility, where the expected utility from option j is given by the 
following equation:

where pi is the probability of event i occurring in lottery j, 0 ≤ pi ≤ 1 and 
∑n

i=1 pi = 1, and xij is the pay-off should event i occur.
This implies that choices between alternative lotteries ought not to be 

disturbed by mathematical operations which do not reorder the expected 
utilities from possible outcomes. Another way of putting this is to say 
that the addition of a further common lottery to a pair of alternative 
lotteries should not cause the preferences over them to be reordered. 
Maurice Allais (1953) showed that this is often not the case.

(4.1)EUj =

n
∑

i=1

piU
(

xij
)

,
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For example, suppose lottery A involves a certain pay-off of $1 mil-
lion of additional wealth, while lottery B involves a 95% chance of 
$2 million of additional wealth and a 5% chance of no additional wealth. 
It is easiest to explain with reference to the expected marginal utility 
from the additional wealth as follows:

If EU(A) > EU(B), then lottery A is strictly preferred to lottery B. The 
multiplication of the probabilities of positive pay-offs by the same fig-
ure should not change which lottery offers the higher expected utility. 
Reversing the decision-maker’s preference between A and B is only 
possible by violating the independence axiom, which would undermine 
expected utility theory as a positive theory of decision-making under 
risk. Multiplying the probabilities by 0.01 and denoting the result-
ing lotteries as A∗ and B∗, the resulting expected utilities are given as 
follows:

If EU(A) > EU(B), then EU(A∗) > EU(B∗), because the only difference 
between the two lotteries is the multiplication of the probability of a pos-
itive pay-off by 0.01 in each case.

Now, by introducing a common prior lottery C, which is added to 
both A and B, and where C involves a 1% chance of being able to con-
tinue with whichever out of A and B has been selected, it is obvious that 
A∗

= (A + C) and B∗
= (B + C). Since C is common to both, the addi-

tion of this common additional lottery, or common ratio, should not 
logically change a decision-maker’s preferences, if that decision-maker is 
‘rational’, in the sense of following the axioms of expected utility theory. 
The ordering of A and B should be independent of this common ratio. 
The choice of A over B should imply the choice of A∗

= (A + C) over 
B∗

= (B + C).

EU (A) = 1.00U
(

$1m
)

,

EU (B) = 0.95U
(

$1m
)

.

EU
(

A∗
)

= 0.01U
(

$1m
)

,

EU
(

B∗
)

= 0.0095U(W).
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Evidence that real decision-makers habitually violate the above inde-
pendence axiom, by switching between A and B in examples such as the 
above once C is introduced (so that A > B, but B∗ > A∗ ) was presented 
by Maurice Allais, almost as soon as modern expected utility theory had 
been devised. Violations such as this ‘common ratio effect’, and a related 
‘common consequence effect’, became known as the Allais Paradox.

If faced with a choice between A and B, whether the decision is 
merely a thought experiment, or whether it is being undertaken for real, 
with significant monetary rewards at stake, the overwhelming majority of 
people select A. This in itself does not contradict expected utility theory 
and could simply imply that the majority of people are sufficiently risk 
averse to choose a safe pay-off of $1 million to a slightly risky pay-off of 
$2 million.

However, when the lotteries have been transformed as described, the 
majority of people reverse their preferences. Most people prefer B∗ to A∗.  
Once again, this result on its own is entirely consistent with expected 
utility theory. This time the prospect of a $2 million pay-off rather 
than $1 million more than compensates for the additional level of risk 
involved.

The reversal of preferences from A > B to B∗ > A∗ is, however, a signif-
icant violation of the independence axiom, and so ought to have inspired 
economists to move on from expected utility theory to a replacement 
with greater predictive power. The good news is that a replacement 
exists, and that a Nobel Prize has been awarded for its discovery. The 
bad news, if you are a New Keynesian, is that you cannot fit it into an 
orthodox macroeconomic model.

Examples of the Allais’ Paradox have been documented in a wide vari-
ety of contexts, and it is supported by a plethora of experimental data. It 
is also consistent with the way we instinctively react to such hypothetical 
choices—so much so, that it ought to be accepted as a fact.

An interesting version in the domain of political choice was presented 
by George Quattrone and Amos Tversky (1988). They offered a set of 
undergraduate students a hypothetical choice between two potential pro-
grammes for saving energy costs:

Policy Savings in energy expenditure

Program X $20 million savings with certainty
Program Y 80% chance of $30 million savings; 20% chance of no savings
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They also offered the same students, with the ordering of the sce-
narios appropriately shuffled, the choice between two further potential 
energy saving programs in the state of Gamma:

Policy Savings in energy expenditure

Program A 25% chance of $20 million savings; 75% chance of no savings
Program B 20% chance of $30 million savings; 80% chance of no savings

Given that A and B involve the multiplication of the positive out-
comes from X and Y by the common ratio of 0.25, expected utility 
theory requires the preference for X over Y to imply a preference for A 
over B. Yet the combination (X, B) was the most common combination, 
with almost 73% of respondents choosing X over Y, and more than 61% 
choosing B over A.

These results were inconsistent with expected utility theory at any rea-
sonable level of statistical significance. They were, of course, based on 
hypothetical rather than real choices. However, as we shall see, a shift 
from hypothetical or abstract decisions under risk, to real-world deci-
sions, despite changing the nature of the Allais Paradox, does not do so 
in a way which lends support to expected utility theory.

Understanding the Allais Paradox requires an understanding of a vari-
ety of stylised facts about decision-making by real human beings, which 
ought not to have been ignored by economists and policy-makers.

The first is the importance of certainty and impossibility—what Daniel 
Kahneman and Amos Tversky called ‘the certainty effect’. There is some-
thing different and special about probabilities of 1 and 0, particularly 
where decisions with significant potential pay-offs are concerned. It is 
easy to state that there must be an evolutionary basis for this, although 
this is impossible to prove conclusively. Humans evolved and survived in 
a world of uncertainty, having only in recent times become familiar with 
quantifiable probabilities. Therefore, even when given such probabilities, 
and even when decision-makers are well-trained mathematicians, statis-
ticians or economists, they do not always use those probabilities as deci-
sion weights when evaluating the outcomes from a lottery.

The Allais Paradox is probably the best-known deficiency of expected 
utility theory as a descriptive theory of choice under risk. The prevail-
ing reaction of most economists at the time the Allais Paradox was first 
discussed, and for most of the time since, has been to ignore it, and to 
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classify any deviation from the independence axiom, or the other axi-
oms of expected utility theory, as inconsistent with rational behaviour, 
and unacceptable in a well-founded economic model of choice.

Another paradox, which is almost as well known as that of Allais, 
just as significant, and more easily linked to Keynes, was first explained 
by Daniel Ellsberg in the early 1960s. This is the same Ellsberg of the 
famous Pentagon Papers, who is the author of The Doomsday Machine: 
Confessions of a Nuclear War Planner. While not attacking a specific 
axiom within expected utility theory, the Ellsberg Paradox is related to 
the issue of fundamental uncertainty; undermines any subjective version 
of expected utility theory; and introduces the notion of ambiguity aver-
sion to the economics of decision-making.

Ellsberg’s paradox is usually explained with reference to a game where 
decision-makers face a choice similar to drawing a single ball from one of 
two urns—A or B. In urn A, there are 50 red balls, 25 blue balls and 25 
yellow balls. In urn B, there are 50 red balls, and another 50, of which 
an indeterminate number are blue and the remainder yellow.

If a decision-maker is offered the opportunity to draw a blue ball from 
either of the urns, for a prize of $100, then in the overwhelming major-
ity of cases, she chooses urn A. Indeed, this often remains the case even 
when a higher prize is offered, should the decision-maker choose to select 
from urn B. For such choices to be consistent with expected utility the-
ory, it must be the case that the decision-maker believes there to be fewer 
than 25 blue balls (and therefore more than 25 yellow balls) in urn B.

However, if without drawing a ball the gamble is changed, so that 
the decision-maker is now offered the prize if a yellow ball is drawn, the 
decision-maker still generally opts for urn A, again even if the prize for 
making a correct selection from urn B is greater. For this to be consistent 
with expected utility theory, the decision-maker would have to believe 
that there are fewer than 25 yellow balls (and therefore more than 25 
blue balls) in urn B.

These implied beliefs are not consistent with each other, and conse-
quently, the decisions made are inconsistent with expected utility theory. 
Were we to apply the principle of insufficient reason and to estimate the 
probability of a blue ball and a yellow ball to be, respectively, 0.25 and 
0.25 in urn B, then when the prize for selections from urn B was raised 
above the $100 prize associated with urn A, the decision-maker should 
always opt for urn B.
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The great majority of decision-makers, faced with choices at least 
partly sharing the characteristics of this simplified example, will select the 
equivalent to urn A—even when expected pay-offs are equal, or where 
the expected pay-off to urn B is somewhat higher. This is inconsistent 
with expected utility theory, which specifies that only the utility of possi-
ble pay-offs and their probabilities should matter. It is, however, consist-
ent with ambiguity aversion.

It is also consistent with the approach taken to subjective probability 
by Keynes, both in his 1921 work, A Treatise on Probability, and his later 
writing, which I mentioned in the previous chapter. For Keynes, deci-
sions taken under subjective risk depend not only on potential pay-offs 
and subjective probabilities, but also on the weight of evidence indicat-
ing the reliability of those estimated probabilities. The more confidence 
a decision-maker has in the subjective probabilities on which a decision is 
based, the greater the weight given to the associated outcomes. Hence, 
new information which might lead a decision-maker to revise downwards 
his best estimate of the probability of a positive pay-off from a decision, 
but which at the same time increases his confidence in the validity of that 
estimate of probability, can increase the chance that the decision-maker 
will choose to go ahead with a risky gamble.

Further research has shown that the source of uncertainty is also 
an important factor in determining whether a decision-maker is pre-
pared to take on a gamble, when objective probabilities are unknowa-
ble. Specifically, we are readier to gamble when we feel confident that 
we understand the factors determining the odds of success. This ‘com-
petency hypothesis’ is supported by evidence that people are generally 
more prepared to gamble on an uncertain positive outcome in an area 
where they imagine they enjoy expertise and assess a subjective probabil-
ity, than on a genuinely risky positive outcome where the objective prob-
ability of a positive pay-off is set at the same level. There is no room in 
subjective expected utility theory for ambiguity aversion, source depend-
ence or a competency hypothesis of this form.

Another failure of expected utility theory was identified as recently as 
the year 2000, by Matthew Rabin. The Rabin Paradox is simpler than 
those of Allais and Ellsberg, and yet more devastating for expected utility 
theory. Rabin’s paradox is the observation that decision-makers regularly 
exhibit risk aversion over sums which are so small, relative to their total 
wealth, as to imply an implausibly high degree of risk aversion. Expected 
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utility theory implies that decision-makers with wealth measured in hun-
dreds of thousands or millions of dollars should be virtually risk-neutral 
in gambles which amount to just a few hundred dollars—for the same 
reason that arcs drawn between two points on vanishingly small seg-
ments of a continuous curvilinear function tend towards a linear tangent. 
In other words, where small gambles are involved, we should be back 
to Pascal’s criterion. Only expected value should matter—risk should be 
irrelevant.

Rabin showed that expected utility maximisers who always turn down 
50-50 lose-$100-or-gain-$110 bets will, according to expected utility 
theory, turn down 50-50 bets in which they lose $1000 or gain any sum 
of money. This is true for all utility functions with a positive but dimin-
ishing marginal utility of wealth. It is simply a consequence of the fact 
that risk aversion over small gambles requires a very rapidly diminishing 
marginal utility of wealth.

The logical consequence is stated by Rabin as follows—‘This alge-
bra shows that any attempt to explain attitudes to modest risk aversion 
in terms of the utility of lifetime wealth would imply a paralysing aver-
sion to risks that everyone finds extremely attractive. It appears safe to 
conclude that aversion to modest-stakes risk has nothing to do with the 
diminishing marginal utility of wealth’.8

As Rabin says, to turn down a 50:50 bet of $1000 versus an infinite 
amount of money, which clearly has an infinite expected monetary pay-
off is such a decision that ‘even a lousy lawyer could have you declared 
legally insane for turning down this bet’. And yet, it is not commonly 
seen as insane to turn down an even bet of $100 versus $110. Either 
it should be, or Rabin has identified with some simple and impeccable 
algebra, which I have not reproduced here for reasons of space, another 
reason why expected utility theory cannot be accepted as the final word 
in the theory of decision-making under risk.

Moving beyond these three paradoxes, a further well-known problem 
with expected utility theory arises when attempts are made to explain 
why the same decision-maker in different contexts exhibits behaviour 
which is often risk averse, but occasionally risk seeking. Perhaps you pay 
an insurance premium the same day you buy a lottery ticket—if so, you 
are acting as a risk averter and a risk seeker at the same time. A rich per-
son might lose many thousands of dollars at a casino, while at the same 
time looking for a significant risk premium before moving out of safe 
government securities and into risky corporate stocks. That person is also 
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combining risk aversion with a love of risk. It is difficult to explain such 
behaviours as being consistent with orthodox expected utility theory, and 
impossible to do so without engaging in absurd logical contortionism. 
However, labelling such behaviour as irrational isn’t good enough. Any 
‘hard’ or ‘positive’ descriptive theory of decision-making and of subjec-
tive well-being must provide a plausible explanation such behaviour.

It is well known that decision-makers almost always exhibit risk aver-
sion when dealing with situations relating to objectively risky gains in 
wealth, where those gains have a significant probability. This appears 
consistent with the classical pattern of risk averse behaviour associated 
with Bernoulli’s, and von Neumann and Morgenstern’s, utility functions 
and is written into the modern theory of finance.

Decision-makers are also apparently risk averse when insuring 
against low probability losses and are prepared to pay a premium which 
decreases their expected pay-off to avoid a small probability of a much 
greater loss. The ‘insurance principle’, based on the ‘law of the aver-
age covariance’, which states that many, small uncorrelated risks can be 
diversified away, allows for a profitable industry to profit from such pre-
miums. Consistently risk-averse behaviour is, of course, consistent with 
expected utility theory—neither risk premiums on financial markets, nor 
the payment of premiums on insurance policies, contradicts the axioms 
of expected utility theory in any way.

However, it is also known that many of the same decision-makers 
exhibit an apparent risk preference when gains have a low but positive 
probability—particularly in circumstances when it is easy to imagine such 
an outcome occurring, such as a lottery win or a big win at a casino. 
This can be put down to availability bias, or the over-weighting of events 
which have a low but nonzero probability by decision-makers. It can be 
related to the Allais Paradox.

There is also evidence that decision-makers become risk seekers when 
reacting to circumstances involving a high probability of loss—such as an 
entrepreneur taking a decision with a clearly negative expected pay-off 
since it offers a small likelihood of a significant gain, rather than accept-
ing the likely failure of a business enterprise. In finance, this justifies posi-
tion limits on traders, to prevent them taking greater and greater risks tin 
an attempt to avoid booking a known loss.

To explain this set of attitudes to decision-making under risk, it is 
helpful and perhaps even necessary to incorporate mental accounting, 
reference dependence, loss aversion and nonlinear decision weights into 
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a model. All of these are to be found in Prospect Theory, and all have 
some support in neuro-scientific research. None of them can be found in 
expected utility theory.

To reconcile the Rabin Paradox, all that is needed is mental accounting— 
so that small gambles are habitually evaluated as being separate from total 
household wealth—reference dependence and loss aversion. To reconcile the 
Ellsberg Paradox, what is required is a theory which avoids the use of subjec-
tive probabilities, independent of the level of confidence in those estimated 
probabilities, as decision weights. Finally, to reconcile the Allais Paradox, 
what is required is a theory which is consistent with the over-weighting of 
low probability events, and the under-weighting of higher probability events, 
and which is consequently also consistent with the existence of a ‘certainty 
effect’.

Prior to the development of Prospect Theory, which incorporates the 
above, and can easily explain the apparently confusing mix of risk aver-
sion and risk seeking behaviour just described, the prevailing reactions in 
economics to flaws in expected utility theory included the following:

•	 an ignorance that there are any flaws;
•	 an outright refusal to accept that the flaws are genuine;
•	 a series of defensive adjustments to accommodate particular 

paradoxes;
•	 a resort to defining rationality as equivalent to expected utility max-

imisation and regarding all else as chaos;
•	 or a statement that any such anomalies are of no practical 

importance.

This partially explains the attraction of the microeconomic foundations 
of modern general equilibrium models, which are based on representa-
tive households who at all times practice expected utility maximisation. 
It helps to explain the dogmatic attitude that any model without such 
foundations is insufficiently micro-founded, and the consequent view 
that all macroeconomic analysis must be undertaken within a contem-
porary general equilibrium framework. I have already discussed how 
dynamic stochastic general equilibrium models have come to be perva-
sive in both theoretical and applied macroeconomics. I am now in a posi-
tion to complete that discussion.

The very first equation of such models, as I have already said, is as 
far as anyone needs to go with them. No model which starts by assum-
ing that a household maximises its expected lifetime utility can be taken 
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seriously as a basis for real-world economic analysis. The model has ruled 
out real people by assumption, right at the beginning. This is the ‘soft-
est’ of economics, and sits well with the rest of the unrealism characteris-
tic of real analysis.

To return to the ‘hard’ economics of decision-making and subjective 
well-being, which needs to be broadly consistent with a realistic mon-
etary analysis of modern capitalism, we need to remind ourselves that 
both Pareto and Samuelson made progress in utility theory by choos-
ing hard science over soft science. Pareto rejected a cardinal approach to 
utility theory as being unrealistic. Samuelson attempted to build revealed 
preference theory on axioms he believed to be broadly realistic descrip-
tions of the basis on which rational individuals make decisions. Doing 
hard economics means accounting for real people and real institutions. It 
does not mean the outright rejection of model building, but the build-
ing of analytical models based on acceptable and justifiable assumptions, 
of the type I have already indicated—that is assumptions based on the 
exclusion of insignificant complexities, or the potential for the assump-
tions to be relaxed without significantly changing predictions, or the 
approximate realism of the assumptions.

The Heuristics Approach

It was not until the early 1970s that Amos Tversky and Daniel 
Kahneman, building on the work of Herbert Simon and others, devel-
oped what became known as the ‘heuristics and biases’ approach to 
decision-making.9 This approach involved the identification and classifica-
tion of a variety of common ways in which decision-making is observably 
inconsistent with neoclassical theory, while conforming to Simon’s defini-
tion of procedural rationality.

Heuristics, which commonly lead to biased judgements, include:

•	 the availability heuristic;
•	 the anchoring heuristic;
•	 the substitution heuristic;
•	 the representativeness heuristic; and
•	 the confirmation heuristic.

Availability relates to the fact that we tend to over-weight possible out-
comes which are to the front of our minds. Anchoring relates to our 
tendency to be influenced by meaningless information and/or extreme 
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values given to us, and by and the opinions of others, when making 
judgements under uncertainty. Substitution relates to our tendency 
to substitute simpler and related but essentially irrelevant questions for 
questions which are complex in decision-making. Although defined in a 
somewhat different way by Kahneman and Tversky, representativeness 
has often come to be used to refer to a tendency to draw inappropriate 
conclusions based on small samples. Confirmation bias relates to our ten-
dency to dismiss new information which conflicts with our established 
preconceptions.

Thus: (1) a reluctance to fly following a recent air disaster is an exam-
ple of availability bias; (2) adjusting your opinions partially towards 
those of someone whose views you know to be extreme is an example 
of anchoring bias; (3) buying shares in a company because you like the 
products the company sells, even when the shares may already be over-
valued, is substitution bias; (4) taking a run of price rises in the prop-
erty market as indicating high future returns on property investments is a 
form of representativeness bias; and (5) difficulty in objectively assessing 
a set of ideas which appear inconsistent with preconceptions is a form 
of confirmation bias, which is of course related to cognitive dissonance.

This accumulation of anomalies, heuristics and biases collectively 
form a refutation of expected utility theory. Any one of the above can 
potentially be explained away using some ad hoc adjustment to the the-
ory. Collectively, however, they are lethal to it. On any reasonable inter-
pretation of the logic of the scientific method, expected utility theory 
should now be seen, at best, as a tool limited to those special circum-
stances under which the evidence against its validity is largely irrelevant 
or inconsequential. It therefore needs to be replaced in most contexts 
in which it is employed. If there is any room left for subjective expected 
utility theory in economic analysis for reasons of analytical convenience, 
its use should be limited, and in the full awareness that it is not a realistic 
description of how human beings go about making decisions.

Prospect Theory

We have something better to put in its place—Prospect Theory. This is 
the most important contribution to be made by Kahneman and Tversky, 
collectively, individually, or with other co-authors, and will probably be 
central to the foundations of a new economics over the next century. It 
has unlocked the door to a rich seam of discoveries and insights, relating 
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to loss aversion, status quo bias and the endowment effect, apparently 
inconsistent risk preferences, apparent money illusion and nominal wage 
inflexibility downwards, perceptions of fairness and attitudes towards ine-
quality, financial rewards and motivation, the Allais Paradox, the Rabin 
Paradox, availability and surprise, hedonic adaptation, and human per-
ceptual responses to stimuli such as pain or noise. It is a major element 
in a developing consilience between neuroscience, psychology and eco-
nomic analysis in the fields of subjective valuation and decision-making.

At the heart of all this is the importance of context, or reference 
dependence, in decision-making and the framing effects that this gen-
erates. Kahneman and Tversky’s 1979 paper, in the Econometrica, which 
introduced the theory, should be a foundation stone for the new, hard 
economics. In a later paper, they identified ‘five major phenomena of 
choice, which violate the standard (expected utility maximisation) model 
and set a minimal challenge that must be met by any adequate descrip-
tive theory of choice’ (Tversky and Kahneman 1992). These phenomena 
are

•	 Framing effects. This refers to such matters as the reference point 
used; whether outcomes are characterised as gains or losses (or 
mixed); the possible cancellation of common factors from the con-
sideration of alternative options; the detection or non-detection 
of potential violations of stochastic dominance; and the search for 
simple heuristics when faced with complex problems determine the 
context in which the evaluation of potential outcomes takes place 
and the decision reached.

•	 Nonlinear preferences. These preferences render the Allais Paradox 
non-paradoxical. In expected utility theory, decision weights are 
considered identical to outcome probabilities, with no ‘certainty’ or 
possibility’ effects, thereby rendering the effects identified by Allais 
as anomalous. In Prospect Theory, an S-shaped decision weighting 
function, which is highly nonlinear at very low and very high proba-
bilities, accounts for the effects discovered by Allais.

•	 Source dependence. This refers to an approach to ambiguity aversion, 
as exemplified by the Ellsberg Paradox, and explained by the obser-
vation that the source of uncertainty is important. To wit: ‘people 
often prefer to bet on an event in their area of competence over a 
matched bet, although the former probability is vague and the latter 
is clear’. The implications of this discussion broadly conform to the 
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views expressed by Keynes long ago, in the Treatise on Probability, 
that decision weights are not identical to estimated probabilities.

•	 Risk seeking in the domains of highly probable losses and low prob-
ability (but substantial) gains. The latter is an example of the ‘pos-
sibility effect’ for highly available but unlikely outcomes. We often 
prefer to take a gamble on a risk where there is some hope of avoid-
ing a loss than to accept a certain loss, even when the expected loss 
from the gamble is greater.

•	 Loss aversion. This is the asymmetry between losses and gains in 
mixed gambles, which is at the heart of Prospect Theory. Many 
insights of the insights derived from it, such as status quo bias and 
the endowment effect. Through experience, the influence of loss 
aversion has long been understood by sales staff and marketing pro-
fessionals, and is now finally and persuasively explained within an 
economy theory.

According to Prospect Theory, decision-making under risk involves: (1) 
an editing and framing process where we try to make sense of the deci-
sion and the alternatives available to us; (2) an assessment of the subjec-
tive values of the range of potential outcomes which might arise from 
each alternative course of action; and (3) a subjective decision weight 
which (under risk) is a nonlinear function of the probability of each 
potential outcome.

The major innovation is Kahneman and Tversky’s, subjective value 
function (V), which plays the role of the utility function in expected util-
ity theory. One important difference between the value and utility func-
tions is that the utility function of neoclassical theory is a function of total 
wealth. Substantive rationality in orthodox economics therefore requires 
an analysis of the probability distribution of the possible outcomes from 
current decisions on absolute future wealth. A rational decision-maker 
should then calculate the utility of each possible level of wealth under the 
known states of nature, weight these contingent utilities by their respec-
tive probabilities and calculate expected utility on that basis. The decision 
which generates the highest expected utility is the rational decision, under 
this formula. Risk aversion is described by a diminishing marginal utility 
of total wealth and a resulting degree of concavity in the utility function.

In Prospect Theory, there is a form of mental accounting which is 
inconsistent with expected utility maximisation. Decision-makers do 
not habitually forecast the probability distribution of total future wealth 
when making current investment, or other resource allocation, decisions. 
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Instead, they tend to think narrowly and to compartmentalise decisions. 
For example, the Rabin Paradox is based on the observation that most 
people will turn down a 50:50 gamble where the possible outcomes are 
+$110 and −$110. It is virtually impossible to explain such a decision 
in terms of expected utility theory. However, such decisions are easily 
explained where:

•	 The decision is taken in isolation from the decision-maker’s total 
net wealth (‘mental accounting’).

•	 Losses relative to a benchmark or reference point have a stronger 
psychological impact on the decision-maker than gains (a loss of $1 
has a greater absolute V than a gain of $1).

•	 The benchmark or reference point in this decision, as in many but 
not all decisions, is the origin—no gain or loss in wealth.

•	 There is a diminishing marginal psychological effect to additional 
gains or losses relative to the reference point (so the value function 
is concave in gains V+ but convex in losses V -).

The value function can be described as a two-part power function, and 
indeed, this is the form which appears to be supported by neuro-scien-
tific results. It can be written as follows:

The first of these equations relates to gains, relative to the reference 
point, and the second refers to losses, where x is the deviation from the 
reference point; α,β < 1 and � is the coefficient of loss aversion. There is 
evidence that the coefficient of loss aversion at the discontinuity at the 
origin generally lies between 2 and 3. More generally, loss aversion sim-
ply implies v(x) < −v(−x) (Fig. 4.1).

Loss aversion of this kind has been so widely demonstrated in small 
and large gambles, in both experiments and real-world studies, that it is 
no longer a genuine matter for contention, but rather an established fact.

To complete Prospect Theory, a nonlinear decision weighting func-
tion must be added to the two-part value function. This at least allows 
for the possibility of a form of maximising behaviour, based on the selec-
tion of alternative courses of action between prospects through maximis-
ing the weighted sum of subjective values (v) of potential outcomes (x), 
where decision weights (π) are a nonlinear function of probabilities (p).

(4.2)v(x) = xα if x ≥ 0,

(4.3)v(x) = −�(−xβ) if x < 0.
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It can be assumed that decision-makers try to maximise what they 
believe to be there expected well-being, but do so based on weighting 
possible outcomes in a way that does not generally reflect the best possi-
ble estimate of the probability of them actually occurring, even on those 
occasions where such probabilities could feasibly be estimated; and in a 
way which is reference dependent and exhibits severe loss aversion, so 
is subject to framing, and violates the axioms of expected utility theory. 
This would mean choosing between alternatives based on maximising V, 
where v(x) is the value function, and π(p) describes decision weights π as 
depending on, but not being equal to, the best possible estimate of the 
probability of an outcome occurring.

(4.4)V =

∑

π(p)v(x).

Fig. 4.1  Kahneman and Tversky’s two-part subjective value function, with 
� = 2.3, and α = β = 0.6
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The weighting function is as shown in Fig. 4.2.
According to Prospect Theory, low probability events are either given 

weights which exceed their probabilities, as in Fig. 4.2, or are virtually 
ignored, due to a lack of ‘availability’ during the editing and framing 
process. Besides making the decision weighting function flexible enough 
to be difficult to refute, it has the merit of providing a logical explanation 
for both the over and under-weighting of low probability prospects, and 
the circumstances under which each will apply. The Prospect Theory lit-
erature mainly deals with abstract, or symbolically communicated, prob-
abilities, which are highly available. Under these circumstances, events 
with low probabilities are over-weighted, as in the 1979 paper.

The decision weights for events with higher probabilities conse-
quently under-weight these probabilities. The marginal sensitivity of 
decision weights to small changes in probability is greater than 1 at very 
low and very high probabilities and less than 1 across some mid-range of 

Fig. 4.2  Decision weighting function, over-weighting rare events 
(γ = 0.5, δ = 1)
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probabilities. The weighting function must be concave up to some prob-
ability and then convex, and exhibits asymmetry, in the sense that the 
convex region is larger than the concave region.

The most widely used functional form, which I will risk includ-
ing, even though it looks a little forbidding, has two parameters—one 
of which (γ) determines the curvature of the function; and the other of 
which (δ) determines the point where it intersects the diagonal (γ, δ > 0):

It is often reasonable to assume δ = 1 as an approximation, in which case 
the point of inflexion from concavity to convexity is also the point where 
the function intersects the diagonal (π(p) = p). In this case, the inflexion 
point occurs at p =

1
e
= 0.368, so that at probabilities below this value, 

decision weights exceed probabilities, while above it, they are under-
weighted. Increasing the value of γ decreases the extent to which low 
probability events are over-weighted, with γ = 1 implying linear decision 
weights, and γ > 1 would lead to under-weighting of rare events.

Nonlinear decision weights are also apparently supported by neu-
ro-scientific research, although evidence from neuroscience indicates that 
the form of nonlinearity depends on the circumstances. Decisions taken 
under conditions where people have the opportunity to learn from expe-
rience, but also to forget, appear, based on both the psychological and 
neuro-scientific research related to learning, to be better described by an 
opposite form of weighting function, where events which rarely occur 
are under-weighted, or ignored10 (γ > 1).

This is consistent with Kahneman and Tversky’s statement that rare 
events are either over-weighted or ignored, based on their availability, 
as I have suggested above, and is consequently consistent with a gen-
eralised form of Prospect Theory. The under-weighting of the likeli-
hood of falling asset prices following a prolonged economic expansion, 
as Minskian financial fragility develops, and ‘stability breeds instability’ 
and there develops a ‘radical suspension of disbelief’, reflects this form of 
nonlinearity.

A nonlinear weighting function provides the most convincing theo-
retical explanation of the Allais Paradox. In association with a two-part 
value function, it provides an excellent explanation of several long-
standing ‘anomalies’ with expected utility theory. Prospect Theory con-
vincingly outperforms expected utility theory as a descriptive theory of 
choice, and for those of us who accept Herbert Simon’s definition of 

(4.5)π(p) = exp
[

−δ(− ln p)γ
]

.
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what it means to be rational, the normative definition of von Neumann 
and Morgenstern, and other orthodox theorists of choice like Leonard 
J. Savage and Milton Friedman, can be of only intellectual interest. The 
orthodox approach is dangerous as a basis for any economic model 
which might be used to generate policy prescriptions, or for applied eco-
nomic analysis.

Reference Dependence and the Framing of Inequality

The value function referred to above applies very generally to psycho-
logical evaluations of changes in states and, as such, has provided and 
will continue to provide a wealth of insights. These insights can and 
should inform applied economics and policy formulation. For example, 
in 1989, in an important study, George Loewenstein and his co-authors, 
building on Prospect Theory, investigated how our attitudes to unequal 
outcomes from the resolution of interpersonal disputes depend on the 
way those disputes are framed.11 The results of their research are of great 
importance in the framing of public debates and policy proposals relat-
ing to issues such as equal opportunities and the distribution of income 
and wealth. They showed, ‘it is not so much inequality that people care 
about, whether advantageous or disadvantageous, but departures from 
fairness’.

Outcomes which are understood to be fair become a reference point 
against which potential outcomes can be evaluated. Once this is under-
stood, personal gains and losses relative to the subjectively determined, 
but generally culturally influenced, fair benchmark are evaluated in a way 
broadly consistent with the Kahneman and Tversky value function, but 
with a fascinating variation that depends both on the context of any dis-
pute and on the relationships between disputants.

There were three principal findings from the research of Loewenstein 
and his colleagues. The first was that people strongly dislike disadvanta-
geous inequality. The second was that people’s attitudes towards advan-
tageous inequality depend crucially on the context. The third was that 
people differ in their attitudes towards advantageous inequality. The 
context was particularly important, with a majority of people taking 
a positive view of advantageous inequality in situations framed as busi-
ness disputes between people with a negative relationship, but a majority 
taking a negative view in situations where the dispute was social and the 
relationship described as positive.
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The researchers divided up people into ‘saints’, who consistently dis-
like advantageous inequality; ‘ruthless competitors’, who consistently 
like to get ahead of the other guy; and ‘loyalists’, whose attitude is con-
text-dependent, as described above. It is important to note that it is the 
‘loyalists’, in the middle, who determine majority votes in a democratic 
process. If you can frame policies, like an equitable job guarantee and 
other measures to reduce inequality, in such a way as to appeal to the 
loyalists, you will get majority support. You will win elections. You will 
change the world.

The implications of this research are profound, for the following reasons:

•	 How and to whom we compare ourselves when evaluating the out-
come of an event or bargaining process governs our satisfaction or 
dissatisfaction. Indeed, in a variety of experiments, ‘subjects were 
more concerned with the comparison of their own outcomes with 
those of the other party than they were with the value of their own 
outcomes’. It is therefore important to note the benchmarking to a 
relative reference point.

•	 The extent to which these comparisons are made in a social con-
text or a business and financial context influences our evaluation—
particularly of advantageous inequality. Advantageous inequality 
is generally seen positively in a business context, but is often (and 
for severe inequality generally) seen negatively in a social context. 
It is also seen (weakly, when in a social context) positively where 
negative relationships exist between the decision-maker and those 
against whom comparisons are made. It is seen positively regardless 
of the relationship setting in a business context.

	 Where advantageous inequality has positive value and disadvanta-
geous inequality negative value, the resulting value function has sim-
ilar characteristics to the value function in Prospect Theory—with 
disadvantageous inequality having a greater psychological impact than 
advantageous inequality, which implies a form of relative loss aversion.

	 Where advantageous inequality is seen negatively, the resulting 
value function becomes tent shaped—with the peak value at or close 
to the point of equality of outcome.

	 It is legitimate for our purposes to simplify these results by conflat-
ing the social context and interpersonal relationship effects into one 
variable, governing feelings relating to unequal outcomes. We can 
then can compare two value functions, on the basis of different atti-
tudes towards advantageous inequality, as in Fig. 4.3.
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Loewenstein’s work suggests that political outcomes and social institu-
tions are not governed by stable social preferences, but instead that there 
is at best a simultaneous relationship, and that key exogenous factors 
shifting the determinants of institutions and attitudes over time may be 
interest group pressures, effective political organisations and charismatic 
leaders. Human nature and social attitudes towards what is fair and how 
to evaluate inequalities are not fixed over time, but instead are plas-
tic. We are influenced by evolving social institutions and norms, and of 
course by other people.12 This is consistent with the views of the anthro-
pologist David Graeber, which will be discussed in Chapter 7.

There are interesting implications relating to politics, economic 
reform and some of the social changes which have occurred over the last 
30 years. The shift towards Minsky’s money manager capitalism from 
a mixed economy consensus during that period has financialised social 
relationships, and helped to shift attitudes towards the role of govern-
ment and other social institutions; appropriate tax and welfare systems; 
and even to superannuation.

Fig. 4.3  Value functions for disadvantageous inequality; advantageous inequal-
ity (negative relationship); and advantageous inequality (positive relationship)

http://dx.doi.org/10.1007/978-3-319-90981-3_7
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Attitudes towards inequality in old age can also be expected to be 
influenced by a shift away from social provision and towards private pro-
vision via financial investments. Attitudes towards inequality in socially 
disadvantaged groups are also susceptible to changes in the frame of ref-
erence. The more that the disadvantaged can be represented as a sepa-
rate group from the remainder of us, who have contributed towards their 
own relative misfortune (and as such are depicted in an unfavourable 
light), the more likely attitudes in the community will shift towards the 
Kahneman and Tversky form of value function in the domain of advan-
tageous inequality and away from the tent-shaped value function, where 
advantageous inequality is, if anything, perceived negatively.

We are a long way now from the isolated lifetime expected utility maxim-
iser of neoclassical economics, with her utility in each period depending on 
her own consumption and her lifetime utility being a function of her wealth 
and her stable preferences. We can try to include altruism in her utility 
function, but we won’t get far by doing that—altruism itself is plastic with 
respect to circumstances, relationships and time. We have to start thinking of 
her as a social animal, with plastic and shifting preferences, influencing and 
influenced by other people and social institutions; all against a background 
of an uncertain and changing environment, and a continuing need to make 
decisions in this context. Among these shifting preferences and influences is 
her concern for the relative welfare of others, and a concern for equity. This 
concern for equity reflects current social norms, which have evolved over 
time and will continue to evolve in the future.

The economy and its institutions can be changed, but so can social 
attitudes, and, to a greater extent than generally imagined, human nature 
and subjective preferences. The evolving ‘non-equilibrium’ state of the 
economy at any point in time is surely subject to deliberate manipula-
tion, and to the often unforeseen consequences of that manipulation. 
Cumulative causation and path dependence are ways of referring to the 
role of history in influencing today’s economic structure. The ‘invisi-
ble hand’ of the free market would, if free markets existed, be a highly 
arbitrary and random force for the allocation and employment of social 
resources, and there is no reason to suppose that under any circum-
stances it would lead to outcomes which could be defined as socially 
optimal. But there has never been such a thing as a genuinely free mar-
ket, and there have never been such things as stable preference order-
ings, particularly where issues relating to the well-being of others and 
degrees of economic inequality are concerned. Karl Polanyi, in The Great 
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Transformation (1944), and well before him, Thorstein Veblen, in The 
Theory of the Leisure Class (1899), would both have both agreed with all 
the above, so they are hardly new ideas. The point is that they are truths 
implied by the hard economics of ‘people as they are’, and have for many 
years been obscured, and crowded out of orthodox economics, by the 
soft economics of utility theory.

From the perspective of macroeconomic policy formation, Prospect 
Theory and the other advances in behavioural economics have poten-
tially transformational implications for issues such as employment and 
unemployment, social attitudes and social institutions, fiscal policy and 
economic efficiency. They are inconsistent with orthodox models, nat-
ural rate reasoning, the foundations of dynamic stochastic general equi-
librium models, the modern practice of monetary and fiscal policy, the 
associated forms of financial and other deregulation and government 
dis-involvement in the economy.

They are entirely consistent with the Post-Keynesian economics of 
Chapter 3, the hard monetary macroeconomics of Chapters 5 and 6, 
and my advocacy for a more equal and sustainable society, backed by an 
equitable job guarantee, in Chapter 7. By that stage in our discussion, 
we will have put in place the essential elements of an internally consistent 
and realistic alternative, progressive, sustainable framework for macroe-
conomic management, which I will argue should replace the orthodoxy 
of the past few decades.

To overturn such an entrenched and powerful set of attitudes to the 
appropriate way of doing economics, and generating and evaluating poten-
tial economic policies, is a forbidding task. It isn’t enough for us merely to 
be right or to have a better model of the economy. We have to convince 
enough people to engage with our discourse and to overcome the mislead-
ing language and metaphors of neoclassical macroeconomics. The framing 
of what we have to say is almost as important as its substance. This is an 
issue to which I will return in Chapter 8, with reference to a paper by a cog-
nitive linguist and a leading modern monetary theorist.

The remaining chapters leave the soft economics of utility theory and 
general equilibrium behind, and outline the elements of a hard econom-
ics that builds on the monetary analysis of Chapter 3 and deals with real 
people, and real institutions and markets. It allows for the formation of 
economic policies designed to provide the great majority of people with 
a better chance of a sustainable and secure sense of well-being and more 
inclusive, equitable and sustainable societies.

http://dx.doi.org/10.1007/978-3-319-90981-3_3
http://dx.doi.org/10.1007/978-3-319-90981-3_5
http://dx.doi.org/10.1007/978-3-319-90981-3_6
http://dx.doi.org/10.1007/978-3-319-90981-3_7
http://dx.doi.org/10.1007/978-3-319-90981-3_8
http://dx.doi.org/10.1007/978-3-319-90981-3_3


138   S. HAIL

Notes

	 1. � Herbert Simon described economics not supported by psychological and 
sociological research as a ‘one-bladed scissors’ (1986, 223–224).

	 2. � ‘With infinite regress’, as Kenneth Arrow put it, in his 1986 paper. Arrow 
described the ergodic hypothesis as ‘a stochastic form of perfect foresight’.

	 3. � For a comprehensive and accessible discussion (see Kahneman 2011).
	 4. � This was devised by Shane Frederick, now at Yale, when he was at M.I.T.
	 5. � Probability theory emerged from a correspondence between Pascal and 

Fermat in 1654, relating to a hypothetical problem in gambling. The 
story is told in Bernstein (1996).

	 6. � The St. Petersburg Paradox is also discussed and explained in Bernoulli’s 
paper, having been first described by his cousin, Nicolas, 25 years ear-
lier. The St. Petersburg Paradox relates to a game of chance, involv-
ing successive tosses of a fair coin, where: (1) the game ceases once a 
‘heads’ is tossed and (2) the pay-off from tossing a ‘heads’ is doubled 
until a ‘heads’ is thrown. To use modern and convenient monetary 
units, rather than Bernoulli’s ducats, if the coin is tossed and comes up 
‘heads’ first time, the player wins $2 ducat and that is the end of the 
game. The expected value (EV) of this outcome is clearly $1

(

0.5× $2
)

.  
However, if the coin comes up ‘tails’ on the first toss, then it is tossed 
again, and if a ‘heads’ occurs on the second toss, the player receives 
$4, and this is the end of the game. The EV of this outcome is also 
$1

(

0.5× 0.5× $4
)

. Should the coin continue to come up ‘tails’, then 
the coin is tossed again, and this continues until the occurrence of a 
‘heads’. Because on each successive toss, the pay-off to a ‘heads’ is dou-
bled, the multiplication of the probability by 0.5 is cancelled, leaving 
the EV of each additional prospective toss at $1. Since the game can 
in principle continue indefinitely, this implies that the EV of the game 
to a player is infinite. According to Pascal’s maximum EV criterion, a 
player should be prepared to pay any non-infinite sum for the right to 
play the game. No one, of course, would be prepared to pay more than 
a few dollars to take part in the St. Petersburg Game—hence the par-
adox. The paradox is resolved once additional wealth is described to 
have a sufficiently diminishing marginal utility, and the decision-maker 
is assumed to aim to maximise his expected utility, rather than his 
expected monetary wealth.

	 7. � This is essential to modern portfolio theory, which in turn is the basis for 
asset pricing models such as the capital asset pricing model, and essential 
for the efficient markets hypothesis. It is contradicted by the widespread 
evidence for mental accounting, discussed below.
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	 8. �R abin (2000, 204).
	 9. � Tversky and Kahneman (1974), also discussed in Kahneman (2011).
	 10. � Glimcher (2011, 385).
	 11. � Loewenstein et al. (1989).
	 12. � As argued down the years by Veblen, Polanyi, Duesenberry and many 

others.
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Modern monetary theory, as a frame for thinking about macroeconomic 
policy, is central to the new economics of sustainable prosperity. Though 
there is much in modern monetary theory that is new, it nonetheless has 
long historical roots, in the tradition of hard monetary analysis (for a 
macroeconomics text which is firmly grounded in modern monetary the-
ory, see Mitchell et al. 2016; for a primer in modern monetary theory, 
see Wray 2012; for a less formal explanation, see Mosler 2010).

It was developed, in the 1990s, by Warren Mosler (1996), William 
Mitchell (1998), Randall Wray (1998), Stephanie Kelton (Bell 2000) 
and others. It builds on the work of earlier Post-Keynesian econo-
mists, including Keynes himself; on the contributions of Paul Davidson, 
Hyman Minsky and Michal Kalecki; and on Abba Lerner’s laws of func-
tional finance (Lerner 1943). It is also related to, and can be supported 
with reference to, the stock-flow consistent monetary macroeconomics 
of Wynne Godley, which will be discussed in Chapter 6. It is grounded 
in a realistic understanding of the mechanics of monetary systems; of the 
possible configurations of monetary institutions in a modern economy; 
and of the actual day-to-day operations of governments, central banks 
and private financial institutions under current institutional arrange-
ments. It is directly related to the state and chartal theories of money of 
Georg Friedrich Knapp1 and Alfred Mitchell-Innes.2 It is consistent with 
the available anthropological and archaeological evidence relating to the 
fundamental nature of money, and its emergence in ancient societies.3 It 

CHAPTER 5

Modern Monetary Theory
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is also consistent with the monetary theories of Karl Marx and, in mod-
ern times, Augusto Graziani4; and the horizontalism of Nicholas Kaldor, 
Basil Moore5 and many others. Modern monetary theorists, like these 
economists, reject as being works of pure fiction both the orthodox 
money multiplier theory of fractional reserve banking and the orthodox 
loanable funds view of interest rates.

According to Randall Wray, the name ‘modern money theory’ itself is 
derived from these words in Keynes’ A Treatise on Money: ‘the state, there-
fore, comes in first of all as the authority of law which enforces the pay-
ment of the thing which corresponds to the name or description in the 
contracts. But it comes in doubly when, in addition, it claims the right to 
determine and declare what thing corresponds to the name, and to vary 
its declaration from time to time—when, that is to say, it claims the right 
to re-edit the dictionary. This right is claimed by all modern states and has 
been so claimed for some four thousand years at least’ (Keynes 1930, 4). 
By this definition, money has been ‘modern’ throughout monetary history.

As for Keynes and the school of thought we now know as MMT, it 
would be wrong to say that modern monetary theory can be found fully 
developed in Keynes’ works, although there are statements in both the 
Treatise and The General Theory which anticipate modern monetary the-
ory. Moreover, in a letter to James Meade, written in 1943, Keynes said 
of Abba Lerner, the father of functional finance, and so for some, if not 
the grandfather of modern monetary theory, at least a favourite uncle, 
‘His argument is impeccable. But heaven help anyone who tries to put it 
across’.6 Modern monetary theory is an updated, fuller and more sophis-
ticated, development out of Abba Lerner’s laws of functional finance, 
and Hyman Minsky’s call for an effective instability thwarting mecha-
nism, based on fiscal policy. The difficulties of putting it across are no 
less severe today than they were in 1943, when that letter was written. 
If we are to have a second Keynesian revolution, which is more faith-
ful to the economics of Keynes (as opposed to what became known as 
Keynesian economics), more resilient to attack and a basis for genuinely 
sustainable prosperity, they are difficulties which we must overcome.

Axioms of Modern Monetary Theory

There are three core statements, or axioms, at the heart of modern mon-
etary theory. Once learned, they can never be forgotten, and once under-
stood, they are self-evident. Economic analysis which ignores them, or 
which denies their validity, is in defiance of either the laws of accounting 
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or the laws of science, is incompetent and is therefore liable to be mis-
leading. The first axiom is the statement that monetary sovereign gov-
ernments face no purely financial budget constraints. This is widely 
misunderstood and is of vital importance. A monetary sovereign govern-
ment is one with its own currency and central bank, a floating exchange 
rate and no significant foreign currency-denominated debt. The USA 
has a monetary sovereign government, and this monetary sovereignty is 
by no means dependent on the status of the dollar as a global reserve 
currency. Japan, Australia and the UK are other examples of countries 
with monetary sovereign, currency-issuing governments. Monetary sov-
ereignty, thus defined, is dependent on neither reserve currency status 
nor a country overall being a net international creditor. Australia and 
the modern-day UK fulfil neither of these criteria, and yet in both cases, 
these countries have monetary sovereign status.

The Eurozone countries are not monetary sovereigns, as they do not 
have their own currencies. Governments are not fully monetary sov-
ereign if they are committed to the defence of a fixed exchange rate, 
whether that is against a single foreign currency, a basket of currencies 
or a commodity. When the USA and the UK were on the gold standard, 
their governments were not monetary sovereigns. This limited the pol-
icy space available to such governments in managing their economies. It 
is the reason the gold standard broke down in the 1930s and the reason 
the Bretton Woods system failed in the early 1970s. It is also the reason 
for the prolonged economic slump in so many Eurozone countries in the 
decade since the Great Recession. Even governments with their own cur-
rencies and no commitment to a fixed exchange rate are not fully sover-
eign if they have significant foreign currency-denominated liabilities; 
or at least have limitations on their sovereignty, if, like many low- and  
middle-income countries, they are currently dependent on imported neces-
sities, such as food and energy, priced in terms of foreign currency, and so 
are vulnerable to currency depreciation on the foreign exchange market.

Modern monetary theorists normally advise central governments 
which are not currently monetary sovereigns to achieve or restore that 
sovereignty, or where that sovereignty is compromised as described in 
the previous paragraph, to work to eliminate the causes of the limitations 
on their monetary sovereignty. In a low- or middle-income country, this 
might involve working towards self-sufficiency in sustainable agriculture 
and/or green energy, supported by a job guarantee scheme, as recom-
mended by Fadhel Kaboub and other researchers at the Binzagr Institute 
for Sustainable Prosperity.7 More generally, an acceptance of austerity, 
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unemployment and poverty due to a fear that a fiscal deficit might drive 
currency devaluation and imported cost-push inflation is not the appro-
priate response to those who argue modern monetary theory is inap-
plicable to low- and middle-income countries. Instead, policy-makers 
should identify whether such vulnerability is real or imagined, and to the 
extent it is real, work towards resolving the structural issues which are its 
cause. A trade deficit which is simply a reflection of the rest of the world 
wishing to net export to a country is not necessarily a threat. Indeed, it 
can be seen as a net benefit for the country, since the rest of the world is 
exchanging goods and services, which are costly to produce, for domes-
tic currency, which has a zero production cost, and are thereby adding 
to the well-being of domestic residents, as long as full employment is 
maintained. Looked at this way, trade deficits benefit domestic residents, 
while trade surpluses are costly, as well as being unnecessary. Just as we 
cannot meaningfully classify any fiscal balance as good or bad out of con-
text of the current state of the economy, the same is true of a current 
account, or trade, balance.

Only monetary sovereigns are in a position to guarantee sustainable 
prosperity, where that prosperity is based on equitable full employment, 
and not on private debt, or the pursuit of an unnecessary trade surplus. 
Only monetary sovereigns are free of purely financial constraints on their 
net spending. Only monetary sovereign governments are free of the need 
to ‘get into debt’ and in a position to ignore threats from credit-rating 
agencies and the mistaken advice of those who believe financial markets 
can undermine their ability to maintain full employment. Monetary sov-
ereign governments, such as the government of Japan, cannot ever run 
out of their own currencies. They cannot be forced into insolvency as 
a result of accumulating liabilities denominated in those currencies. The 
very notion is absurd.8

Among the insights to be derived from modern monetary theory is 
the fact that such governments do not necessarily need to issue debt 
securities at all. They may choose to do so, if such securities play a useful 
role in their financial system. They may continue to do so, as an anach-
ronism, continuing with a practice which may have had value in the days 
of a gold standard, or at least of a fixed exchange rate which had to be 
defended using foreign currency reserves. They may have institutional 
arrangements which make it appear as though the government must 
‘borrow’ by issuing debt securities before it can net spend, even though 
this is misleading, and in any case, those institutional arrangements could 
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easily be changed. They may use government security issuance to man-
age liquidity on the private money market, for the management of inter-
est rates, so that selling government bonds is an act of monetary policy, 
rather than of fiscal policy. But they do not actually need to issue treasury 
bonds or bills at all.

The second core statement, or axiom, of modern monetary theory, 
is that all economies, and all governments, face real and ecological lim-
its relating to what can be produced and consumed, depending on the 
current productive capacity of the economy. It is obvious that monetary 
sovereign governments can cause inflation, if they choose, by spending 
too much themselves, or not taxing highly enough. When this happens, 
the total level of spending in the economy exceeds what can be pro-
duced by all the labour, skills, physical capital, technology and natural 
resources which are available. Occasionally, even professional economists, 
when attempting to criticise modern monetary theory, confuse the first 
and second axioms, and end up accusing modern monetary theorists of 
assuming that real resources are inexhaustible. We can obviously also 
damage and even potentially destroy our natural ecosystem if we produce 
too many of the wrong things, or use the wrong processes to produce 
what we want to consume. Ecological sustainability is not an issue which 
can just be swept under the carpet, and I will return to this issue in 
Chapters 7 and 8.

Currency-issuing governments do not need to tax us before they can 
spend, and once you understand the distinction between a currency 
issuer and the users of that currency, it becomes obvious that this is the 
wrong way to think about taxation. We need to obtain the government’s 
money: they do not need to obtain ours. Why would they need their cur-
rency, which they create, from us? Until what we will describe below as 
the monetary base, which includes electronic reserves held by the bank-
ing system at the central bank, as well as physical currency, is spent into 
existence by the government, it cannot be used to pay taxes, or accumu-
late in the private sector as a nominally safe financial asset. The spending 
comes before the taxation, or the bond issuance. The macroeconomic 
purpose of taxation is to create space within the productive capacity of 
the economy to allow for government spending on public goods without 
total private and government spending being excessive. In other words, 
the reason we have to pay taxes is to limit inflation and to guarantee a 
sufficient demand for the government’s money as ‘that which is neces-
sary to pay taxes’ to support its value.

http://dx.doi.org/10.1007/978-3-319-90981-3_7
http://dx.doi.org/10.1007/978-3-319-90981-3_8
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This does not mean government spending and taxation have to equal 
each other, and in countries like the USA, Japan, the UK or Australia, 
this rarely happens in practice. Consider the fiscal balance of the USA 
since 1970, shown as a share of gross domestic product in Fig. 5.1. The 
unfortunate Clinton surplus, which helped to set up the conditions for a 
financial crisis, is clear enough, as is the normal requirement for the US 
government to run fiscal deficits.

Japan’s big financial crisis hit in the early 1990s. Once again, a fis-
cal surplus seems an unwise goal, and fiscal deficits normal and neces-
sary. And for the UK, apart from the Margaret Thatcher surplus in the 
late 1980s, you cannot help but notice the similarity with the chart for 
the USA. Once again, fiscal surpluses have not been associated with sus-
tainable prosperity, but have instead been combined with rising private 
debt, financial fragility and eventual recession, or even major financial 
crisis. As we have already said, these countries have monetary sovereign 
governments, so that their governments are never obliged to run such 
surpluses. The modern monetary theory and stock-flow consistent mac-
roeconomics of this chapter and the next explain that any specific fiscal  

Fig. 5.1  Fiscal balances (Sources Federal Reserve Economic Data; Australian 
Bureau of Statistics; Reserve Bank of Australia)
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target taken out of context is a serious mistake, that the fiscal bal-
ance should move endogenously to meet the net savings desires of the 
non-government (domestic private and foreign) sectors at full employ-
ment, and that it is normal and even good for the fiscal balance to be in 
deficit.

It is a similar story for Australia. Once again, the fiscal surplus of the 
late 1980s occurred before a severe recession in the early 1990s. The sur-
pluses of the late 1990s and early 2000s, while they did not lead to a 
recession, could only be sustained by a build-up in private-sector, and 
most notably household, debt. Australia consequently now has a house-
hold debt to GDP ratio far above that of the other countries, about dou-
ble that of Japan, about 50% higher than that of the USA and close to 
being the world’s highest. The consequence is a more fragile financial 
system, supported by an expensive property market, especially in the 
two major cities of Sydney and Melbourne. Whether there is a Minskian 
downturn in store for Australia, driven by a deflating property market, is 
something that only time can tell. Only a willingness to add a sufficiently 
large discretionary element to what was an endogenously emergent fiscal 
deficit in 2009 prevented this from happening almost a decade ago.

Balanced budget rules, or arbitrary limits on fiscal deficits along the 
lines of the Eurozone Fiscal Stability Treaty, are foolish and betray a 
tragic lack of understanding of the responsibilities and opportunities of 
a monetary sovereign government. This should be obvious to anyone 
familiar with Lerner’s writing on functional finance, in the 1940s—let 
alone the body of work contributed by modern monetary theorists since 
the 1990s.

It leads us on nicely to the third core statement, or axiom, of mod-
ern monetary theory, which is that the government’s financial defi-
cit is everybody else’s financial surplus. Since this principle is closely 
related to the stock-flow consistent macroeconomics of Chapter 6, I will 
explain it only very briefly here. For every borrower in a financial sys-
tem, there must be a lender. This means that financial surpluses (lend-
ing) and financial deficits (borrowing) always cancel out, or if surpluses 
are recorded as + items and deficits as−items, they always sum to zero. 
At issue is which institution is best placed to issue the net financial liabil-
ities that others can then hold as assets. The currency issuer, which can-
not become insolvent, or currency users, for whom debt repayments are 
a burden which can lead to insolvency? The answer should be obvious. 
If governments want a secure financial system, they should want strong 

http://dx.doi.org/10.1007/978-3-319-90981-3_6
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private-sector balance sheets, which means the private sector will need to 
be able to net save, and so the monetary sovereign government will need 
to spend into existence the money to make that saving possible.

In an economy with a zero trade balance, if the government wants 
the private sector to net save over time and to develop more secure bal-
ance sheets, then the government will have to run a financial deficit. It 
will have to spend more currency into the private sector than it taxes out 
of it again, allowing the private sector to run a financial surplus. If the 
rest of the world wishes to accumulate net financial assets in the country 
(i.e. it wants to net export to the country), then the government’s defi-
cit will have to run a deficit large enough to meet both this desire and 
the wishes of the private sector to net save. The only way for the private 
sector and the government sector to both run surpluses at once is if the 
country as a whole is running a surplus on the current account of its 
balance of payments, and lending to the rest of the world. While some 
countries, like Norway, Singapore or Germany, can and do net export 
enough so that this is possible, it is obviously not possible for all coun-
tries to pursue this strategy at the same time with success. Even these 
countries can only do this to the extent that in other countries, govern-
ments are prepared to net spend, and/or private sectors are prepared to 
accumulate further debt. The world as a whole cannot be a net exporter. 
In the great majority of countries, for the private sector to be in sur-
plus, the government must be in deficit. We will return to this insight 
in the next chapter. It is vitally important. The fact that it is not gener-
ally understood, despite the fact that most governments nonetheless do 
run fiscal deficits most of the time, is a testament to the strength of grip 
which the misleading ‘government as household’ metaphor has on eco-
nomic discourse.

Abba Lerner’s Laws of Functional Finance

The closest forerunner of modern monetary theory was, as I have stated, 
Abba Lerner’s theory of functional finance. Lerner’s view was that the 
government’s fiscal balance should be allowed to move to whatever level 
is required to maintain full employment, given the current spending and 
portfolio decisions of the private sector. The implication is that the fis-
cal balance is an endogenous variable, reacting to the inevitable cyclical 
swings in private-sector behaviour, and alleviating the normal tendency 
of capitalist economies to generate insufficient effective demand for the 
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achievement and maintenance of tight full employment. Nobody but 
the government can take responsibility for maintaining the total level of 
spending in the economy at the full employment level.

Lerner wrote that ‘The first financial responsibility of the government 
is to keep the total rate of spending in the country on goods and services 
neither greater nor less than that rate which at the current prices would 
buy all the goods that it is possible to produce’ (1943, 39).

This is in contrast with the ‘sound finance’ of the pre-Keynesian 
Treasury view of the 1920s, which in its modern form still dominates 
policy thinking today, on the verge of the 2020s (!!). It is a very persis-
tent, if innocent, fraud, indeed. Under a doveish modern interpretation 
of ‘sound finance’, a government may run a fiscal deficit during an eco-
nomic recession, but ought to avoid fiscal deficits on average across the 
cycle, or at least to avoid structural deficits large enough to increase the 
ratio of government debt to GDP over time. The central bank should 
then set official interest rates to achieve an, explicit or implicit, inflation 
target and should avoid purchasing significant levels of government debt 
in the primary market, in order to avoid ‘monetising’ the government’s 
deficit. To ‘monetise’ the deficit is viewed as an ‘unsound’ financial pol-
icy. Such was the policy consensus, at least among the great majority of 
orthodox neoclassical economists, of the 1990s and 2000s. It probably 
still is.

Implicit in sound finance is the view that ‘monetising’ government 
debt, since it adds to reserves of federal funds held in the banking sys-
tem, is more inflationary than debt ‘finance’ via sales of government 
bonds to the private sector. Such a view is based on a widely held misun-
derstanding of how modern banking systems work, and a persistent con-
fusion among economists and policy-makers about how monetary policy 
works, and about the impact it can have on credit creation, total spend-
ing and inflation.

Lerner got it right, many years ago, when he described government 
bond issuance as essentially a swap of one government liability for anoth-
er—‘The second law of Functional Finance is that the government 
should borrow money only if it is desirable that the public should have 
less money and more government bonds, for these are the effects of gov-
ernment borrowing’.

He rejected ‘sound finance’ in his two laws of functional finance, 
firstly by explaining that arbitrary government deficit and debt ratios 
are not an appropriate focus of economic policy, and secondly by 
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demonstrating that deficits do not need to be ‘fully funded’ through 
bond sales. Originally, Lerner was writing in an era where persistent 
inflation outside wartime was not anticipated. However, as inflationary 
pressures built up in the post-war period, partly for the sociological rea-
sons identified by Hyman Minsky, he added a tax-based incomes policy, 
as advocated by Stanley Weintraub, to his proposals. Later, he shifted 
towards a market-based permit scheme to manage wage increases, rem-
iniscent of the cap and trade approach for dealing with greenhouse gas 
emissions. The main inflation anchor in modern monetary theory is the 
wage paid to participants in the government’s job guarantee scheme, 
but this does not exclude the possibility of other mechanisms being used 
where necessary to manage inflation.

Lerner’s views on government finance are shared by modern mon-
etary theorists. Modern monetary theory includes much more than 
functional finance, however, as is demonstrated in this chapter. The 
importance of monetary sovereignty, the relationship between fiscal 
and monetary policy, the limitations of monetary policy, the operations 
of a modern financial system, stock-flow consistency, the potential for 
Minskian financial instability, and the functions of a job guarantee are all 
essential parts of modern monetary theory.

To recap, the first axiom of modern monetary theory is that a mone-
tary sovereign government faces no purely financial constraint. The sec-
ond axiom of modern monetary theory is that all governments, whether 
monetary sovereigns or not, face real and ecological constraints, relating 
to the productive capacity of the economy. A lack of natural resources, 
human resources, capital resources, skills and technology limits what can 
be produced. Limitations on the stock of non-renewable resources and 
on the assimilative capacity of the environment regarding waste gener-
ated in production or consumption limits what can be sustainably pro-
duced. The second axiom does not invalidate the first one, however. 
What is possible, given our limited real and ecological resources can 
always be paid for. Money is not the issue.

MMT Basics

The simplest way to explain the essentials of modern monetary theory is 
within an apparently unrealistic institutional framework, with a consoli-
dated government sector and no separate central bank, or where the cen-
tral bank is just a government department. This conflation of the central 
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bank with the central government is sometimes objected to by critics of 
MMT, because it is not consistent with current institutional arrange-
ments.9 I accept that criticism—noting, however, firstly, that as Minsky 
said, institutional arrangements which are currently a barrier to the pur-
suit of the public purpose can always be changed; and secondly, that the 
axioms of modern monetary policy still apply under more complicated 
institutional set-ups. To put it another way, such critics have missed the 
point.

If we, for the moment, defy the critics and consolidate the central 
bank into a government sector, then there is no distinction between the 
balance sheet of the central bank and the central government. The fol-
lowing points are then rendered very clear:

•	 Government expenditure involves the direct creation of bank 
deposits and bank reserves. Governments literally spend via key-
strokes, and there are no financial limitations on government spend-
ing, beyond normal budgetary processes. Government spending is 
‘financed’ when it is authorised, purely by being authorised.

•	 Since there are no financial limitations on government spending, 
the government does not need to tax or to generate other cash 
flows for itself before it can spend. It has, therefore, no fiscal moti-
vation for issuing debt securities. Government bonds and bills are 
unnecessary, at least from the perspective of financing government 
spending.

•	 Taxation exists not to finance government spending, but purely to 
modify private-sector behaviour and economic outcomes. Taxation 
is there primarily to limit private-sector purchasing power by reduc-
ing disposable incomes; to create room within full employment 
output for non-inflationary government spending; and to create 
sufficient demand for government money to maintain its accepta-
bility and price stability. In addition, the conventional micro-
economic functions of discouraging undesirable activities and 
contributing towards a socially acceptable distribution of income 
and wealth remain valid.

•	 In this institutional set-up, there is no distinction between sales of 
government securities by the central government (which are con-
ventionally seen to have the role of ‘funding’ the government defi-
cit and avoiding its more inflationary ‘monetisation’) and sales 
of securities by the central bank (which are concerned with the 
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management of bank cash reserves and the maintenance of the offi-
cial interest rate target). The former motivation for bond issues, as 
I have already stated, is not a valid one, which leaves us with bond 
issues being justifiable only for the purposes of interest rate main-
tenance on the overnight cash market. Sales of government securi-
ties in this institutional set-up can only be justified for this purpose, 
which makes them monetary policy operations rather than fis-
cal ones, and as a means of providing a safe, interest-bearing asset 
to fulfil the requirement for a nominally safe benchmark asset in pri-
vate-sector portfolios.

•	 The overall size of the government relative to the private sec-
tor remains a political issue, depending on the preferences of the 
electorate for public goods as opposed to private goods, and on 
the level of taxation which is necessary to ensure that total gov-
ernment and private-sector spending does not exceed what is con-
sistent with non-inflationary full employment. The fiscal balance is 
then free to move over the cycle, in response to automatic stabilisers 
and discretionary policy changes. The balance is mainly determined 
endogenously, by non-government-sector spending and saving 
behaviour (where the non-government sector includes both the 
domestic private sector and the rest of the world).

The absorption of the central bank into the government sector, so that it 
is not treated as a separate institution, purely facilitates clarity. The valid-
ity of modern monetary theory is not dependent on consolidating the 
central bank into the government in this way. The above claims remain 
true, in other words, even when the central bank exists as a separate 
institution from the central government, as long as the central bank is 
prepared to ‘lend’ to the central government without limit; to purchase 
government bonds when required in the primary market; to provide the 
central government with an unrestricted ‘overdraft facility’; or just to 
purchase government bonds without limit in the secondary market, as 
the Bank of Japan has been doing in 2017 and 2018. Just a commitment 
by the central bank to never ‘bounce a government cheque’ is more than 
enough. Central banks do not ‘bounce government cheques’ in mone-
tary sovereign economies.

Government net spending then generates an asset for the central 
bank, in the form of government securities, or a government overdraft, 
to match the liability of increased commercial bank reserves, and, of 
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course, increased bank deposits for the private sector. There remains no 
financial limitation on government spending. Everything else remains as 
before. Although it may appear to be the case that government spending 
is financed through taxation or bond sales, as they lead to credits on the 
government’s balance at the central bank, which are, in an accounting 
sense, ‘necessary’ to permit government spending from this balance, this 
is an illusion. To fall for such an illusion is to display a lack of under-
standing of the monetary system.

It is an illusion because it is a misleading way of describing financial 
processes. In practice, the government can still spend without limit, 
through the use of keystrokes, and buy anything which is available for 
purchase in domestic currency. The existence of a separate institution 
called a central bank, with its own balance sheet, does not alter the fiscal 
space available to a monetary sovereign government (Fullwiler 2010). It 
is, in effect, just a convention of public finance accounting.

That such governments can, and generally do, act as though they 
need to raise taxes before they can pay for their spending, can be put 
down to ignorance or to politics. They may issue government secu-
rities, as Lerner suggested, because they think it is a worthwhile thing 
to do, given the role played by those securities as default risk-free finan-
cial assets for the private sector, and across the financial system. They 
may do so, however, for purely anachronistic reasons, or out of igno-
rance, of possibly for political reasons once again. If current institutional 
arrangements, which do not change the truth of the axioms of modern 
monetary theory, obscure that truth and mislead policy-makers, many 
economists and the general public, there is a good case for changing and 
simplifying those arrangements. Central banks are effectively just depart-
ments within the government, even if important decisions made within 
them, for example on official interest rates, are made, for good or ill, 
independently of elected politicians.

Fiscal Sustainability

Those economists who lack an understanding of monetary sovereignty 
waste a great deal of time and energy on an issue they describe as ‘fis-
cal sustainability’. To a modern monetary theorist, fiscal sustainability 
requires the government to run fiscal deficits high enough to allow the 
non-government sector (the private sector and the rest of the world) 
to fulfil their net savings desires while total spending remains at the 
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non-inflationary, full employment level. It is sustainable, because it does 
not require the private sector to go into debt, and to increase the fra-
gility of the financial system, to maintain full employment. It is consist-
ent with strong private balance sheets and strong financial regulation. It 
is fiscal surpluses which are unsustainable, in economies without trade 
surpluses, as they drive the private sector into debt, as was the case in 
Australia between 1996 and 2006. This is not what orthodox economists 
are referring to when they discuss fiscal sustainability, however.

The orthodox approach to fiscal sustainability ignores the distinction 
between a currency issuer and a currency user and so ignores the issue of 
monetary sovereignty entirely and treats the governments of modern-day 
Greece and Australia, for example, as though they operate under similar 
monetary systems. Greece, as everyone ought to be aware, is not a mon-
etary sovereign nation, as it is in the Eurozone: Australia has a monetary 
sovereign government. Ignoring the distinction between them invali-
dates anything else you have to say about fiscal policy. The distinction 
is vital. It is why Greece, remaining within the euro, was not in a posi-
tion to avoid a prolonged economic depression, following the shocks 
of 2008–2010. Its government, as a non-monetary sovereign, unsup-
ported by a central bank, was at the mercy, firstly of the bond market 
and secondly of the European Central Bank, the International Monetary 
Fund and its fellow members of the Eurozone. Unemployment peaked 
at 27.5% in 2013, having been well below 10% during the 1980s and 
almost the whole of the 1990s. It remains above 20% in early 2018.

The orthodox approach is rooted in a misunderstanding of the nature 
of money, as stated in Chapters 1 and 2, and is consequently also, even 
now, infected by the money multiplier fallacy, as we shall see. When mis-
leading people about fiscal policy, as they so often do, orthodox econo-
mists start by writing down what they wrongly call a government budget 
constraint. It is not a constraint at all, since we know a monetary sover-
eign government faces no purely financial constraint. It is an identity, and 
one which can equally well be used to illuminate the interaction between 
fiscal and monetary policy from a modern monetary theory perspective, 
as to refer misleadingly to constraints and policy sustainability from an 
orthodox one.

Gt is government spending in year t; Bt−1 is the value of government 
bonds (or, more correctly, debt securities) existing at the end of year 

(5.1)Gt + rtBt−1 = Tt +�Bt +�Ht .

http://dx.doi.org/10.1007/978-3-319-90981-3_1
http://dx.doi.org/10.1007/978-3-319-90981-3_2
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t−1; rt is the average rate of interest on those government securities in 
year t; Tt is taxes collected during year t; �Bt is the net increase in total 
bonds issued to the non-government sector (‘government borrowing’) 
across year t; and �Ht represents any use of what is often called ‘seignor-
age’, or ‘printing money’ to increase the monetary base in the financial 
system. On the left-hand side, we have total government outlays, includ-
ing the payment of interest to those who hold existing government secu-
rities. On the right-hand side, we have taxes, net bond issuance and the 
net issuance of currency and bank reserves. The equation is in no sense a 
constraint, because there is no upper limit to �Ht, as central bankers have 
demonstrated, if it ever needed demonstrating, since 2008. However, it 
is an accounting identity.

If we move tax receipts over to the left-hand side of the identity, we 
have an expression for the fiscal deficit across the year, Ft.

A fiscal deficit can be accounted for through the issuance of government 
securities, or purely by crediting bank reserve accounts through the use 
of keystrokes. Given that every $1 the government spends is initially a 
keystroke operation, and bond issuance, when it happens, merely with-
draws from the system funds which have previously been credited to 
bank reserve accounts, it makes sense to rearrange the equation a little 
more, and to put the increase in the monetary base on the left-hand side:

A fiscal deficit will increase bank reserves and the monetary base unless it 
is offset by the sale of additional government bonds to the non-govern-
ment sector. Sales of bonds by the treasury in the primary market, or by 
the central bank, from its balance sheet, in the secondary market, can be 
used to drain excess reserves from the banking system. This is one way 
of preventing money market interest rates being driven down below the 
central bank’s target for the policy rate (called the federal funds rate in 
the USA, and a variety of other names in other countries). As we will see, 
it is by no means the only mechanism available to central banks in the 
management of interest rates.

Orthodox economists claim that significant increases in the monetary 
base, at least outside periods following financial crises, when banks are 
not lending and interest rates are close to zero, are inevitably inflationary 
(Fischer and Easterly 1990). Any such claim is logically dependent on the 

(5.2)Ft = �Bt +�Ht .

(5.3)�Ht = Ft −�Bt .
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money multiplier theory of credit creation, which has long been rejected 
by every major central bank, and by everyone with any experience of day-
to-day central banking, as being completely unrealistic and misleading. 
They also claim that what they call ‘money printing’ has regularly been 
the cause of periods of hyperinflation, and often refer to the infamous 
episodes in Germany in 1923 and Zimbabwe in 2008 in this context.

This is to confuse cause with effect. Hyperinflations are almost always 
caused by an initial collapse in aggregate supply, rather than by increases in 
demand, which are then accommodated, and in a sense fuelled, by increased 
government spending. The increased government spending happens in 
response to an acceleration in the price level, rather than being its initial 
cause. Under these circumstances, it is impossible to issue bonds quickly 
enough to limit increases in bank reserves, and so inevitably acceleration in 
the monetary base will be associated with a hyperinflationary episode. It was 
not, however, the cause of that episode. Spending beyond the productive 
capacity of an economy fuels inflation. Increases in a particular measure of 
the money supply will not do so, unless they are the cause of such spending.

If you believe that fiscal deficits cannot be allowed to add to the 
monetary base, because for some reason you think a rising monetary 
base is especially inflationary, then you might choose to set �Ht = 0, so 
that Ft = �Bt. This feeds into the myth that monetary sovereign gov-
ernments are dependent on bond markets to allow them to finance net 
spending, and that such finance could potentially be withheld. It appar-
ently contradicts the first axiom of modern monetary theory. It is highly 
misleading. It might be done innocently, but it is definitely fraudulent.

One way in which it misleads is by drawing an unjustified distinction 
between bank reserves held at the central bank (which are part of H) and 
government securities (B). Both are government liabilities, at least when 
the central bank is consolidated into the government sector. In recent 
years, central banks have started to pay interest on bank reserves, so they 
are both interest-bearing government liabilities, when viewed correctly. 
Since quantitative easing generally involves the exchange by a central 
bank of newly created bank reserves for existing government securities, it 
is no wonder that such an activity has little or no impact on total spend-
ing in the economy or on inflation. It is just an asset swap, and moreover  
a swap of two very similar assets. Government bonds are effectively just 
marketable time deposits at the central bank. Bank reserves are sight 
deposits at the central bank. There is no reason for government deficit 
spending to be any more inflationary when the resulting increase in bank 
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reserves, and so in H, is not offset through sales of government bonds, 
than when bond issuance is used to drain those newly created reserves. 
Given the recent arrangements for maintaining official interest rates in 
most high income countries, which will be described below, increasing 
bank reserves does not even have any implications for official interest 
rates. It is much ado about virtually nothing.

We have not yet dealt fully with the orthodox story of fiscal sustaina-
bility. Orthodox economists and commentators often talk of a growing 
government debt ‘burden’, and the supposed risk that the ratio of gov-
ernment debt to GDP, which is taken to be the most sensible measure 
of that burden, might rise explosively over time, leading to government 
insolvency, or if not that, inflationary ‘money printing’. Even using their 
own logic, they are being alarmist, when they write in these terms. The 
mathematics tells a somewhat different story.

In the following equation, deft is the primary deficit, or Gt − Tt, 
excluding interest payments, as a proportion of GDP across year t; rt is 
the average real rate of interest paid across the year on government debt; 
gt is the growth rate in real GDP; mt is the ratio of reserve creation (or 
the rate of increase in the monetary base due to fiscal policy) relative to 
GDP; and dt and dt−1 are the debt to GDP ratios at the beginning and 
end of year t.

If we exclude outright monetary financing, to humour orthodox econo-
mists, so that mt = 0, then the equation becomes

We can derive an expression for the level of the primary deficit which is 
consistent with a stable debt to GDP ratio, and so obviously non-explosive,  
by setting dt = dt−1. The result is

For example, given a debt to GDP ratio of 80%, GDP growth of 5% and 
a real interest rate on government debt of 3%, a government could con-
tinue to run a primary fiscal deficit of 1.6% of GDP, without any increase 
in the debt to GDP ratio over time. Interest payments on government 

(5.4)dt = deft +
(1+ rt)

(1+ gt)
dt−1 − mt .

(5.5)dt = deft +
(1+ rt)

(1+ gt)
dt−1 .

(5.6)deft =
(gt − rt)

(1+ gt)
dt−1 .
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debt would be steady at 2.4% of GDP, so that the overall fiscal deficit 
would remain under these circumstances at 4% of GDP. Despite there 
never being a fiscal surplus, the ratio of government debt to GDP would 
not rise over time.

The orthodox response to this arithmetic is to point out that it 
depends on the growth rate of real GDP being above the real rate of 
interest on government debt. This apparently implies a condition for an 
exploding debt to GDP ratio, of r > g. Firstly, it is important to remem-
ber that this is irrelevant for a monetary sovereign government, which 
doesn’t need to issue bonds in the first place and in the second place has 
a central bank which can intervene in the bond market to set r at any 
level it chooses, just as the Bank of Japan has been doing in 2016–2018. 
Secondly, it is oversimplistic, even when ignoring this. The condition 
r > g would imply an exploding debt to GDP ratio only if primary fis-
cal surpluses were ruled out by assumption. Otherwise, the primary fiscal 
surplus consistent with a stable debt to GDP ratio would simply be

As I have said though, for a monetary sovereign government, this is not 
a relevant issue. It is of possible relevance for non-monetary sovereigns, 
like the governments of individual Eurozone countries. However, in 
2012, when the Eurozone was on the brink of collapse, even they were 
rescued from skyrocketing interest rates on their debt, simply as a result 
of the European Central Bank declaring itself willing to buy that debt on 
the secondary market.10 It was not even necessary for the ECB to fol-
low through on this promise. Just the promise was enough. The yield to 
maturity on long-term Portuguese government bonds, which was above 
10% before this commitment, fell towards 2% subsequently. Central 
bankers, remember, have limitless pockets. They cannot be dictated to 
by bond markets, even if they might sometimes pretend that the truth is 
otherwise.

Statements like the following one, which was written by a leading 
macroeconomist and founder of New Keynesian economics, who went 
on to become the Vice-Chairman of the Federal Reserve, look absurd, 
when you understand how monetary systems work. I cannot do other-
wise than have an amazed reaction to Stanley Fischer having written this, 
in 1990, and to wonder whether he believes it still. It is plain wrong, for 
the most basic and fundamental of reasons.

(5.7)surpt =
(rt − gt)

(1 + gt)
dt−1 .
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‘At some point it will be impossible for the government to sell its 
debt, and the process will have to be brought to an end by cutting the 
budget deficit. The point at which the process has to end depends on the 
expectations of the public. When the public recognises the unsustaina-
bility of the government’s fiscal policy, it will cease buying government 
debt and thereby force a change in policy’.11

A monetary sovereign government does not need the public to buy 
its debt at all. Nobody can force a change in fiscal policy on such a 
government by threatening not to buy its debt securities, even if the 
government chooses to pretend otherwise. It does not have a com-
pelling need to sell such securities in the first place. It does not need 
to get its currency from us. It cooperates with its central bank in the 
issuance of the currency. It cannot run out of its own currency, unless 
it chooses to do so. The central bank can set the interest rate, or yield, 
on long-term government securities, should it choose to do so. The 
decreasing yield to maturity on long-term Japanese government debt 
down the years, as gross government debt has gone from below 70% 
of GDP to a world record level of 250% of GDP, makes the point con-
clusively. The government with the most debt in the world, relative 
to the size of its economy, has an interest rate on its debt of approxi-
mately 0%.

All this is obvious, if you understand that official interest rates can be 
held permanently at zero, with fiscal policy used to manage total spend-
ing, and financial regulation used to limit and influence the direction of 
private credit creation. It remains true that the government does not 
need to issue debt, however, even if you wish to maintain positive default 
risk-free interest rates across the term structure. It simply requires the 
replacement of government debt securities with term deposits at the 
central bank. These are of course functionally identical liabilities for the 
consolidated government sector, but would be less likely to be seen as 
‘government debt’ and more likely to be described as a form of broad 
‘money’. This simple reform would do much to correct the misleading 
discourse generated by orthodox macroeconomists and commentators 
about government debt and so-called fiscal sustainability.

Orthodox economists can be divided up into fiscal doves—I have 
already talked of a doveish approach to ‘sound finance’—and fiscal 
hawks, just as they can be divided into various forms of neoclassical syn-
thesis ‘Keynesians’ and various types of monetarists. Fiscal hawks believe 
governments should never run fiscal deficits, except perhaps in wartime, 
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and recommend balanced budget legislation, or some similar limitations 
on the government’s fiscal space. They often cling to Barro-Ricardian 
equivalence, which we have already rejected as absurd. Their approach 
to fiscal policy is unwise, liable to be pro-cyclical, and eventually to have 
catastrophic consequences. Fiscal doves, on the other hand, believe gov-
ernments should run deficits during and after economic downturns, but 
balance them out with surpluses during periods of strong growth. They 
often argue that the fiscal balance should be zero on average across the 
economic cycle, or at least that they should only borrow for investment 
purposes, like a business, and not for what is classified as government 
consumption. Their views are in conflict both with historical experience, 
as we have seen, and with the mathematics I have just gone through. 
What they say sounds plausible, but it makes no sense. They may do less 
damage than fiscal hawks, but they still have the wrong frame for think-
ing about fiscal policy.

Stephanie Kelton has chosen another bird for modern monetary the-
orists—labelling them fiscal owls. Owls are of course famously associ-
ated with wisdom. Moreover, they can find their way in the dark, and 
there has been a lot of darkness, as opposed to light, being thrown on 
the appropriate role for fiscal policy by orthodox economists, of both the 
hawk and the dove varieties. A deficit owl knows that the appropriate 
role for fiscal policy is not ever to ‘balance the budget’, but to balance 
the economy. There should be no target for the fiscal balance, other than 
for it to be at the correct level to allow for genuinely sustainable, equi-
table full employment. Sustainability here means taking into account 
real constraints and associated inflation risks, and ecological constraints, 
and in that sense the interests of future generations. The fiscal balance, 
taken out of context, cannot be interpreted as good or bad. There will 
be occasions when the deficit should be 3% of GDP, and occasions when 
it ought to be 10% of GDP.12 There will be occasions when it is appro-
priate to run a fiscal surplus. The fiscal balance should be what it needs 
to be to allow for non-inflationary full employment and sustainable pros-
perity. Both appropriate theory and historical data tell us that fiscal defi-
cits are normal and usually necessary.

It is understandable that so many orthodox, and even some hetero-
dox, economists, get the concept of fiscal sustainability so badly wrong. 
Their logic is based on the metaphor of the government as a household, 
and of course, it echoes the inescapable budgetary truths which apply to 
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all decision-making units other than monetary sovereign governments. 
Every other economic unit faces a potentially binding intertempo-
ral financial budget constraint, ignoring for the moment the option of 
bankruptcy. Every other economic unit must earn income, benefit from 
capital gains, run down assets or run up debts (or financial liabilities), 
in order to finance spending, where debts must be repaid in the future. 
Every other actor in the economy faces insolvency risk. Only currency 
issuers—monetary sovereigns—are immune to that risk.

Our normal, instinctive, system one approach is to imagine paral-
lels between non-sovereign and sovereign budgets, and terms such as 
‘budget deficit’ (which implies a shortfall or deficiency) and ‘government 
debt’ (which implies something burdensome, and in a sense immoral, 
which must be paid back) bias us to draw these inappropriate connec-
tions. It is unsurprising that politicians, journalists and even economists 
habitually interpret the term ‘surplus’ as something good, which is a 
sign of success akin to a company being in profit, and ‘deficit’ as some-
thing bad, and a sign of failure, like a corporate loss which could lead to 
insolvency.

However, such parallels are not valid, as we have seen. Current 
arrangements are a veil, hiding the truth regarding the fiscal space avail-
able to monetary sovereign governments, and mislead not only the com-
munity at large, but also, as suggested above, the majority of economists. 
This is vitally important, and contributing in a small way to changing this 
misperception was a large part of my motivation for writing this book in 
the first place.

Money, Banking, Reserves  
and the Money Multiplier Fallacy

To replace orthodox economics with an economics for sustainable pros-
perity, we need the right frame for thinking about fiscal policy. That 
frame must be based on a correct understanding of the operations of a 
modern monetary system. To achieve this, we need to get the origins 
of money and the nature of money right, and we need a correct under-
standing of how banking systems work. Orthodox economists still get a 
lot of this wrong, and some well-meaning monetary reformers also get 
crucial elements of it wrong. You have to get it right, or you will mislead 
yourself and others.
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I have already said that the origins of money do not lie in a pre-mon-
etary barter system of exchange, and the emergence from it of a form 
of commodity money. Instead, they lie at least partly in the emergence 
of early governmental institutions; in a need for such institutions to 
provision themselves; and consequently in taxation. Money as a unit of 
account was whatever was used to measure tax and other liabilities to the 
government, even if taxes could actually be ‘paid’ in a variety of ways. 
The first such government-determined units of value may have been 
weights of barley, or other commodities. The important thing is that 
those units were chosen by governments.

Government-created money tokens, which could be used by those 
who owned them to make tax and other payments to those same gov-
ernments, were probably issued very early on and have existed across 
the whole of monetary history. Even coins containing gold or silver 
were really just government tokens, when they traded at a value above 
the market value of the metals of which they were made. Fiat money is 
nothing new. Fiat money, in the form of what can be regarded as IOUs 
issued by governments, which are really just tax credits, has existed for 
millennia.

Money is a social institution, apparently invented by early govern-
ments. This is Knapp’s state theory of money. It is the money of mod-
ern states over at least 4000 years identified by Keynes. It is Charles 
Goodhart’s Theory C (C for chartal), theory of money. It fits perfectly 
with the credit theory of money, as shown by Mitchell-Innes and later by 
Minsky. More importantly, it fits well with anthropological and archaeo-
logical evidence, according to a wide variety of sources.

Modern money is that which is necessary to pay your taxes, as well 
as the unit of account in which your taxes are calculated. In the USA, 
modern money is the US dollar. In Australia, it is the Australian dollar. 
In Japan, it is the yen. In early monetary societies, it was whatever unit 
the central authority determined it to be. As Keynes said, ‘modern’ states 
write the dictionary, where money is concerned, and set the rules.

The government and its central bank are in charge of a monetary sys-
tem, which is based on financial assets and financial liabilities, or on cred-
its and debts. As Minsky said, ‘the fact that taxes need to be paid gives 
value to the money of the economy’. As Mitchell-Innes said, ‘Money, 
then, is credit and nothing but credit. A’s money is B’s debt to him, and 
when B pays his debt, A’s money disappears. This is the whole theory of 
money’.13
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To make sense of all this, we have to distinguish between vertical (or 
outside, or government) money and horizontal (or inside, or private 
credit) money and to understand the relationship between them. This 
involves making a distinction between the monetary base and other offi-
cial measures of the money supply, and another one between money and 
quasi-money. It requires us to understand that there is a hierarchy of 
money in a modern monetary system.

The monetary base which orthodox economists often (wrongly) label 
‘high powered money’ (hence the label H earlier in the chapter, which 
I will retain here) consists of currency in circulation (C), plus private 
banks’ reserves (R), held partly in the form of vault money (cash) and 
partly as sight deposits of federal funds (known as exchange settlement 
funds in some countries) at the central bank.

This base money (H) must be either spent into existence by the mone-
tary sovereign government or lent into existence by the central bank. In 
an accounting sense, it consists of financial liabilities of the central bank. 
Since the central bank should be consolidated into the government, we 
can describe base money as consisting of some of the financial liabilities 
of the government. In that sense, it is a form of credit, but it is a form 
of credit which has been issued by a monetary sovereign government, 
and so can only be repaid with other IOUs of that government, or used 
to pay taxes or make other payments to that government. It is govern-
ment money. It is vertical money, in the sense that it is passed down from 
the government, sitting at the apex of the financial system, to the private 
sector. It is outside money, since it is coming from outside the private 
sector. When it is spent into existence by the government, rather than 
lent into existence by the central bank, it is an addition of net financial 
assets to the private sector. Government money is a financial asset for the 
private sector. It is not a financial liability for the private sector. Its issu-
ance as a result of government spending does not require anyone in the 
private sector to carry a debt.

It is common to read that 97%, or some such proportion, of the 
money supply in a country has been created from nothing by private 
banks, and that private banks create money without limit and out-
side of the control, or even of the influence, of the government and its 
central bank. Such statements are at best partly true, in some respects 
completely wrong, and have the capacity to be profoundly misleading. 

(5.8)H = C + R .
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Official measures of the money supply (MS) include currency in circula-
tion (C) and deposits held at private banks (D). Currency in circulation 
is of course a financial liability of the government, as I have just said. 
Deposits held by households and non-bank businesses, with banks, are 
financial assets of those households and non-banking businesses (and 
some other institutions), and financial liabilities of the banks. Both 
households, or businesses, and banks are part of the private sector, so 
that these deposits are not net financial assets for the sector as a whole. 
They are horizontal money, or inside money, since they are created 
within the private sector, rather than being passed down to the private 
sector by the government.

Bank deposits are mainly the result of banks creating credit for their cus-
tomers. Monetary reformers who claim that banks create money ‘out of 
thin air’ are entirely right in this respect. Given that all money is some 
form of credit, and that credit (or debt, depending on which term you 
prefer to use) is always a contractual relationship, created out of nothing, 
it must be true. All money is credit, and nothing but credit, as Mitchell-
Innes said, many years ago. But we need to dig a little deeper.

The following is a (very, very) highly simplified balance sheet of a pri-
vate bank (Table 5.1).

You can immediately see a potential source of confusion, which 
often catches people out. That is the use of the word ‘reserves’ to stand 
for two very different entries on the balance sheet. On the one hand, 
people talk about reserves of federal funds and vault money, and on 
the other hand of reserves of capital or equity. Looking at the balance 
sheet, these are obviously different things. We will concentrate first on 
cash reserves. These reserves are assets—in other words, something the 
bank owns. Ignoring vault money, they are those federal funds held on 
deposit with the central bank, which are available to facilitate interbank 
transactions, ensuring that the bank can meet its obligations relating to 
day-to-day money transmission within the financial system; to facilitate 

(5.9)MS = C + D .

Table 5.1  Bank balance sheet

Assets (what the bank owns) Liabilities (what the bank owes) + Equity

Cash Reserves (including federal funds) Deposit Liabilities (and other liabilities)
Credit to customers (and other assets) Equity Reserves
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private-sector–public-sector transactions; and to allow for other transac-
tions between the private bank and the central bank. Textbooks down 
the ages have commonly assumed a requirement for banks to hold a fixed 
minimum ratio of cash reserves to deposit liabilities, and often, to make 
the sums easy, have set this ratio at 10%, which happens to be the current 
requirement of the US Federal Reserve.

In practice, many countries do not have such a requirement, or set 
it at zero, although others, including, as I have just said, the USA, still 
maintain such minimum reserve requirements for private banks. When 
the central bank pays no interest, or a below market rate of interest, on 
federal funds, such a requirement can be seen as a tax on the banking 
system. In countries like the USA, where reserve requirements are calcu-
lated as averages over a period of time, rather than on a continuous basis, 
there are technical reasons which I will not explain here why having such 
a requirement simplifies the task of the central bank in managing the 
supply of liquidity to the banking system. What such requirements cer-
tainly do not do, and have not done, at least for many decades, in coun-
tries like the USA, is to limit the ability of private banks to create credit, 
and by doing so to create horizontal money and to add to the money 
supply.14

Banks definitely do not need additional reserves, or excess reserves, 
to facilitate additional lending. Central banks like the Bank of England 
and the Federal Reserve have made this clear on numerous occasions, in 
a variety of publications, but it is something many bankers know from 
experience. As Alan Holmes, the then Vice-President of the New York 
Federal Reserve, said in 1969, before the breakdown of the Bretton 
Woods System, ‘In the real world, banks extend credit, creating deposits 
in the process, and look for the reserves later’.15

When a bank provides a customer with credit, this requires two bal-
ance sheet operations, neither of which involves reserves. If the bank 
lends its customer $1000, then what the bank is actually doing is 
exchanging financial claims with its client. The bank now owns the loan 
agreement signed by its customer. This is a financial asset for the bank 
and a financial liability for the customer. It is a financial claim the bank 
has on the customer. At the same time, the bank has created an addi-
tional deposit on which the customer can now draw. This is a finan-
cial asset for the customer and a financial liability for the bank. It is a 
financial claim the customer has on the bank. Credit to customers has 
increased by $1000 on the asset side of the balance sheet. Deposit 
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liabilities have risen by $1000 on the other side. Until the funds are 
spent, there are no implications for reserves—even then, if they are sim-
ply transferred between customers of the same bank, as often happens in 
highly concentrated banking systems, there are no implications for fed-
eral funds.

It is possible that this deposit creation might require the bank to sup-
plement its reserves, either as a result of reserves being depleted by a 
subsequent transfer of funds between accounts held at different banks, 
or to meet minimum reserve requirements, now that deposit liabilities 
have been increased. In the USA, reserve requirements have to be met 
on average over a two week period seventeen days after the end of the 
two week period during which the minimum level of required reserves 
is calculated. It is very clear that in the USA, banks create credit now 
and then go about acquiring the necessary reserves later. It is not the 
other way around. Even if it was the other way around, and if banks did 
need reserves before they were permitted to create additional credit, if 
reserves were freely available, a shortage of reserves would never prevent 
a bank from providing credit to customers it deemed to be creditworthy 
who were prepared to pay market interest rates. And remember, in coun-
tries like Canada and Australia, there are no such minimum cash reserve 
requirements at all.

Additional reserves of federal funds, or exchange settlement balances, 
are always available, in practice, for very good reasons. Central banks 
must ensure that this is the case, or they would lose control of over-
night interest rates on the money market, which would invite financial 
instability and a potential crisis. The over-riding responsibility of central 
banks is to maintain the stability of the banking and monetary system. 
Consequently, central banks buy and sell government and other securi-
ties, and engage in lending and borrowing on the money market every 
day, to ensure that sufficient liquidity is available to the banking system 
to prevent money market interest rates from spiking. Banks looking for 
reserves will normally borrow them overnight or short term from banks 
with excess reserves. It is the job of the central bank to ensure that it 
supplies sufficient reserves to the system to allow for this to take place. 
In other words, central banks must ensure a sufficient monetary base, to 
meet the aggregate needs of the banking system, and to avoid volatility 
on the money market (Fullwiler 2017).

The sequence of events is that banks create credit by lending to cus-
tomers. This can, over time, lead to an additional demand for reserves 



5  MODERN MONETARY THEORY   167

in the banking system. The central bank can and does meet this demand 
for reserves by creating them, often simply by purchasing government 
securities from the private sector and paying for them by crediting bank 
federal funds reserve accounts. This allows the central bank to maintain 
the federal funds rate at its target level. The banking system does not 
require these reserves in order to lend. The central bank is forced to sup-
ply the reserves after the event. To do otherwise, as was experimented 
with briefly in the USA at the beginning of the 1980s, and even more 
briefly in China in the middle of 2013, is to invite volatile interest rates 
and a dysfunctional banking system.

Orthodox textbooks often rewrite expressions for H and MS, defining 
c as the ratio of currency at issue to total deposits and r as the required 
cash ratio of the private banks, so that C = cD and R = rD (at least if we 
assume no banks have any excess reserves).

H = cD + rD = (c+ r)D, and MS = cD + D = (1 + c)D. You 
can then define the ‘money multiplier’, MM, as follows:

If we assume r = 0.10 (a 10% minimum cash reserve ratio) and c = 0.03 
(let’s accept the statement that only 3% of the money supply is fiat 
money), then the resulting ‘money multiplier’ would have a value of 
almost 8. But it isn’t really a multiplier at all. It would only be a genuine 
multiplier if banks needed additional reserves before they could increase 
lending, and were always faced with a queue of unsatisfied but credit-
worthy potential borrowers to lend to, so that the creation of additional 
reserves automatically caused additional credit creation. If that was true, 
central banks could control credit creation and the money supply by lim-
iting the supply of reserves and base money, or increasing the required 
reserve ratio. History tells us that this is not the case, and that attempts 
to do just this have ended in failure. An understanding of how our 
monetary institutions work tells us that things could not possibly work 
this way. In practice, during periods when there has been any correla-
tion between the growth in the monetary base and the money supply, 
it has been because of a ‘money divisor’ and not a ‘money multiplier’. 
Increases in the money supply due to additional lending have eventually 
increased the demand for reserves in the banking system, which the cen-
tral bank has then had no alternative but to supply. Consequently, the 
monetary base has increased endogenously, in response to endogenous 

(5.10)MM =
MS

H
=

(1+ c)

(c+ r)
.
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money creation. Central banks do not control any measure of the money 
supply, and outside of periods when they create excess reserves through 
quantitative easing, they do not control the amount of base money in 
the system either. Both are determined endogenously. There is no money 
multiplier. Central banks, instead, manage short-term interest rates, and 
as recent experience has shown have the power to control long-term 
rates too.

During and after periods of large-scale reserve creation due to quan-
titative easing, as in the USA, Europe, Japan and the UK since 2008, 
there can obviously be no shortage of reserves in the banking system, 
and the notion of a money multiplier effect becomes an absurdity. This 
did not stop some economists, policy-makers and commentators fore-
casting hyperinflation when quantitative easing was first implemented. 
More recently, it has not prevented them arguing that the money mul-
tiplier has only failed temporarily, because interest rates are at ‘the lower 
bound’, or because banks don’t want to lend. They have continued to 
worry about banks ‘using excess reserves’ to facilitate a credit binge 
when the economy has picked up. All this is nonsensical, and based on 
a misunderstanding of the microeconomics of banking. Banks do not 
need reserves to lend in the first place, as I have explained. Consequently, 
supplying excess reserves to banks as a result of large-scale purchases of 
government securities and other assets from the private sector does noth-
ing to encourage or force banks to create additional credit. All quanti-
tative easing can do, and has done, is to have an impact on the prices of 
and yields on those assets that the central banks have purchased, nota-
bly long-term government securities, and consequently broader effects 
on financial markets. Other than that, QE has not been inflationary, 
which should surprise no-one who knows it mainly involves swapping 
one interest-bearing government liability (reserves) for another very sim-
ilar one (government bonds). In so far as the interest rate on reserves is 
below the interest rate paid on government securities, quantitative easing 
can even be deflationary, since it reduces future interest payments from 
the consolidated government sector to the private sector.

The creation of excess reserves has also changed the approach those 
central banks which have engaged in quantitative easing have used to 
control official interest rates, as we shall see. Before doing so, however, 
let us return to our simplified bank balance sheet and discuss the nature 
and purpose of the other form of reserves, which are to be found in the 
bottom right-hand corner—equity reserves.
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Equity reserves are not assets of the bank. They are not something 
the bank owns. Instead, they are calculated as a residual, by deducting 
the bank’s deposit and other liabilities (corporate bonds and money mar-
ket debt securities issued, etc.) from the value of the bank’s assets. They 
are the value of the net assets, or net worth, or equity capital, or equity 
reserves of the bank. In practice, the definition of a bank’s capital base is 
complicated, and to discuss it would involve distinguishing between tier 
one and tier two capital, and delving into a variety of hybrid securities 
and accounting jargon. Let us keep it simple. Our definition is similar 
to what bankers call common-equity tier one capital. It is shareholders’ 
stake in the bank. It can be increased by selling additional shares to the 
bank’s shareholders, but the normal reason for a bank’s equity to rise 
over time, at least during good times, is the accumulation of retained 
profits. When a bank makes an after-tax profit and does not pay it out in 
dividends to its shareholders, the net asset value of the bank will increase, 
which means its equity reserves will rise.

While a bank does not need cash reserves to lend to its customers, 
it does need equity reserves, either to make additional loans or to take 
other banking risks. Since the late 1980s, there have been international 
regulations relating to bank capital adequacy, which started off relatively 
simple, but have become very complicated. They are often called the 
Basel rules, as they were negotiated, and have twice been renegotiated, 
by central bankers at the Bank for International Settlements, in Basel, in 
Switzerland. We will avoid discussing things like operational risk, risk-ad-
justed assets, and the use of banks’ internal risk models, and grossly over-
simplify again, to focus on the issue of interest to us. That issue is the 
fundamental purpose of these equity reserves. Equity reserves are there 
as a shock-absorber, supposedly ensuring that the bank remains solvent, 
and in a position to repay its depositors and other creditors without 
government assistance, even after the bank has made losses due to the 
non-repayment of loans by its customers, or for reasons relating to other 
banking risks. What the capital adequacy regulations do is to require 
banks to increase their equity capital to a minimum level before they are 
permitted to take on additional risks, including the risks associated with 
additional commercial lending.

So it is true that banks create horizontal money from out of thin air. It 
is true that this credit money can add to the fragility of the financial sys-
tem, as it creates a debt which the customers of the bank will be required 
to repay in the future. It is not true that the government needs to, or 
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even could, borrow this money from the banks. Indeed, the only way 
banks can purchase government securities when they are issued is by 
using their reserves of federal funds, which are of course base money, or 
vertical money, or we might say government money. It is true that banks 
don’t require cash reserves or balances at the central bank before they 
create credit. It is not true that banks face no limitations on their ability 
to lend. Before they can lend, they need to find creditworthy customers 
who want to borrow, and who are prepared to pay high enough interest 
rates to allow the bank to make a profit. They also need to meet the rules 
laid down by the banking regulator, which in many countries is the cen-
tral bank itself. Most notably, they need to have sufficient equity capital 
to meet the Basel rules, as interpreted and enforced by the local banking 
regulator.

There have been many scandals involving major banks in recent 
years, and there are undoubtedly serious flaws in banking regulation. 
Most modern monetary theorists would like to see a banking system 
which serves the capital development of the economy, rather than act-
ing as a facilitator of, and participant in, speculative financial markets. 
This involves concentrating more on the assets side of a bank’s balance 
sheet, and less on its liabilities and equity. The core activities of com-
mercial banks are, after all, running the money transmission system, and 
the creation of credit. It would be a simple matter, using our current 
technology, to locate money transmission and transaction accounts in the 
central bank, or at least in a public institution. This leaves the underwrit-
ing of private debt and the creation of credit as the core economic func-
tions of private commercial banks. If it seems reasonable to argue that 
private, regulated institutions do a better job in identifying creditworthy 
borrowers, and financing projects contributing towards sustainable pros-
perity, than a government institution would do, then there is a case for 
the existence of private banks. However, they are effectively operating as 
franchisees of the state. The government has extended them a franchise 
to create money, in the form of their deposit liabilities, backed by the 
government’s guarantee.

Banking practices which do not involve money transmission or forms 
of lending consistent with the pursuit of sustainable prosperity should be 
restricted or forbidden. There are good reasons to consider breaking up 
the largest banks, to remove the moral hazard associated with ‘too big 
to fail’ institutions, and for reducing their political influence. There are 
good reasons to consider a return to banks concentrating on a narrow 
range of activities, and a modern-day version of the Glass–Steagall Act, 
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with its separation of commercial and investment banking. There may be 
good reasons to consider the partial, or even wholesale, nationalisation 
of commercial banking, outside of small mutual banks. There is much 
that needs to be changed, or where a good case can be constructed for 
changes, but we do not need to eliminate the ability of deposit-taking 
institutions to create money by creating credit, and indeed we should 
not do so. We do not need 100% reserve banking. Most of all, we do not 
need a committee of ‘experts’ deciding somehow on how much money 
should be created each year. Those who argue for this kind of reform 
do not, in my view, understand the importance of an elastic supply of 
credit in the capital development of the economy, or the fact that mon-
etary sovereign governments are already free of financial constraints; are 
already in a position to regulate the banking system effectively; and could 
already ensure it operated in the best interests of sustainable prosperity, 
should they find it politic to do so.

Hyman Minsky famously said that anyone can create money, but the 
problem lies in getting it accepted.16 Government money is accepted as 
having value because people need to get it, in order to pay their taxes 
and make other payments to the government (Bell 2001). The tax-
collecting power of the state lies behind fiat money. Its acceptance is not 
based on trust, but on the willingness of the state to use its tax-collecting 
powers to defend the value of the currency. Bank deposits are accepted 
as having value because they can be used to repay debts to banks, and 
to others, at par, and because there is a guarantee that they can be con-
verted into government money at par, and in the case of transaction 
accounts, on demand. Other private-sector financial liabilities will have at 
least some of the characteristics of money if they are issued by a borrower 
with a very high credit rating, and if that borrower agrees to take them 
back on demand, or to accept them in the repayment of debts to itself, 
at par against government money. Alternatively, private-sector finan-
cial liabilities might be seen as being almost as good as money, or ‘qua-
si-money’, even if they cannot be used directly in exchange for goods 
and services, where they are easily transferable, like debt securities, in a 
highly liquid secondary market, if their value on that secondary market is 
stable, and if they have virtually no default risk. The distinction between 
‘near monies’, or ‘quasi-money’, and bank deposits can become blurred, 
so that the owners of these assets forget that they are further down the 
monetary hierarchy than insured bank deposits, and consequently more 
risky to hold, as was the case with units in money market funds in the 
USA prior to the financial crisis.
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As Keynes said, ‘we can draw the line between “money” and 
“debts” at whatever point is most convenient for handling a par-
ticular problem’.17 While monetary sovereign government securities, 
including bonds, are generally not included in official measures of 
the money supply, they are default risk-free assets for the private sec-
tor to hold, and if they are held to maturity, they have a safe nomi-
nal value. What is more, they are not really debt, in the conventional 
sense of a burden which must be paid back, at all. Their prices on the 
secondary market vary over time in line with changes in default risk-
free interest rates, although we should not forget that central banks 
can control these rates and prices, should they choose to do so. 
Government bonds are effectively a transferable term deposit at the 
central bank, and I would like to see them formally redefined as such. 
They could then be regarded as a form of broadly defined vertical 
money, rather than being subject to the ‘government as household’ 
debt metaphor. It is a mistake to obsess over precise definitions of 
monetary aggregates, and all money is some form of debt in any case, 
as we have already established, but I still believe this reform would 
have a transformative effect on the discussion of the government’s 
fiscal stance.

During periods of euphoria on financial markets, private-sector debt 
securities can become seen as almost identical to government securi-
ties, as happened with mortgage-backed securities in the lead up to the 
Global Financial Crisis. They came to be seen, as ‘quasi-money’, and 
were erroneously classified as such by the credit-ratings agencies. The 
distinction between vertical government ‘money’, including government 
securities, and uninsured private-sector financial liabilities, is one which 
ought never to be forgotten by banking supervisors, central bankers and 
governments. There is no good reason for private asset-backed securities, 
or credit derivatives associated with, them to exist at all. The practices 
which led to the Financial Crisis should never have been permitted. We 
did not need them.

Monetary Policy in the Real World

It is time to examine in more detail the management of official interest 
rates by central banks, both before the Global Financial Crisis, and dur-
ing and after the years of the alternative monetary policies which have 
followed it. As we shall see, the practices of recent years have played 
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into the hands of modern monetary theorists. They have demonstrated 
firstly that interest rate cuts can have at best a temporarily positive effect 
on credit creation and spending, and that there is no stable relation-
ship between total spending and official interest rates; secondly, that the 
money multiplier theory is nonsensical, to the point that nobody defend-
ing it can be regarded as having any understanding of banking and 
finance; and thirdly, that central bankers can control not only short-term 
interest rates, which could be set permanently at zero, but also interest 
rates on long-term government securities, as in Japan.

In the interests of clarity, I intend to abstract from certain characteris-
tics of the US monetary system which do not substantially change what 
I am going to describe. The existence of minimum cash reserve require-
ments does not change how the system works in any fundamental ways, 
so I will ignore them in what follows. Access to the federal funds market 
on the part of non-banking institutions is also something I am going to 
ignore. Readers can imagine that I am discussing a simpler modern mon-
etary system that of the USA, such as that of Australia or of Canada. My 
justification is that simplifying assumptions are valid when they make an 
explanation simpler to follow, but do not affect is validity.

In the banking system I am going to describe, there has been no 
quantitative easing and banks in aggregate hold no excess reserves. Banks 
collectively hold the reserves they believe they need to hold to facilitate 
money transmission. Every day, as a result of the millions of transac-
tions which take place within the monetary system, there are transfers 
of these reserves from bank to bank. This causes some banks to accumu-
late reserves, and others to run short. Under normal circumstances, the 
banks accumulating excess reserves lend them overnight (or very short 
term) to the banks which have run short. This overnight lending, which 
is essential to the smooth running of the system, takes place at an interest 
rate we will call the federal funds rate. In Australia, it is called the cash 
rate. This rate is the normal marginal cost of liquidity to a bank and is a 
key interest rate with reference to which other interest rates in the econ-
omy are set. It is the private-sector interest rate the central bank wishes 
to target. In countries like Australia, with relatively simple and highly 
concentrated banking systems, this target can be achieved with high pre-
cision almost all the time.

For the central bank to hold the federal funds rate at its target level 
(in more complicated systems, like that of the USA, there is a target 
range rather than a single target rate), it must manage the supply of 



174   S. HAIL

liquidity to the banking system. This involves either outright or repo 
transactions in government securities, and sometimes in other financial 
instruments, with the private sector. It is simpler to assume outright 
transactions for our purposes, although central banks mainly use repos 
these days. Should the central bank anticipate a shortage of reserves in 
the banking system, then to prevent this shortage from driving the fed-
eral funds rate above target, the central bank must make net purchases of 
bonds from the private sector, paying for those bonds by crediting the 
reserve accounts of private banks, and thereby alleviating the cash short-
age. If there is an expected surplus of reserves, the central bank must 
withdraw those reserves from the system, to prevent the federal funds 
rate falling below its target. It can do this by making net sales of existing 
bonds which it holds on its balance sheet, or could do so equally well by 
issuing its own debt securities and selling them. The supply of reserves 
must react endogenously to fluctuations in the demand for reserves.

This will need to happen at least once a day, and often more than 
once during each day, so that the central bank can ensure the right 
quantity of reserves is held within the system. The demand for reserves 
will fluctuate from day to day for a variety of reasons, most notably as a 
result of transactions taking place between the federal government and 
the private sector. Government spending feeds reserves into the banking 
system, as do payments made by the government on maturing bonds, 
putting downward pressure on the federal funds rate. Taxation and new 
issues of government securities take reserves out of the system, putting 
upward pressure on the rate. For the central bank to offset these pres-
sures and hit its target interest rate consistently over time, it needs to 
coordinate its trading (commonly called ‘open market operations’) with 
the Treasury. The two do not and cannot act independently of each 
other.

This allows the central bank simply to announce a target for the 
federal funds rate, which will then be used by the banks on overnight 
interbank loans, in the knowledge that the central bank will continue to 
ensure the right quantity of reserves remains in the system. The demand 
for reserves, at least in the short run, is very insensitive to changes in 
the federal funds rate, so that the central bank does not have to inject 
additional reserves into the system with the express purpose of cutting 
the rate. All the central bank has to do is to announce a change in the 
federal funds rate, and it automatically takes place. This is how the sys-
tem works—or at least, it is more or less how the system used to work 
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in countries like the USA and the UK before the advent of quantitative 
easing, and the consequent provision of high levels of excess reserves to 
their banking systems. Ending quantitative easing does not in itself elimi-
nate those excess reserves, so that there are still excess reserves in the US 
banking system in 2018, even though quantitative easing was ended in 
2014.

In countries like Australia, where official interest rates did not fall to 
zero and quantitative easing was not used after 2008, the above descrip-
tion remains reasonably accurate. It can be illustrated in a diagram using 
an almost vertical demand curve for reserves on the part of the banking 
system, shifting outwards and inwards from day to day, with an endoge-
nous supply of reserves at the policy rate (‘federal funds rate’) represented 
by a horizontal line. This implies an endogenous supply of reserves and 
so an endogenous monetary base, to go along with an endogenous 
money supply. Central banks neither control the money supply nor in 
the above system base money, which are both determined in the econ-
omy. What is exogenous is the interest rate. All this was explained many 
years ago by Nicholas Kaldor, and the horizontal supply curve of reserves 
was properly explained in the late 1980s by Basil Moore, just a few years 
before the development of modern monetary theory (Fig. 5.2).

Fig. 5.2  Endogenous reserves
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Most countries also have a corridor system for bank reserves, whereby 
interest is paid by the central bank on reserve balances (a ‘deposit facil-
ity’), normally at a rate below the policy rate described above, and the 
central bank engages in direct overnight lending to banks (a ‘borrowing 
facility’), normally at a rate above the policy rate, to encourage banks to 
rely on the overnight market, and to use this facility rarely. In Australia, 
the corridor is + or − ¼%, so that interest is paid on the deposit facility by 
the Reserve Bank at a rate 0.25% (or 25 basis points) below the cash rate, 
and interest is charged on the borrowing facility at a rate 0.25% above 
the cash rate. The cash rate, remember, is the Australian term for their 
federal funds rate. The system in the USA is, as always, a little more com-
plicated, but essentially similar. In the following diagram, the cash rate is 
assumed to be 2.5% pa (Fig. 5.3).

The deliberate provision of excess reserves, as a result of quantita-
tive easing, in the USA, Japan, the Eurozone and the UK, among other 
countries, after the Global Financial Crisis, changed the interpretation of 
policy interest rates in these places. Since almost all banks now had more 
reserves than they needed for money transmission or regulatory purposes 
almost all the time, the overnight interbank market more or less disap-
peared, and the borrowing facility at the central bank became almost 

Fig. 5.3  The corridor system
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irrelevant. The official interest rate became the rate paid by the central 
bank on excess reserve balances. Central banks did not lose control over 
official interest rates as a result of providing excess reserves to the bank-
ing system; they simply changed the mechanism for setting official rates. 
They also inadvertently simplified it. They demonstrated that increases 
in the monetary base do not have to drive money market interest rates 
down to zero. This of course also demonstrated that fiscal deficits do not 
have to be financed through the issuance of government debt securities 
in order to avoid driving interest rates down. Outright monetary financ-
ing of fiscal deficits just creates reserves in the banking system. These 
reserves are not inflationary, because the money multiplier is a fallacy. 
They do not even need to force interest rates down, since excess reserves 
simply drive interest rates to the rate paid by the central bank on the 
lending facility.

The impact of excess reserve creation, whether it is the result of quan-
titative easing, or of the deliberate outright monetary financing of fiscal 
deficits, is best shown by reverting to a vertical supply curve of reserves 
to the system. In other words, quantitative easing makes the monetary 
base an exogenous variable. It is, however, an exogenous variable with-
out any relationship to credit creation or inflationary pressures (Fig. 5.4).

Fig. 5.4  Excess reserves
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To set the official interest rate at zero, regardless of whether that rate 
is called the federal funds rate or cash rate, or something else, all the cen-
tral bank needs to do is to set the interest rate it pays on bank reserves 
at zero. Having done this, major central banks were said to have hit 
the ‘lower bound’. Prior to 2013, it was unthinkable to move beyond 
zero, and into the territory of negative official interest rates. Then, the 
Danish central bank did exactly that, and the ‘zero bound’ was a bound 
no longer. Denmark was followed by the Eurozone, Sweden, Switzerland 
and later by Japan in introducing negative official interest rates.

If you have never come across negative rates before, they can be a 
difficult notion to grasp, but in fact a negative rate on bank reserves is 
quite simple. It is just a tax on the reserves held by the banking sys-
tem. The idea was to encourage banks to lend to their customers, and 
by doing so to pass these reserves onto other banks, and minimise 
their exposure to this interest rate ‘tax’. Other than by withdrawing 
reserves from the central bank in the form of physical currency, there 
is nothing the banking system as a whole can do to rid itself of these 
reserves. Banks cannot lend these reserves to you and me, since we do 
not have reserve accounts at the central bank. They can just pass them 
around between themselves, like hot potatoes. If a bank creates a lot of 
credit, and this leads to transfers of funds from accounts at that bank to 
accounts at other banks, the bank will be able to pass some of its excess 
reserves to those other banks—getting rid of these undesirable hot 
potatoes.

However, this measure and other tools of alternative monetary policy 
not discussed here do not appear to have been very successful in stimu-
lating additional credit creation, and even if they had been, it might have 
involved an already weak private banking sector taking on inappropriate 
risks. All such a tax on the banking system is liable to do is to encour-
age banks to pass the cost on to their customers, in the form of fees and 
charges. So why do it? And what was the point of all that quantitative 
easing, which massively expanded central bank balance sheets and the 
monetary base in a number of countries, but had at best a limited impact 
on the real economy?

It was a case of central bankers knowing that something had to be 
done to stimulate economic recovery; knowing that the key lay in fiscal 
policy; not having the legal power to change fiscal policy, which is under 
the control of politicians; and so doing what they could through the use 
of monetary policy to encourage additional lending and spending, even 
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though most, if not all, central bankers knew this not to be the most 
effective response to the recession of 2009. The key lay in fiscal policy, 
because it is only fiscal policy which can increase the net financial assets 
of the private sector, and allow for economic recovery while private-
sector balance sheets are being repaired. Money spent into existence due 
to fiscal policy is money which does not have to be paid back.

Economists at the Bank for International Settlements have coined the 
term ‘decoupling’,18 to refer to the fact that the payment of interest on 
reserves means that the provision of excess reserves to the banking sys-
tem no longer places downward pressure on interest rates, when official 
interest rates are understood to be the rate paid on reserves balances by 
the central bank. To the extent that the issuance of government debt 
securities could previously have been justified as necessary to drain excess 
reserves from the system to prevent the central bank losing control over 
interest rates, this justification no longer applies. There is no longer any 
compelling need for monetary sovereign governments to issue bonds 
and other debt securities. As I said above, term deposits at the central 
bank would fulfil any remaining functions of government debt securi-
ties equally well, without creating the impression that the government 
needed to borrow to fund its net spending.

The mystery is that all the above is not universally understood. Given 
a proper understanding, there would now be a well-informed discussion 
of the implications of all this for the appropriate role for fiscal policy; the 
importance of monetary sovereignty; what to do about official interest 
rates and monetary policy; and how to re-regulate and re-structure bank-
ing and the financial sector more generally. It should be beyond debate 
by now that an arbitrary target for the fiscal balance is mistaken. It is a 
barrier to the elimination of involuntary unemployment and the pursuit 
of sustainable prosperity. This will be clearer still, following our discus-
sion of stock-flow consistent monetary economics, which follows in the 
next chapter.

Notes

	 1. � Knapp (1924).
	 2. � Mitchell-Innes (1913, 1914).
	 3. � ‘Our knowledge of the monetary systems in primitive and early societies 

is necessarily somewhat sketchy. Nevertheless I believe that the consensus 
among historians and anthropologists is that money developed as a social 
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(and governmental) artefact, rather than as a mechanism for reducing 
transactions costs in private-sector markets’ (Goodhart 2009, 828).

	 4. � Graziani was the founder of modern monetary circuit theory and clarified 
its Marxist roots. It can be related back to the French economist Jacques 
le Bourva, and even to Knut Wicksell, in the sense that it is an endog-
enous, credit theory of money (Ehnts and Barbaroux 2017). There are 
similarities with the work of Hyman Minsky. Although the emphasis is 
on the private sector, rather than on the state, it is completely consistent 
with modern monetary theory. Modern economists influenced by mone-
tary circuit theory include Marc Lavoie, Steve Keen and a variety of oth-
ers broadly sympathetic to modern monetary theory.

	 5. � Moore (1988).
	 6. � Quoted in Colander (1984).
	 7. � For example, in Kaboub et al. (2015).
	 8. � And has been confirmed to be so, by a long list of authorities; including, 

on more than one occasion, Alan Greenspan, Chairman of the Federal 
Reserve from 1987 until 2006.

	 9. � This is among the criticisms of modern monetary theorists listed by Marc 
Lavoie in a broadly supportive paper in 2013.

	 10. � The European Central Bank announced its Outright Monetary 
Transactions programme in September 2012. Simply the promise to buy 
government securities if necessary was enough to bring down the yields 
on government bonds, such as those of the Portuguese government, by a 
dramatic amount. Default risk had been taken off the table.

	 11. � Fischer and Easterly (1990, 135).
	 12. � William Mitchell, on his Billyblog site, http://bilbo.economicoutlook.

net/blog/, has explained this on many occasions.
	 13. � Mitchell-Innes (1913, 402).
	 14. � This is explained with great clarity in Fullwiler (2017).
	 15. � Quoted in Fullwiler (2017); and in many other places.
	 16. � Quoted in Wray (2016, 94); and in many other places.
	 17. � This is written as an endnote to page 167 of Keynes (1936).
	 18. � Borio and Disyatat (2009).
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The stock-flow consistent approach to monetary analysis was developed and 
pioneered, between the 1970s and the 2000s, by Wynne Godley, initially 
at Cambridge University and later at the Levy Institute of Bard College in 
New York. Two co-authored books were important in the process. The first 
of these was a textbook in stock-flow consistent macroeconomics, written 
with Francis Cripps in 1983, which proved to be many years ahead of its 
time, and so was largely ignored when it was published. The second, which 
was written with Marc Lavoie and published in 2006, is a demonstration 
of, and virtually an instruction manual in, how to build sectoral stock-flow 
consistent models in the Post-Keynesian tradition. This second text was 
published at exactly the right time, has proved to be seminal and may yet 
play a significant role in shifting the economics discipline in the decades to 
come. I apologise for the cliche, but it really is too soon to tell how impor-
tant their Monetary Economics: An Integrated Approach to Credit, Money, 
Income, Production and Wealth will prove to have been.

We have already established that any useful macroeconomics must be 
based on some form of monetary analysis, and I have explained that the 
three axioms of modern monetary theory, outlined in Chapter 5, must 
be incorporated into that useful macroeconomics.

As yet, however, because we have not covered Godley’s work, it may 
appear that we lack an approach to model building which we can offer 
central banks, finance ministries and other institutions, as a replace-
ment for the misleading dynamic stochastic general equilibrium models 
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which I discussed, and rejected in Chapter 2. Those models are very 
attractive to policy-makers and pundits, as well as to orthodox econo-
mists, since they purport to describe how the various parts of the econ-
omy fit together, and can be used to carry out policy simulations, and 
to generate forecasts. Such forecasts have been shown to be unreliable 
and misleading, but nevertheless they are still widely used, and orthodox 
economists commonly react emotionally and dismissively to the sugges-
tion that they might have to be abandoned.

Godley and Lavoie have provided us with a framework for build-
ing monetary macroeconomic models, which can be put up against the 
orthodox general equilibrium approach and easily shown to provide a 
superior way of describing how the various sectors of an economy evolve 
over time. Modern economies are best imagined as sets of interlock-
ing balance sheets, evolving together over time, with the potential to 
become increasingly fragile, so that a major financial crisis is always a pos-
sible future state. They are far from the stable Walrasian system, which 
provides the foundations for the various types of dynamic stochastic gen-
eral equilibrium model that are so firmly entrenched in orthodox macro-
economics, but so badly in need of replacement.

The Godley approach is far more suited to identifying trends which 
are likely to be unsustainable and liable to lead to financial instability and 
crisis in the absence of effective government intervention.1 It can also be 
used to generate contingent forecasts, although those forecasts are best 
thought of as outcomes which could feasibly happen, rather than what 
will actually happen, as the economy is an uncertain and complex system. 
Policy formation cannot therefore be about optimal fine-tuning, but 
instead about the construction of automatic stabilisers, such as a coun-
ter-cyclical fiscal policy supported by a job guarantee. The value of such 
an approach can be demonstrated within such a framework, which can 
also be used to simulate the consequences of a variety of events within 
the economy, and among other things to show the limitations of mone-
tary policy as a tool of demand management.2

It is also consistent with the monetary macroeconomics of Keynes, 
Kalecki, Davidson and Minsky, which I outlined in Chapter 3. They 
refer in their book to Simon’s procedural rationality, in the context of 
decision-making, which I discussed in Chapter 4. There are references 
in their Monetary Economics to the work of modern monetary theorists 
Randall Wray, Warren Mosler, Matt Forstater and Scott Fullwiler. Their 
approach to modelling, because of its fidelity with what Nicholas Kaldor3 
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would have called ‘stylised facts’ about the monetary system, is support-
ive of the laws of functional finance and the axioms of modern monetary 
theory, which I explained in Chapter 5.

There are close parallels, in some respects, between Godley’s work 
and the approach taken to stock-flow consistency by the orthodox econ-
omist, and Nobel laureate, James Tobin (Brainard and Tobin 1968), and 
indeed Godley acknowledged his debt to Tobin, where the modelling 
of asset demands is concerned. However, Tobin was a neoclassical syn-
thesis Keynesian, and like many others struggled to reconcile a realistic 
approach to financial markets with a general equilibrium model of the 
economy. It is impossible to think in terms of general equilibrium, which 
is essentially a model of a barter economy, and to get money and finance 
right, without logical inconsistencies. A consequence of the fashion for 
internal logical consistency in orthodox macroeconomics from the early 
1980s onwards was the sidelining, and even abandonment, of Tobin’s 
so-called New Haven approach. There is no need for it, and even no 
room for it, in a general equilibrium framework. That is not to say that 
modern orthodox economists never mention stock-flow consistency. To 
them, though, the notion is limited to ideas such as the misleading dis-
cussion of fiscal sustainability which I discussed in the previous chapter 
and has little in common with the hard monetary model of this chapter.

Accounting for Stocks and Flows

In the late 1930s, Michal Kalecki is supposed to have said, ‘I have found 
out what economics is; it is the science of confusing stocks with flows’.4 
We do not want to fall into that confusion here, so I would like start my 
discussion from first principles and move to the model in, hopefully, easy 
steps. Please be patient, as I promise it won’t be long before we dive head-
long into our stock-flow consistent macromodel, but I want to avoid haste.

Let us start by looking at a very simple balance sheet, listing the values 
of all the assets and liabilities of an individual called Steven (Table 6.1).

Steven’s assets are listed on the left-hand side of his balance sheet. 
His assets are what he owns. His real assets, or tangible assets, include 
his house, if he owns one, and any durable goods he owns, like his car. 
His financial assets include any cash he may have, and also any financial 
claims he has on anyone else, or any institution, in the economy. They 
are liable to include bank deposits, and may also include common stocks 
(or shares) in companies, and a variety of other financial claims, like units 
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in investment funds. His deposits are obviously claims on banks, which 
will often be repayable on demand, and generally have a guaranteed dol-
lar value. They are financial assets for him, but financial liabilities for his 
bankers. A neutral term for them is financial instruments.

If he owns stocks, they are a claim on the companies which issued 
them, of which he is a stockholder and legally a part-owner. This claim 
is a contingent one, in the sense that if a company makes a net profit 
and its directors choose to payout part of that profit in the form of div-
idends, he will be entitled to his share of those dividends. The market 
value of his stocks is not guaranteed. Although companies have no legal 
obligation to pay dividends to stockholders, most companies normally do 
so, and for our purposes, corporate stocks will be interpreted as finan-
cial liabilities of the companies concerned. This is also necessary for the 
accounting of our stock-flow consistent model, since it is essential that 
every financial instrument is both an asset and a liability. The sum totals 
of financial assets and financial liabilities in our monetary system will have 
to be the same, so that they cancel out. Common stocks issued by listed 
companies are financial instruments which can be bought and sold on a 
secondary market, like government or corporate bonds, and as such are 
also sometimes referred to as securities.

The market value of everything Steven owns comes to $600,000, but 
this is not a good measure of Steven’s wealth. Steven’s monetary wealth 
is given by his net worth. To calculate his net worth, we need to deduct 
the value of any financial liabilities Steven has from the total value of 
his assets. His financial liabilities are his debts. Perhaps Steven has only 
one debt, which is a mortgage from his bank, with a balance owing of 
$400,000. This is a financial claim the bank has on Steven. It is a finan-
cial asset for the bank, just as it is a financial liability for Steven.

Since the market value of Steven’s assets exceeds the value of Steven’s 
liabilities, Steven has a positive net worth, or net equity of $200,000. 
He is solvent. He could sell off his assets at their current market prices, 

Table 6.1  Steven’s balance 
sheet Steven’s balance sheet at the beginning of the month

Assets Liabilities and net worth

Real assets
$500,000

Financial liabilities
$400,000

Financial assets
$100,000

Net worth
$200,000



6  STOCK-FLOW CONSISTENT MONETARY ECONOMICS   187

repay his debts in full and have some money left over. This could change 
though. His house and his shares, for example, could both fall in value 
in an economic downturn, which could easily wipe out his net worth, 
and leave him with a negative equity. If he then lost his job and so his 
income from employment, and was unable to make the repayments on 
his mortgage, he could easily go bankrupt. The more debt he is carrying, 
the greater the risk of such an outcome.

We have met the concept of net worth, or net equity, before, when dis-
cussing banking regulation in Chapter 5, where we defined the net equity 
of a bank as its capital. It is not only for banks, or other financial institu-
tions, or non-financial corporations, that balance sheets matter. Household 
balance sheets are of great significance, and a shift in household balance 
sheets from Minsky’s ‘hedge’ form to speculative and even Ponzi forms 
over time is a signal of growing fragility in the system, and that the appar-
ent prosperity of the moment may not be sustainable. Minskian instabil-
ity cannot be accommodated in orthodox models of the economy, but it 
fits comfortably into our framework, since we make no assumptions about 
optimising behaviour by super-humans with extraordinary foresight.

The items in Steven’s balance sheet, above, are stock variables. They 
are recorded at a moment in time, and their current values are the con-
sequences of transaction flows arising over time, as well as of asset 
revaluations driven by changes in property, stock and other prices. It is 
important to notice that the two sides of the balance sheet must by defi-
nition always come to the same total—balance sheets always have to bal-
ance. This means that no single item on Steven’s balance sheet can change 
without at least one other item changing, to ensure it remains in balance. 
Even just an increase in the market value of a stock owned by Steven will 
involve two changes. The value of one of his financial assets increases, and 
if nothing else changes, his net worth increases by the same amount. The 
same thing is true of transactions Steven engages in over time—every sin-
gle transaction must involve at least two changes in his balance sheet. The 
same thing will be true when transactions are aggregated, over a period of 
time. At any moment in time, his balance sheet provides a snapshot of the 
consequences of these transactions and market changes.

Suppose that, over a month, Steven receives income from his 
employer of $2000 and uses $1500 for consumable goods and services 
and mortgage interest, but does not repay any of the outstanding princi-
pal on his mortgage. Suppose he does not engage in any transactions in 
real assets across the month, that the market values of his existing assets 

http://dx.doi.org/10.1007/978-3-319-90981-3_5
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do not change, and that those assets generated no income for him over 
the month. Suppose also, just to keep things simple, that he does not 
have to pay any taxes on his income, or that those taxes have already 
been deducted from his income, and that he has neither made nor 
received any transfer payments—for example, he has not given his son 
any money.

The $2000 from his employer will have gone into his bank account, 
while $1500 has been withdrawn from that account to pay for his con-
sumption and to make his mortgage interest payment. He has saved 
$500, and his net worth has gone up by that amount. He has $500 of 
additional net financial assets, although perhaps I should say $500 less 
in net financial liabilities, since at the moment his debts are bigger than 
the financial claims he owns on others. He is a little richer, in any event. 
His financial assets have increased, and his net worth has risen from 
$200,000 to $200,500 as a result.

But all the above begs a set of questions and leaves a series of loose 
ends. He may be saving $500 out of his income, but what is he going 
to do with those savings? If he leaves them on deposit with his bank, 
that has implications for the bank’s balance sheet. If he uses some of the 
money to buy shares, then if those shares are bought on the primary 
market from a corporation, this has implications for the balance sheet of 
the corporation; while if he buys them second-hand, the balance sheet of 
whoever is selling the shares he is buying will be affected.

And what of his employer? Those funds were drawn from the employ-
er’s bank account, and so have implications for the employer’s balance 
sheet, but so do all the other transactions the employer has entered into, 
and any capital gains or losses the employer may have made on assets 
held. Perhaps his employer has borrowed from its bank the funds to pay 
his salary, in anticipation of future receipts from clients. In that case, this 
can be said to have created the money which Steven is now saving. But 
the loan too will have had implications for the bank’s balance sheet. It is 
easy to see that our description of the economy as a set of interlocking 
and evolving balance sheets is the right way to think about any mone-
tary economy, as it evolves over time. Moreover, it is easy to see that the 
balance sheets of some individuals and some institutions might evolve 
in ways which are unlikely to be sustainable. In a realistic and uncertain 
economic environment, procedural rationality based on heuristics and 
conventions is often all that is available. He may have some idea of how 
much debt it is wise, or normal, for him to carry, relative to his income, 
as may his bank, and other institutions he deals with. This is an example 
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of a stock-flow norm. But such norms cannot be based on optimising 
behaviour and rational expectations, as the information to allow for such 
calculations does not exist. Consequently, what is seen as normal or con-
ventional behaviour is liable to change over time, and these changes 
may not be sustainable in the long run. Stability can breed instability. 
There are limits to how much debt households can carry, relative to their 
incomes, and what is unsustainable in the end will not be sustained.

Every financial asset held by any individual or institution is always a 
financial liability for another economic actor, whether it is a person, a 
corporation or a government. Consequently, in aggregate, financial assets 
and liabilities must cancel out, looked at across the whole financial sys-
tem. For you or me, our wealth will include both our real assets and 
any net financial assets we hold. Even for entire countries, in a world of 
open economies, similar statements can be made. We can say that the 
wealth of Norway, for example, is given by its real assets and its net lend-
ing to the rest of the world. Norway is a creditor nation—it has positive 
net financial assets. But for the world as a whole, there can be no net 
financial assets, and so financial assets should not be regarded as part of 
our global wealth at all. We can have no net financial claims on another 
planet. For the world as a whole, our wealth depends on our real assets 
alone—our collective natural resources, capital and infrastructure, tech-
nology, available labour and skills, and most notably on our ecological 
resources. These are the things on which sustainable global prosperity for 
future generations will depend.

If we want to study the evolution of actual economies over time, we 
need to track not only Steven’s balance sheet, but the balance sheets of 
all the other individuals in the economy, and of all its businesses and 
other institutions, including the central bank and the federal govern-
ment. Moreover, all national economies are integrated, to a greater or 
lesser extent, with the economies of other countries around the world, 
and so the impact of trade flows, investments and loans across countries 
must also be taken into account. This might seem like a complicated 
thing to do, but since the economy is a financial system, as I said at the 
beginning of the chapter, we have no alternative but to try.

That said, a model of an economy, like a map, is not an exact replica 
of that which it is designed to represent, but a simplified description of 
it. The extent and nature of that simplification depend on the purpose of 
our model. For our purposes, it will be legitimate to aggregate balance 
sheets, transaction flows and behaviour at a sectoral level. We must not 
forget that by doing so, we inevitably sacrifice some information for the 
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sake of clarity. For example, when looking at the household sector, where 
some households have higher positive levels of net worth, but others have 
very low or negative net worth and are heavily in debt and exposed to 
financial risk, aggregating across the sector can make household balance 
sheets appear more consistent with a safe and secure financial system than 
is actually the case. High levels of gross indebtedness, and inequalities of 
both wealth and income, need to be monitored, as do holdings of spec-
ulative real and financial assets, when assessing the potential for a wave of 
household insolvencies to contribute towards a future financial crisis.

Sectoral Balances

Let us begin by looking at the standard three-sector chart for the USA, 
based on national income accounting data. The three sectors are the 
private sector, the government sector and the foreign sector. The finan-
cial balances of each sector can be interpreted as their net lending on 
the US financial system or acquisition of net financial assets, or just net 
saving, of each sector across each year. As such, the three balances must 
by definition always sum to zero:

The foreign sector financial balance is the current account deficit on the 
American balance of payments. This is not identical to the US trade defi-
cit, as the current account balance also includes net income from abroad, 
mainly in the form of profit, dividend and interest payments. Counter-
intuitively, the USA despite being a net international debtor since the mid-
1980s, continues to enjoy positive net income. This is because its external 
liabilities are mainly interest-bearing, and interest rates in recent years have 
been very low, while its external assets are heavily foreign direct invest-
ments, which have remained profitable. If we ignore these net income 
flows for the moment, then the foreign sector financial balance can be 
written as (IM − EX), where IM stands for imports and EX for exports.

Private Sector Financial Balance+ Government Financial Balance

+Foreign Sector Financial Balance = 0

PB+ GB+ FB = 0

(S − I)+ (T − G)+ (IM− EX) = 0

FB = (IM− EX).
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The government financial balance is approximately equal to the fed-
eral fiscal surplus, which can be written as (T − G), or taxes and other 
charges, net of transfers, less government purchases.

The private-sector financial balance is the difference between private sec-
tor saving out of after-tax income and private-sector investment spending 
on real assets, being the acquisition of net financial assets by the private 
sector. It is sometimes referred to as net saving and can be written as 
(S − I), with savings denoted by S and investment by I.

The three balances equation can also be explained as resulting from the 
fact that one person’s spending is another’s income, or one economic 
unit’s lending is another’s borrowing, and as such is an identity. On its 
own, it says nothing about cause and effect, and in practice, the relation-
ship over time between the three balances is complex.

What we can say, however, is that the government, while it can influ-
ence the private- and foreign-sector balances, cannot determine the 
value of either of them which is currently consistent with domestic full 
employment. The first depends on the net savings decisions of the pri-
vate sector, and the second depends on the desire of the rest of the 
world to accumulate net financial assets in the domestic financial system. 
Both will vary over time, as a consequence of private-sector decisions 
and decisions taken outside the domestic economy. Consequently, if the 
government is determined to maintain the economy at, or close to, full 
employment, the fiscal balance must be allowed to vary endogenously to 
balance out decisions taken in the other two sectors.

In an economy with an increasing national income, if the private sector 
has a target ratio of net financial assets to income, then the private sector 
will normally have positive net savings desires. In an economy like the USA, 
with a current account deficit on its balance of payments for many years 
now and even before that only very small surpluses in the 1960s, it is rea-
sonable to assume the foreign sector financial balance will remain positive 
and certainly will not be significantly negative. Consequently, the appropri-
ate fiscal balance for the USA, in future, as in the past, will be a deficit, 
and the only question is then whether that deficit will be large enough to 
maintain equitable full employment, but not so large as to contribute to 

GB = (T − G)

PB = (S − I).
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inflationary pressures. This is reminiscent of the discussion of fiscal sustaina-
bility in Chapter 5, where I explained that a target for a balanced budget or 
a ‘return to surplus’ is nonsensical and dangerous (Fig. 6.1).

The only significant fiscal surplus in the USA over the past 60 years 
was the Clinton surplus of the late 1990s, as is shown in the chart. That 
this surplus was made possible by the opening up of a large private-sec-
tor deficit, associated firstly with a stock market bubble and later with 
the real estate bubble which burst in 2006–2008, is also clear, as is the 
necessity for a large fiscal deficit in 2009 and 2010 in order to allow the 
private sector to go into significant financial surplus, while preventing the 
Great Recession from turning into another Great Depression.

A similar story can be told in terms of the financial balances of other 
economies, including those of the UK and Australia, in the years before 
and after 2008. Australia ran fiscal surpluses for much of the period from 
1996 to 2008, which would never have been possible in a country with 
a similar external position to the USA, without the private sector going 
heavily into deficit. Part of this private deficit in Australia was the result 
of a burst of investment spending by mining companies, on the back of 
rising commodity prices and the apparent prospect of a prolonged mining 

Fig. 6.1  Household debt-to-GDP ratios; Australia, Japan, UK and USA 
(Source BIS Data. Bank for International Settlements)

http://dx.doi.org/10.1007/978-3-319-90981-3_5
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Fig. 6.2  3-Sector balances in the model, base case

boom. The rest of it, though, reflected household borrowing supported 
by a rising property market. These two effects can be separated out by 
dividing up the private sector into households, non-financial corporates 
(which of course includes the miners) and financial corporations (Fig. 6.2).

As I write, in early 2018, the Australian property bubble has not 
burst, and Australian household debt remains very high. There are con-
cerns that as much as a third of this debt is held by households who do 
not have significant savings to draw upon and are vulnerable to financial 
distress, as a result of a rise in unemployment, in interest rates or in both.

Australia is a good example of the need to interpret sectoral balance 
sheet data with caution. Australian households overall are big net lend-
ers on the financial system, alongside, not surprisingly, the foreign sector. 
The big net private borrowers are non-financial corporates, although it 
should be remembered that these data treat common stocks as financial 
liabilities, even though they are not technically debts of the companies 
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concerned. The net financial liabilities of the Australian government are 
very modest, compared with those of the majority of other governments 
of high-income countries (Table 6.2).

What is lost in the aggregate is the fact that the much of the money 
saved by many Australian households over the past twenty years or so 
has been borrowed into existence by other households. Australian house-
holds overall have net financial assets of about 150% of Australia’s GDP, 
to add to the real estate they own, but this obscures the fact that the 
gross debt of households, at about 125% of GDP, is nearly the highest in 
the world. The highest level of household inequality in almost 70 years 
means that many household balance sheets are fragile, despite the fact 
that the household sector overall has a strong net asset position. A 
greater net issuance of liabilities by the monetary sovereign government, 
alongside lower inequality, would allow for lower household debt. A 
comparison of the ratio of household debt to GDP in Australia, with the 
levels in the USA, the UK and Japan; and a comparison of the current 
figure with its value of about 50% in the mid-1990s, prior to its con-
siderable increase during the years of the Howard government, reveal a 
financial fragility which is easily obscured by the data on intersectoral net 
lending (Fig. 6.3).

Table 6.2  Inter-sectoral net-lending and borrowing, Australia, June 2017

Source Australian National Accounts. Australian Bureau of Statistics

Australia net 
lending as at 
June 2017

Households Non-
financial 
corporates

Financial 
corporates

Rest of 
the world

General 
government

Net-lending

From\to $Abn $Abn $Abn $Abn $Abn $Abn % of 
GDP

Households 0 478 1621 96.4 410 2605.4 148
Non-financial 
corporates

−478 0 −964.7 −1025.2 −366 −2833.9 −161

Financial 
corporates

−1621 964.7 0 30.8 83.3 −542.2 −31

Rest of the 
world

−96.4 1025.2 −30.8 0 198.6 1096.6 62

General 
government

−410 366 −83.3 −198.6 0 −325.9 −19

Net 
borrowing

−2605.4 2833.9 542.2 −1096.6 325.9 0 0
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The net lending figures are balance sheet data. They are stocks, 
recorded at a moment in time, at the end of June 2017. The sectoral 
financial balances relate to transaction flows, happening over time. Along 
with asset revaluations, they change sectoral balance sheets, from one 
year to the next. A hard, monetary model of the economy must include 
balance sheet data and transactions flow data, based on correct account-
ing relationships, as well as a set of equations describing the determi-
nants of key economic variables over time, describing those transaction 
flows and changes in asset prices and tracking the evolution of the inter-
locking balance sheets which are implied by the data.

Stock-Flow Consistent Monetary Models

Godley’s stock-flow consistent models meet this requirement, incor-
porating three main elements—interconnected sectoral balance sheets; 
transactions matrices, which identify intersectoral financial flows and 
imply changes in sectoral balance sheets over time; and a set of consistent 
behavioural equations and identities driving the transactions matrix and 
indirect changes in balance sheet variables over time.5

Fig. 6.3  US 3-Sector financial balances (Source Office of Management and Budget 
Historical Tables; Federal Reserve Economic Data, Federal Reserve Bank of St. Louis)
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It is businesses and not households which are at the centre of these 
models, just as they are at the centre of the model in Chapter 3 of 
Keynes’ General Theory. Businesses make employment decisions, based 
on expected sales, in an uncertain environment. Pricing decisions incor-
porate a markup over normal unit costs, which must be sufficient to 
generate entrepreneurial profits high enough to meet the obligations 
set up by past financing decisions, as well as to generate retained earn-
ings sufficient to fund future desired investment in a way consistent with 
the norm for business capital structure. Unemployment and underem-
ployment are, by implication, involuntary and attributable to a lack of 
expected sales. As in The General Theory, there is no mechanism whereby 
flexible wages and prices can deliver full employment when there is insuf-
ficient aggregate demand.

Households make consumption and savings decisions based on antic-
ipated disposable incomes and their wealth. They then allocate their sav-
ings between various financial assets, including deposits, bills, bonds and 
equities. These financial assets include bank deposits (‘inside money’) and 
stocks, which are not net assets for the private sector as a whole, and cash 
(alongside bank reserves, a form of ‘outside money’) plus government 
securities, which are net financial wealth for the private sector. The role of 
government securities and government (outside) money in determining 
private-sector financial wealth is of crucial importance in stock-flow con-
sistent models and of course is fundamental to modern monetary theory.

In more sophisticated models, households also borrow from banks 
and can be modelled as engaging in speculative purchases of both finan-
cial and real assets. This allows unsustainable speculative bubbles to be 
modelled in this framework, and a broadly realistic financial system is 
a natural fit within the models. Banks react passively to a demand for 
loan finance. They set loan interest rates based on a markup over deposit 
rates, given a target for retained earnings, which itself is driven by the 
need to maintain an adequate capital adequacy ratio (a requirement sim-
ilar to the first version of the Basel regulations fits easily into the model) 
and to allow for expected non-performing loans.

The government makes decisions relating to pure government 
expenditures (government purchases) and the tax rate, which play a key 
role in driving effective demand and which are critical to the achieve-
ment and maintenance of full employment. Fiscal policy drives the 
demand side of these demand determined but supply constrained mod-
els. Indeed, in the long run, there is no alternative but to rely on fiscal  
policy for this purpose, since what has become the monetary policy 

http://dx.doi.org/10.1007/978-3-319-90981-3_3
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convention of setting short-term interest rates to drive demand is easily 
shown to be ineffective in the long run (in both simple and more sophis-
ticated stock-flow consistent models), due to their rigorous accounting 
for the impact of financing decisions on balance sheets and with refer-
ence to our recent historical and ongoing macroeconomic experience.

The central bank deals in government bills as required to hold the rate 
of interest on bills at its desired level. The official interest rate in the Godley 
and Lavoie models is the short-term bill rate, and the central bank uses its 
balance sheet for the purposes of interest rate maintenance. The models 
make clear that a monetary sovereign government is always able to pur-
chase what is for sale in its currency and, like its central bank, can never 
become insolvent. Central bank and central government net financial worth 
are not constraints on fiscal policy. The issuance of government securities 
is about meeting the private-sector demand for them and managing inter-
est rates. Another lesson from the Godley and Lavoie models, which ben-
efit from the logical correctness of rigorous accounting, is that the central 
bank can, if it is prepared to use its balance sheet for the purpose, control 
the whole term structure of interest rates. This has been demonstrated in 
recent years by the Bank of Japan and a number of other central banks.

In their more sophisticated models, Godley and Lavoie model infla-
tion using an amended version of the Phillips Curve, with a horizontal 
segment, which means that a wide variety of levels of employment are 
consistent with a stable inflation rate.6 They justify this with references 
to some of the many empirical studies which have provided support for 
this approach. I will refer to the same model of inflation in Chapter 7 
when I discuss the virtues of a job guarantee. They describe inflation as 
a conflicting claims process, with money wages determined in the labour 
market, but with real wages determined in the goods market, based 
on normal unit cost plus pricing and a markup which reflects the need 
to justify past financing decisions and to contribute retained earnings 
towards current investment financing.

Their models are simulation models, based on correct accounting—
models of what might possibly happen and not precise predictions of 
what will happen. The importance of the Godley and Lavoie method is 
that it allows their use to describe what cannot happen, and often the 
advice and forecasts of New Keynesian economists have been based in 
recent years on long-term projections which are simply inconsistent 
with what is possible, given a correct accounting for stocks and flows. 
Godley was able to explain that the growth and fiscal surpluses of the 
Clinton administration in the late 1990s were unsustainable, due to their 

http://dx.doi.org/10.1007/978-3-319-90981-3_7
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implications for US private-sector balance sheets. Godley and Lavoie 
constructed a three-country stock-flow consistent model, where two of 
the countries shared a common currency, which floated against the cur-
rency of the third country, which described with extraordinary accuracy 
the vulnerability of the Eurozone to a financial crisis, well before the 
crisis actually struck. Godley spotted the fatal flaw of the design of the 
Eurozone at its very inception in the early 1990s. I regularly show the 
Godley and Lavoie three-country model to advanced students, know-
ing they will be amazed by is predictions, given that those students have 
been schooled in dynamic stochastic general equilibrium models com-
pletely unsuited to identifying such vulnerabilities.1

A Simulation Model

While Godley and Lavoie-style models lack the dense mathematics and 
calculus of those orthodox DSGE models which they should replace, 
they do involve a certain amount of algebra and technicalities which I 
do not wish to include in the main body of this text. They can extend to 
well over 100 equations. The Godley-inspired dynamic model of finan-
cial balances for the UK, published as a Bank of England Working Paper 
in 2016, has 80 equations, despite its limited scope. The model I am 
going to use, which is inspired by a well-known compact stock-flow con-
sistent growth model of Marc Lavoie and Wynne Godley, has fewer than 
half that number, but the equations themselves are still best left to the 
appendix to this chapter. Those who are interested in the equations of 
the model can find them there: those who are not can avoid them.

What I want to do in the main body of the chapter is to explain the 
balance sheet and transactions flow matrices of the model and provide the 
results of at least one of the many policy experiments which the model 
allows you to carry out. This policy simulation demonstrates a fundamental 
problem with using monetary policy as the main tool of demand manage-
ment; the superiority of fiscal policy, in a stock-flow consistent framework 
with correct accounting; and consequently, given the insuperable difficulties 
of precise discretionary financial fine-tuning in an uncertain environment 
with policy lags, the need for a job guarantee to set the full employment fis-
cal balance and act as an automatic counter-cyclical stabiliser.

The model adds a government sector, profit-making banks with a 
target capital adequacy ratio, household debt, capital asset depreciation 
and trade and current account balances to the model in Godley and 
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Lavoie’s 2001 paper, Kaleckian Models of Growth in a Coherent Stock-
Flow Monetary Framework: A Kaldorian View, which itself is a model of 
a closed economy without government.

However, the aim is to keep our model almost as small and compact 
as the one which inspired it, so the rest of the world is not modelled 
(instead, the country is assumed to run a trade deficit set as an arbitrary 
proportion of private-sector spending); there is no inflation in this model 
(to abstract from the need to model inflation and to distinguish between 
real and nominal values); and there are no changes in the level of inven-
tories (production is assumed to equal demand in each time period). In 
addition, this model does not include real estate, so that the only spec-
ulative asset in which household wealth can be held is equities. All this 
keeps the number of equations below 40, instead of well over 100 or 
possibly 200. None of these simplifying assumptions affect the validity of 
the model for our purposes, and the simulation to be discussed procures 
similar results in more complicated, more realistic, stock-flow consistent 
models.

The model also consolidates the central bank into the government 
sector, which I have argued is for our purposes a useful thing to do, and 
includes only one form of government liabilities. These could be referred 
to as ‘government money’ or ‘outside money’ or ‘treasury bills’. For 
our purposes, I will just refer to them as bills. Government net spend-
ing, in the model, involves the emission of additional bills. These bills 
are held by the foreign sector and by the banking sector. The banking 
sector holds whatever ‘bills’ the combined government and central bank 
chooses to spend into existence which are not held by the foreign sec-
tor. In this sense, bills in this model are equivalent to federal funds, or 
exchange settlement balances, in the real world. The interest rate on bills 
is set by the government/central bank. This can be thought of as the 
official interest rate in this model.

By assumption, the rate of interest paid on bank deposits in the model 
is equal to the rate of interest on bills. Households do not hold bills 
directly, and this is a cash-free economy, so household wealth—excluding 
capital reserves tied up in banks—is divided up between bank deposits 
and stocks. Banks do not issue stocks and can be interpreted as having 
the form of mutual organisations or private limited companies. Only 
households hold bank deposits, so that the business sector is assumed to 
spend financial resources, as it raises them, through retained earnings, 
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new stock issues and borrowing. None of this is essential to the results. It 
just keeps the number of equations manageable.

The correct accounting of the model is such as to make the demand 
for bank deposits by households equal to the supply of those deposits 
from the banking sector at every stage, without the need to include an 
equation in the model specifying that this is the case. This is just the con-
sequence of the correct accounting for financial assets and liabilities in 
the model.

The balance sheet for the model is given in Table 6.3.
Financial assets are positives and financial liabilities are negatives, with 

notation as follows.

B = net government sector liabilities at issue
Bb = net government liabilities held by banks
Bo = net government liabilities held by the overseas sector
Dd = bank deposits held by households
Ds = bank deposits created by banks
L = total advances by banks to firms and households
Lh = household debt
Lf = firm debt (where ‘firms’ refers to the non-financial business sector)
Pe = price of stocks
es = quantity of stocks issued
ed = quantity of stocks held by households
K = fixed capital stock (real assets)

Household net worth is defined here to exclude bank reserves, so that 
the net assets (or equity capital) of banks are recorded as bank net worth. 
The net worth of firms is the value of the capital stock, net of the market 

Table 6.3  Balance sheet for the simulation model

Households Firms Banks Government Rest of the 
world

∑

Government 
bills

+Bb −B +Bo 0

Bank deposits +Dd −Ds 0
Bank advances −Lh −Lf +L 0
Equities +p . ed −p . es 0
Capital +K +K
Net worth Dd + pe . ed −Lh K−pe . es −Lf L + Bb −Ds −B +Bo +K
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value of the firm’s stocks and their debt—this can be positive or nega-
tive, depending on whether the market value of corporate stocks is less 
than or more than the difference between the value of firms’ assets and 
their debts (excluding the value of stocks issued), but has no direct sig-
nificance in the model. There is no assumption that the stock market is 
informationally efficient, or that ratio of the market value of stocks to 
the net value of firm assets will tend towards 1 over time. Government 
net worth is equal to the net emission of government liabilities. The rest 
of the world has a positive figure for net worth, equal to the negative 
net international investment position of this country, due to a history of 
net inflows on the capital and financial account and consequent current 
account deficits.

Since every financial asset is also a financial liability, the net worth of 
the economy overall to all sectors must be equal to the value of the real 
assets which make up the capital stock, K. It would of course be better 
to incorporate ecological resources into the real resources which consti-
tute the wealth and productive capacity of the economy, but that is not 
the purpose of this particular model. Ecological economists nonetheless 
do build Godley and Lavoie-style models, and the stock-flow approach 
lends itself to accounting for the ecological impact of economic activity.

The transactions matrix, which is essential to the model, as the val-
ues in this matrix each year drive changes in the balance sheet over time, 
looks far more complicated (Table 6.4).

Net sources of funds are positives, and net uses are negatives. Every 
row must sum to zero, since every $1 of funds available for use has come 
from somewhere in the system. For example, in the first row, the con-
sumer spending which is a source of funds for firms is a use of funds for 
households.

Every column must sum to zero, since each $1 available for use in 
a sector has been used to make payments or acquire assets. For exam-
ple,  the sources of funds for households include their wages (WB), plus 
dividends from firms (FD) and banks (FDB), plus interest received on 
deposits (r−1 .D−1n), plus new borrowing from banks (∆Lh). They use 
these funds to pay taxes (T), for consumption (C), to pay interest on 
their existing loans from banks (rl−1 . Lh−1), to acquire new equities 
(pe�e) or (as a residual) to acquire additional bank deposits (∆D).

It is convenient here to separate out current and capital decisions, for 
both firms and banks. In the case of banks, this allows for us to distin-
guish between the determinants of bank profits and the division of those 
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profits between additions to capital reserves and dividend payments to 
households, who own the banks. Bank earnings (FB) are used as a source 
of capital reserves towards a target for the capital-to-asset ratio (∆R), 
and the rest are paid out in bank dividends to households (FDB).

In the case of firms, the current column reminds us that the elements 
in GDP include consumption (C), investment (I), government spending 
excluding interest payments (G) and net exports (NX), and that these 
proceeds for firms can be divided up in this model into the wage bill 
(WB), interest payments to banks (rl−1 . Lf−1) and net profits. The net 
profit row of the table shows how these profits are divided up between 
dividends to households (FD) and retained earnings (FU). The capital 
column shows how investment (I) is funded, partly from these retained 
earnings (FU), but also partly from new stock issues to households 
(pe�e), with the rest coming from net borrowing from banks (∆Lh). 
Sources of funds are positives and uses of funds are negatives. Since all 
funds used must have come from somewhere, each column sums to zero. 
Since each transaction has two parties to it, each row also sums to zero.

Table 6.5 reproduces the above transactions-flow matrix incorporating 
the values from the ‘Year 2000’ in the simulation model we are about to 
employ for a policy experiment in ‘2001’.

The parameters of the equations and the values of the policy varia-
bles have been chosen to create a simulated economy sharing the nor-
mal characteristics of an economy which is running a current account 
deficit with the rest of the world, with a level of household debt similar 
to that of Australian in the 1990s. They are provided, along with the 
identities and behavioural equations themselves, in the appendix to the 
chapter.

The intersectoral financial flows in the base case look like this—the 
tranquillity within the model, where parameters and policy variables are 
held constant, as compared with the real world, is clearly shown from a 
quick comparison of Fig. 6.4 with Figs. 6.1 and 6.2.

The foreign sector chooses to run a financial surplus in the finan-
cial system of this economy, which explains the current account deficit. 
Households in aggregate are choosing to net save over time, as they have a 
long-run target stock-flow ratio of net financial assets held to income, and 
the national income of this economy is growing over time. Financial insti-
tutions are in surplus in the model, as they are retaining profits to main-
tain their minimum capital adequacy ratio requirements. One of the two 
deficit sectors is non-financial corporations, which are investing in excess 
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of their retained earnings, and so issuing additional stocks and borrowing 
from banks. The private sector as a whole is in net surplus from the late 
1990s onwards, in the base case—unlike what was the case in Australia. 
The remaining deficit sector is the government sector, which is supply-
ing net financial assets to the other sectors, while maintaining aggregate 
demand at a level consistent with the sustainable growth of real GDP 
and the maintenance of something close to full employment. The private 
and government balances are approaching steady states, in the base case, 
but have not yet reached those steady states. Such steady states are best 
interpreted in the same way as long-period equilibria in Post-Keynesian 
models—points of attraction that are not in practice attained, because of 
frequent changes in the parameters of the model, or in policy settings.

A Policy Experiment

As an experiment, I introduced a temporary cut in the rate of growth of 
pure government spending, carried out in 2001, matched with a reduc-
tion in the official interest rate easily large enough to offset the impact 

Fig. 6.4  Australia 5-Sector financial balances (Source Australian National 
Accounts. Australian Bureau of Statistics)
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of this fiscal tightening on GDP. The simulation model is set up to pro-
vide the most optimistic initial results from cutting interest rates, with a 
household sector propensity to consume which depends on the rate of 
interest, plus external debt to the rest of the world greater than govern-
ment net financial liabilities, so that the balance is made up for by the 
domestic banking system being in debt to the government. This means 
that, initially at least, a cut in interest rates not only raises the marginal 
propensity to consume out of income, but also reduces interest pay-
ments being made by domestic banks to the government, and moreover 
reduces interest payments being made by the government to the rest of 
the world.

A cut in government spending in 2001, relative to what had been 
planned, of 2%, does not require a reduction in nominal government 
spending at all. Instead, given an assumed trend increase in government 
spending of 4% per annum, government spending increases in 2001 by 
just under 2%. This is of course not 2% of GDP—it is slightly below 0.3% 
of GDP in the model. Subsequently, the growth rate in government 
spending returns to its initial level, so that the fiscal contraction might be 
seen as temporary and moderate, and barely a contraction at all.

The authorities combine this slight and temporary fiscal tightening 
with a large and permanent monetary stimulus, adopting a zero inter-
est rate policy in 2001, in a loose monetary/tighter fiscal policy mix. An 
apparently mild fiscal tightening (government spending is after all still 
rising, but just at temporarily lower rate) and a drop in the official inter-
est rate all the way to zero might be expected to have a persistently sig-
nificant positive effect on GDP (Fig. 6.5).

It is unsurprising that, given the circumstances of the model in 2001, 
this policy mix has a cumulative stimulative impact on demand and 
GDP over the subsequent decade or so. However, even with parameters 
selected so that this cut in interest rates has a big impact on the mar-
ginal propensity to consume out of income, the positive impact of the 
policy mix on demand is temporary. Before 20 years have gone by in the 
model, the net impact has been reversed and has become significantly 
negative. This would have happened much sooner if the model base case 
had in 2000 had the government being in debt to the domestic private 
sector, rather than the other way around. It would also have happened 
much sooner if the fiscal contraction had been more significant or of a 
longer duration. That it happens at all is due to an eventual reduction in 
household wealth. The long-run inefficacy of an expansionary monetary 
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policy is due to the impact of the flows of spending and borrowing it 
encourages on the stocks of household wealth and private debt.

The significant point is that, even when a stock-flow consistent model 
is set up to provide the most favourable possible circumstances for a 
reduction in interest rates, or other purely monetary policy mechanism 
such as deregulating credit, to stimulate growth in aggregate demand 
relative to trend, any such effect is temporary. The introduction of spec-
ulative bubbles, and growing Minskian instability in the accumulation of 
private debt, can extend the period of the stimulus, but not permanently, 
and at the cost of a subsequent crash. Australia is a country living with 
the consequences of such a policy mix now.

The potential for rising private indebtedness to drive instability and 
a financial crisis in this way has been explored by the Australian econo-
mist, Steve Keen, using a mathematical model, named after Minsky (Keen 
2011). Keen’s Minsky model builds a financial sector onto Goodwin’s 
limit cycle model of the economy. In Goodwin’s model, the state of the 
economy drives the distribution of income between labour and cap-
ital, which in turn drives the rate of capital accumulation and economic 
growth, with the consequence being expansions leading to unsustainable 
increases in the wage share, and recessions driving the wage share down 
again. Keen’s model adds a financial sector, which gradually increases its 
share of the national product as private debt accelerates, until it has sucked 
so much income out of the other two sectors that the financial system is 
forced to crash. What is missing from this story, of course, is a monetary 

Fig. 6.5  One-off reduction in rate of growth of G in 2001, combined with a per-
manent cut in the ‘Cash Rate’ from 2% to 0%. Impact on GDP relative to base case
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sovereign government and fiscal policy. A monetary sovereign government 
always has the means to forestall such a crash, should it choose to do so.

Monetary policy alone cannot deliver a permanently higher level of 
aggregate demand, and therefore of output and employment, in an 
economy with involuntary unemployment. It can at best have a tempo-
rary impact, and that impact is at the potential cost of growing financial 
instability and speculative bubbles in asset markets. Since the economy is a 
modern monetary system, and not a Barro-Ricardian general equilibrium 
one, an appropriate use of fiscal policy and the emission of net financial lia-
bilities by monetary sovereign governments, which cannot become insol-
vent in their own currencies, are key to non-inflationary full employment.

Suppose that the government wishes to reduce the unemployment 
rate to 1%, or perhaps to 2%, which after all was the rate of unemploy-
ment in Australia for most of the 1950s and 1960s, and to hold it there. 
Suppose that to do this the government uses a simple fiscal rule, which 
is to amend the growth rate of pure government spending over time in 
proportion to the gap between prior-year unemployment and its target 
for the unemployment rate.

This fiscal rule in the model in the appendix might be written as

where ω could be informed by a fully developed stock-flow consistent 
macroeconomic model, but would also depend on the rate at which the 
government wished to close any unemployment gap and on perceived 
inflation risks, and U∗ could be set at 1%, given the existence of short-
term frictional unemployment.

In the model, a fiscal rule of this type reduces the unemployment 
rate towards the desired level. It does so by mildly increasing the rate of 
growth of GDP above the rate of growth of the labour force and produc-
tivity growth, until the unemployment rate has been brought down to 
the government’s target. Partly for reasons discussed in Chapter 5, when 
I addressed the orthodox view on fiscal sustainability, there are no signif-
icant implications for the government debt ratio, and of course, this is 
in any case irrelevant to a monetary sovereign government. Fiscal expan-
sion is an effective means for a monetary sovereign to achieve tight full 
employment. The ideal is to do this quickly and without an inflation bar-
rier preventing tight full employment from being achieved. This requires 
the institution of a job guarantee, as will be discussed in the next chapter.

(A25*)G = G−1

(

1+ gg
[

1+ ω
(

U−1 − U∗
)])

,

http://dx.doi.org/10.1007/978-3-319-90981-3_5
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There are many other experiments which can be performed using a 
model such as this one. It can not only demonstrate the ability of fiscal 
policy to deliver and sustain full employment; the long-run instability of 
monetary policy to achieve the same outcome; and the validity of the axi-
oms of modern monetary theory. It can also demonstrate that a tendency 
for increasing inequality, and a shift in national income from wages to 
profits, to generate increasing financial fragility and/or rising unemploy-
ment can be offset through appropriate fiscal policy. Government net 
spending can always deliver sufficient demand in the economy to main-
tain the economy at its full employment level.

That is not to say that excessive inequality is not a symptom of an 
unhealthy, failing society, which does not need to be addressed. It is also 
not to say that the rise in Kalecki’s degree of monopoly, and the shift 
in income from labour to capital, which has been allowed to happen 
over the last 30–40 years in the USA and elsewhere, does not have to be 
reversed. It is instead to say that full employment can come first and can 
facilitate that shift, rather than inequality being a barrier to the achieve-
ment of full employment.

I am also not arguing for an excessive reliance on a simple fiscal rule, 
such as that described above, to set the fiscal balance. Such a rule can 
play a role in fiscal management, but given the complexity and uncer-
tainty of the economic system, policy lags and the tendency for govern-
ment spending for pump priming purposes to benefit those who need 
help least, and to be inflationary, a job guarantee must play a major role 
in ensuring sustainable full employment. The role of a job guarantee as 
a bottom-up approach to setting the fiscal balance is yet to be discussed.

Returning to the intersectoral balances equation, and reminding our-
selves that the spending and savings decisions of the domestic private 
sector and the foreign sector are outside the control of the government, 
this makes the full employment fiscal balance endogenous. It means no 
specific target for the fiscal balance, maintained over time and set with-
out reference to the behaviour of the other two sectors of the economy, 
makes any sense at all. For countries with approximately balanced trade 
with the rest of the world, and a private sector with a desire to net save 
at full employment, the government must run sufficiently high fiscal defi-
cits, or full employment will neither be achieved nor maintained.

Monetary policy and financial deregulation might encourage many 
households to go far into debt, and that might drive the private-sector 
financial balance temporarily into a significant deficit, as in Australia in 
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the 1990s and 2000s, and this might facilitate real GDP and employ-
ment growth for a while, but it is not sustainable. Rising private debts 
produce fragile private balance sheets and an increasingly fragile and 
crisis-prone financial system. It is not a recipe for sustainable prosper-
ity. Sustainable prosperity requires monetary sovereign governments to 
use their fiscal space to run large enough fiscal deficits to generate full 
employment and progressive economic development. The barrier is infla-
tion: it is not purely financial. Political organisations and institutions like 
the European Union, which advocate for, or implement and maintain, 
fiscal frameworks based on balanced budgets and associated fiscal rules, 
have been misled by a wrong model of the economy and are responsible 
for unnecessary unemployment and poverty.

In the words of Wynne Godley and Marc Lavoie, ‘It necessarily fol-
lows that the steady state budget deficit is determined by private net sav-
ing, rather than the other way round, and that the budget balance must 
normally be in deficit. This is in accordance (or at least consistent) with 
one of Minsky’s major contentions, but it is quite inconsistent with the 
ignorant assumption often made by politicians that the budget balance 
should be zero; it is also inconsistent with the Maastricht fiscal rules’.7

Notes

1. � As in Godley (1999), which showed that the Clinton fiscal surpluses were 
unsustainable, given the economic circumstances of the USA; Godley and 
Zezza (2006), which predated and predicted the financial crisis so many 
orthodox economists claimed was impossible to foresee; and Godley and 
Lavoie (2006), which demonstrated the fatal weakness of the Eurozone 
system, without a central bank which was prepared to support government 
bond markets.

2. � See Nikiforos and Zezza (2017), for a recent survey of the stock-flow con-
sistent literature.

3. � Godley was influenced by Nicholas Kaldor, more than any by of his other 
colleagues at Cambridge, and cites a Damascene moment in 1974, arising 
out of a conversation with Kaldor, regarding the significant of the sectoral 
balances equation, in the Preface of Godley and Lavoie (2006).

4. � This quotation, reported by Joan Robinson in a paper published in 1982, 
is the epigram on the first page of Godley and Lavoie (2006).

5. � Another explanation of stock-flow consistent modelling, more faithful to the 
social accounting matrix approach as developed by Richard Stone, but in my 
opinion as a result a little harder to follow than Godley and Lavoie, is provided 
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as the first chapter of the Lance Taylor’s highly technical Reconstructing 
Macroeconomics: Structuralist Proposals and Critiques of the Mainstream (2004).

6. � For example, the growth model in Chapter 11 of Godley and Lavoie (2006).
7. � Godley and Lavoie (2006, 444).

Appendix 
The Simulation Model

We start with the national income accounting identity for GDP.

Non-financial sector firm profits before interest (EBIT) are given by 
(A2)

The parameter µ is Kalecki’s gross markup over direct costs, which in 
this model are entirely labour costs.

The wage bill is that part of GDP which is not EBIT, so that 
Y = EBIT+WB .. Banking sector services do not directly make up a part 
of GDP in this model, and bank earnings are instead treated as a transfer, 
and a use to which a part of GDP is put.

This country is assumed to be running a trade and current account defi-
cit, since the country is in receipt of net capital inflows, driving the real 
exchange rate to a level at which the trade balance is in deficit. Given the 
dominance of financial flows in the determination of floating exchange 
rates in the modern world—where the turnover of the foreign exchange 
market in recent times has been approximately 100 times the value of 
trade flows (BIS 2013)—the capital and financial account is viewed as the 
primary cause of the trade balance being in deficit. In the model, the trade 
deficit is a proportion of private-sector spending, where the proportion is a 
parameter. This assumption is made to keep the model compact.

(A1)Y = C + I + G+ NX .

(A2)EBIT =
µ

1+ µ
∗ Y .

(A3)WB = Y−EBIT .

(A4)NX = −ψ . (C + I).

(A5)I = δ .K−1 + gkK−1 .
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Gross investment spending is the sum of replacement investment and 
net investment. Replacement investment is a fixed proportion of the 
previous period’s value of the capital stock, where that proportion δ is 
a parameter. Net investment is again a proportion of the prior capital 
stock, but the rate of accumulation coefficient gk is given by an equation, 
similar to the Kalecki–Steindl–Keynes–Minsky equation used in Lavoie 
and Godley.

I have omitted the rate of interest on loans from this equation, 
although the rate of interest will still influence the rate of accumulation, 
though its direct impact earnings net of interest, and through its impact 
on the propensity to consume and on household wealth.

u−1 is to the utilisation ratio of the previous period.

a0, a1, a2 and a3 are all parameters in the model, as is the capital output 
ratio, COR.

q−1 is the valuation ratio for the previous period.

The higher the utilisation ratio and the stock market valuation ratio, 
the higher the rate of capital accumulation. Though a utilisation ratio of 
70% and valuation ratio of 100% are included in the equation, this does 
not mean there is any tendency in the model towards a steady state at 
either (or both) of these benchmarks.

The consumption function is as follows:

Household consumption depends on the previous period’s after-
tax regular income, on the net additional loans household took out last 
period, on household wealth in the previous period and on the interest 
households have to pay on their existing debts. Consumption perhaps 

(A6)gk = a0 + a1
(

u−1 − u∗
)

+ a2

(

FU−1

K−1

)

+ a3
(

q−1 − q∗
)

.

(A7)u = Y/Ycap ,

(A8)Ycap = K−1/COR .

(A9)q =
pe . e

K − Lf
.

(A10)C = α1Yr −1(1− θ)+ α1�Lh−1 + α2V−1 − α1rl−1Lh−1 .
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ought to depend on expected values of regular income and wealth this 
period, but it is in the nature of these models that such a change does not 
make a significant difference to the operation of the model over time.

The marginal propensity to consume out of regular income depends 
on the lagged rate of interest on loans:

Gross regular income includes wage income, interest received on 
deposits, dividends from firms and dividends from banks:

Household wealth (V) is the net worth of households, excluding bank 
reserves, and as identified in the balance sheet matrix:

The rate of interest on loans is given by adding a bank profit margin 
onto the rate of interest on deposits (which by assumption is set at the 
rate of interest on bills here).

The official interest rate, or rate of interest on bills, is set at 2% in the 
base case, with a bank profit margin of 2%.

The amount of new household borrowing �Lh is assumed to depend 
on another measure of income—Haig–Simons income, Yhs, which 
includes (after-tax) capital gains, but excludes debt interest payments.

CG denotes capital gains on shares, which are the only speculative 
asset in this model:

It is assumed that all capital gains are taxed, whether realised or not, 
but that they are taxed at a concessional rate of half the marginal tax rate 
on regular income. New household borrowing is then given as a propor-
tion of any increase in Haig–Simons income over the period:

(A11)α1 = α10 + α11rl−1 .

(A12)Yr = WB+ r−1 · D−1 + FD+ FDB .

(A13)V = D+ pee− Lh .

(A14)rl = r + πb .

(A15)Yhs = Yr (1− θ)+ CG

(

1−
θ

2

)

− rl−1Lh−1 .

(A16)CG = �pe · e−1 .

(A17)�Lh = ζ(Yhs − Yhs−1) .
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α10,α11,α2, θ ,πb and ζ are further values which need to be selected. θ is 
of course a key policy variable.

The distributed profits of firms are a proportion of the entrepreneur-
ial earnings F of the previous period, which are themselves EBIT net of 
interest payments to banks, given that there are no taxes on corporate 
profit in this model. That proportion is the dividend payout ratio (POR), 
which is a further parameter:

Retained earnings are given as a residual by,

The proportion of planned investment to be funded through the issue 
of new shares depends on the lagged valuation ratio, so that the number 
of new shares issued in each period is given by,

The remaining source of funding for investment is additional borrow-
ing by firms from the banking sector:

The only market-clearing price in the model is the price of an equity 
share. This is set by equating the supply of shares from (A21) with the 
demand for shares, to determine p. The proportion of the previous peri-
od’s household wealth which is invested into the share market in this 
period is given by an equation similar to the Tobin ‘pitfalls equation’ 
used in Lavoie and Godley, except for the omission of a term relating to 
the transactions demand for money.

Rearranging the resulting equation for the household demand for 
shares to make the market-clearing price of shares the subject, we get,

Household demand for shares, and therefore the market-clearing 
price of shares, since the supply this period has already been determined, 
depends negatively on the lagged return on bank deposits and positively 
on the lagged return on equities. The �i terms are further parameters.

(A18)F = EBIT− rl−1Lf−1 ,

(A19)FD = POR · F−1 .

(A20)FU = F − FD .

(A21)�es =
γ q−1I

pe−1
.

(A22)�Lf = I − FU− pe −1�e .

(A23)pe = {�0 − �1r−1 + �2re−1}V−1/e .
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The return on equities is the simple sum of the dividend yield plus 
capital gain. In gross terms, this gives us,

(* in the simulation model as used, FD was adjusted using the mar-
ginal income tax rate and CG using the concessional tax rate for capital 
gains)

It is government spending which drives the sustainable rate of growth 
of demand in this model, and consequently which drives the growth in 
GDP. Pure government spending, net of interest payments on govern-
ment financial liabilities, is taken to grow at some trend rate:

The growth rate in pure government spending is another parameter, 
which will be set at 4% in the base case of the model.

Taxation is given by,

The fiscal deficit is given by,

Part of this reflects a demand for domestic financial assets on the part 
of the rest of the world, due to the current account deficit:

The rest is taken up by domestic banks. Government financial liabili-
ties in this context equate to additional exchange settlement reserves or 
federal funds for the banking sector, so that there is no question of secu-
rities needing to be sold in a market to ‘fund’ the fiscal deficit. Banks 
must take up as settlement reserves whatever government financial liabil-
ities are not taken up by other sectors, as in real life (in this model, the 
only other sector to hold government liabilities directly is the overseas 
sector). Should insufficient net government liabilities be issued to meet 
the demand for them from the foreign sector, then banks go short in 
bills in this model, which equates to central bank lending to the banks at 
the official interest rate:

(A24*)re =
FD+ CG

p−1e−1
.

(A25)G = G−1

(

1+ gg
)

,

(A26)T = θ(Yr)+ (θ/2)CG .

(A27)�B = T − G− r−1B−1 .

(A28)�Bo = −(CA) = −(TB)+ r−1Bo−1 .

(A29)�Bb = �B−�Bo .



216   S. HAIL

Distributed earnings from banks are given by bank earnings, less bank 
retained earnings:

Bank earnings are given by the gap between interest received on assets 
and interest paid on liabilities:

Bank retained earnings depend on the necessary increase in reserves to 
meet a lagged solvency ratio requirement, where SOLR is the required 
solvency ratio:

The demand for deposits at banks is determined from the balance 
sheet of households as,

The supply of deposits by banks comes from the balance sheet of 
banks and is,

The equation I have no need to write down is the identity between 
the demand for deposits on the part of households and their supply by 
banks (Dd = Ds). This identity is a consequence of correct accounting 
within the model and serves as a check that the model is correctly speci-
fied in terms of accounting for stock-flow relationships.

This is sufficient to determine the behaviour of this highly simplified, 
mechanical and non-stochastic monetary model. It has obvious limi-
tations, but any attempt at a fully realistic model of this kind necessi-
tates at least three times as many equations, and full realism is not the 
purpose here. The purpose is to design a model which can easily be 
reproduced on excel, with some institutional realism, which accounts 
correctly for stocks and flows, and within which a range of useful exper-
iments can be carried out. The experiments are useful if they generate 
predictions which still hold approximately in much larger and more 
realistic models, and which are likely to apply in real life also, since they 
reflect the workings of a correct accounting for stocks and flows within 
the model.

(A30)FDB = FB−�R .

(A31)FB = rl−1Lf−1 + rl−1Lh−1 + r−1Bb−1 − r−1D−1 .

(A32)�R = (SOLR− SOL) · (Lf−1 + Lh−1) .

(A33)Dd = V + Lh − p · ed .

(A34)Ds = L + Bb − R .
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Since the price level is held constant (at P = 1.65), then any changes in 
labour productivity (APL) or the Kaleckian markup show up as changes 
in the (real) wage:

Labour productivity is set at 1, the markup is 0.65, and therefore the 
nominal wage rate W is 1, in the base case.

Employment is given by the wage bill divided by the wage rate:

The labour force grows over time, at some trend rate:

In the base case, pure government spending grows in line with the 
sum of the growth rate of the labour force and the growth of labour pro-
ductivity, with the growth in labour productivity set equal to zero.

The unemployment rate is given by 1, the ratio of employment to the 
labour force:

In the ‘year 2000’, the labour force consists of 7233 workers, and the 
unemployment rate is 2.96%.

The economy in the simple model looks like a very stable place, and 
as it stands there is no financial instability in this model, but Minskian 
financial instability; complexity and nonlinearities; and stochastic behav-
iour can easily be added. A model like this, and even far more compli-
cated and realistic stock-flow consistent models, provides a canvas on 
which a variety of scenarios can be described. While almost fully realis-
tic models, with parameters selected for consistency with econometric 
data, can be used as an aid to economic forecasting, that is not the most 
important function of these models. They can, at best, as Godley under-
stood, make contingent predictions of possible future outcomes. The 
power of such models lies in their narrowing down the set of possible 
futures, to ones consistent with a plausible evolution of stocks and flows, 
based on correct accounting.

(A35)
W

P
=

APL

(1+ µ)
.

(A36)N =
WB

W
.

(A37)LF = LF−1(1+ gLF).

(A38)UN = 1−
N

LF
.
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The values of the policy variables and parameters used in Model 7A, 
base case, were as follows:

gg = 0.04; θ = 0.15; r = 0.02; SOLR = 0.15

µ = 0.65; ψ = 0.02; δ = 0.03; a0 = 0.01; a1 = 0.10; a2 = 0.02; a3 = 0.02;

u∗ = 0.7; q∗ = 1; = 3.5; α10 = 0.9; α11 = 4; α2 = 0.1; πb = 0.02

ζ = 1; POR = 0.5; γ = 0.1; �0 = 0.6; �1 = 0.02; �2 = 0.38; gLF = 0.04

W = 1 (the price level P is always fixed at 1 in this model); APL = 1
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We know for sure that unemployment has severe and long-lasting effects 
on the quality of life of the unemployed and their families, and imposes a 
variety of costs on the broader community.1 To achieve sustainable pros-
perity, we must eliminate involuntary unemployment, and by doing so 
eliminate involuntary poverty, reduce income inequality, and create an 
economy where everyone has an opportunity to live and to contribute 
towards social provisioning, in security and dignity. This is a view shared 
by all modern monetary theorists, but not by orthodox economists, and 
not universally by those who describe themselves as social progressives.

The attitude orthodox economists have towards unemployment is 
strongly influenced by their commitment to the idea that while con-
sumption is always good, work is always bad.2 To them, people are 
consumption machines, who reluctantly give up their leisure time and 
engage in paid work to enjoy the benefits of increased consumption, 
when those benefits exceed the costs of supplying their labour. This is 
built into the utility functions of dynamic stochastic general equilibrium 
models. It is also where the concept of a natural rate of unemployment 
comes from. It is supposedly about people choosing not to work because 
they are not productive enough to make it worth their while to take 
employment, given that real wages, in their model, depend on produc-
tivity; or because the tax and benefits system damages incentives to work.

It is easy to be misled by this approach. Some would welcome a future 
where automation and artificial intelligence might lead to many people 
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being excluded from paid employment, on the basis that they can instead 
be provided with an unconditional income. This would after all mean 
they could still consume, but be excluded from the supposed drudgery 
of paid work. Those who welcome this vision for the future have the 
same view of what drives people’s well-being as an orthodox economist. 
To imagine that the only significant cost of unemployment to an unem-
ployed person and her family is a loss of income, and even that unem-
ployment without a loss of income is necessarily a good thing, is to have 
been badly misled by soft economics.

Real people are not consumption machines, and unemployment 
harms people for reasons separate from losses in income. This is not to 
say that there are not people working under poor conditions and for 
low wages who would not choose to give up their terrible jobs if they 
had an alternative means of subsistence. It is to say rather that monetary 
sovereign governments ought to ensure these workers have the option 
of moving into a well-designed job guarantee programme, with good 
working conditions and a wage which allows for people to live in dig-
nity, independence and security. The opportunity of purposeful, produc-
tive, socially respected paid employment is important for the subjective 
well-being and mental health of most adults of working age.

Unemployment, Inequality and Well-Being

Economists regularly oversimplify the costs of unemployment at a mac-
roeconomic level too, and this is the case not only for those orthodox 
economists whose world view I have been challenging throughout this 
book, but also on occasion for modern monetary theorists. It is common 
to refer to Okun’s Law, often written as the statement that a 1% increase 
in unemployment causes a 1.5% or 2% loss in real GDP. In an economy 
where the pursuit of full employment relies on the pursuit of growth, 
there is nothing wrong with Okun’s Law. Where the maintenance of full 
employment requires demand to increase by enough to keep pace with 
increases in the labour force and in real GDP per worker, it is entirely 
valid. The problem comes when this loss in output is described as the 
social cost, or the best way of describing the social costs, of unemploy-
ment. This implies both that there are no other costs worth taking into 
consideration and that all increases in GDP are always and necessarily of 
social benefit.
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In what are already high-income countries, there is no clear relation-
ship between real GDP and people’s well-being; there are social costs as 
well as social benefits from GDP growth; there is a much clearer, and 
clearly negative, relationship between economic inequality and well-
being; the non-pecuniary costs of unemployment are highly significant; 
and a job guarantee can, over time, partially divorce full employment 
from real GDP growth, and by doing so help to contribute towards both 
ecological sustainability and increases in a more meaningful indicator of 
economic progress.

The measurement of well-being is necessarily subjective and prone to 
errors and biases. For example, the issue of whether it is valid to base a 
measure of well-being on the responses people give to questions relat-
ing to their happiness, or their overall life satisfaction, on some arbitrary 
scale, is not one which can be easily dismissed. However, such questions 
have been asked, to cross sections of populations in different countries, 
and to panels of individuals in particular countries, and have generated 
interesting results.

A well-known survey is the Gallop World Poll, which includes a 
question on life satisfaction based on the Cantril Self-Anchoring Scale.3 
Participants are asked to imagine a ladder with steps numbered from 
zero at the bottom to 10 at the top, where the top equates to the best 
possible life for the participant, and the bottom the worst possible life, 
and then asked which step they feel they are standing on at the moment. 
This approach is believed to encourage a more deliberative and less 
instinctive response to the question of how satisfied they are with their 
lives than just asking them how happy they feel themselves to be.

The following chart shows the relationship between reported 
life satisfaction and real GDP per person for 143 countries in 2016. 
Unsurprisingly, there is a correlation there, at least for countries up to 
about the income level of Spain. It is possible to fit a logarithmic curve 
to the entire data set, which suggests that the relationship covers the 
whole sample of countries, so that a given percentage increase in income 
per person continues to raise predicted life satisfaction by the same 
amount. If this was the case, then there would never come a point where 
additional income did not lead to an improvement in life satisfaction.

It is interesting to compare countries with roughly the same income 
per person, but very different levels of reported life satisfaction, such 
as Norway, the USA, Saudi Arabia and Hong Kong; or countries with 
approximately the same Cantril score but very different per capita 
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incomes, like Spain, Saudi Arabia and Qatar. These differences may be 
partly cultural, but can also be related to issues such as income distribu-
tion, political freedom and other factors.

Even if a given percentage increase in real GDP per person continues 
to raise life satisfaction in countries which are already rich, it is important 
that a 1% increase in income per person in an already high-income country 
involves the use of a far greater amount of ecological resources than is the 
case in a low-income country. Increasing the income of the median house-
hold in the Central African Republic by 10% hardly damages the planet at 
all, compared with doing the same thing for an American family (Fig. 7.1).

Fig. 7.1  Life satisfaction and real GDP per person, 143 countries (Sources 
Gallup; World Bank)
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However, there is no reason for us to accept the argument that more 
income in itself always tends to increase life satisfaction. For example, the 
chart looks very different when we omit all those countries with a real 
GDP per capita below that of Spain (Fig. 7.2).

Good luck making the same argument now. We are left with a sample 
of 28 countries, and there is clearly no significant relationship between 
reported life satisfaction and income per person at all, logarithmic or 
otherwise.

Moreover, in countries like the USA, it is not obvious that reported 
life satisfaction has been increasing over time. This is easily seen by splic-
ing together life satisfaction data from the Gallop Poll and data based 
on the happiness question on the General Social Survey. Alternative data 
sets, for example from the World Values Survey, tell essentially the same 
story. While real GDP per capita has increased over many years in rich 
economies, such as the USA, there is little evidence that this has led to 
an increase in average reported life satisfaction or happiness. This obser-
vation, which is known as the Easterlin Paradox, has been known about 

Fig. 7.2  Life satisfaction and real GDP per person, 28 rich countries (Sources 
Gallup; World Bank)
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for over forty years (Easterlin 1974). You can of course point to con-
founding variables, like congestion, pollution and the stresses of mod-
ern living, which it can be argued have prevented what would otherwise 
have been an increase in well-being, or a societal addiction to a hedonic 
treadmill, but this does little to recommend the pursuit of growth for the 
sake of growth. Edward Abbey’s description of such purposeless growth 
as ‘the ideology of the cancer cell’ comes to mind (Fig. 7.3).

While it is possible to torture the data with econometrics in an 
attempt to justify some remaining positive link between subjective 
well-being and incomes, or to talk about an inevitably rising reference 
point as material aspirations increase (that hedonic treadmill), the simple 
fact is that in most countries a very significant increase in real incomes 
has been combined with no change in average reported subjective 
well-being (Easterlin 1995). Real GDP growth in high-income countries 
looks to a large extent like an arm’s race, with negative externalities, even 
if we ignore any ecological costs that growth might generate.

It is true that within each country individuals with higher incomes 
tend to report higher levels of life satisfaction, but the most plausible 
explanation for this, once people have enough income to meet their basic 
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Fig. 7.3  Happiness in the USA (Sources Gallup; US General Social Survey)
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needs and provide a degree of economic security, is that it is based on 
social comparisons with their reference group, and/or comparisons with 
their own prior expectations, plus the use of income as an indicator of 
personal success.

As already stated, real people evaluate outcomes and life experiences 
relative to reference points, or benchmarks. This is a normal human 
characteristic. In the context of income or wealth, or social status more 
broadly, it suggests that we are most likely to evaluate our well-being by 
comparing our position relative to our own recent past experience, to 
our prior expectations, or to those people with whom we closely identify. 
We know this intuitively, and there is plenty of evidence to support the 
idea, some of which was cited in Chapter 4 and will be cited again below.

Leaving such subjective measures of well-being aside for a moment, 
social researchers have shown that for almost every possible measure of 
what it means to be a sustainable and successful society, there is no sig-
nificant relationship between that measure and real GDP per person, at 
least for the richer countries. Instead, using whatever metric you choose, 
including mental health or statistics on crime, more successful societies 
tend to be more equal ones. Going back to our life satisfaction chart, 
it comes as no surprise that income is much more evenly distributed in 
Norway than in the USA, and more evenly distributed in both these 
countries, and in Spain, than it is in Saudi Arabia or Hong Kong. This 
alone is a strong argument for moving away from maximum growth as 
an overriding policy objective.

In the context of income or wealth inequality, prospect theory sug-
gests that disadvantageous inequity (rather than inequality, per se) 
is liable to have a greater impact on emotional well-being than advan-
tageous inequality. Even if people do not care about the well-being of 
others, and derive positive well-being from advantageous inequality, from 
a social welfare perspective, reference dependence and loss aversion give 
us a powerful argument in favour of an equitable society which is not 
dependent on any notion of a diminishing marginal utility of wealth. 
This too is unsurprising, for an intelligent social species.

However, we know that people often do care about the well-being of 
others, and depending on how circumstances are framed, often dislike 
advantageous inequality, especially if it is perceived as inequitable. Even if 
there was a trade-off between equity and growth, equity should normally 
take precedence. As it is, there is no evidence of such a trade-off, and 
indeed the opposite may be true.

http://dx.doi.org/10.1007/978-3-319-90981-3_4
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It is well-known that the distribution of income and wealth has grown 
increasingly unequal in the USA since the 1970s, so that the USA no 
longer has a degree of inequality which can be described as that of a 
modern developed economy, but one that has reverted to the days 
before 1929. The most commonly used statistic for inequality remains 
the Gini statistic, despite the fact that it has well-known limitations. The 
US Gini statistic tells a sad tale, given what I have just said for the impor-
tance of equality if we aim for sustainable prosperity and a successful and 
inclusive society (Fig. 7.4).

An indicator of the attitudes of those with political power towards 
inequality and the well-being of those on low incomes, and of the extent 
to which policies have been based on the soft economics of supply-side 
economics, with tax incentives for the rich and neglect or punishment for 
the poor, is the evolution of the federal minimum wage over time.

The US federal minimum wage, as set by Congress, has been $7.25 
per hour for almost a decade. It is obviously not raised automatically 
over time in line with the cost of living and does not even apply to a 
variety of workers, including those reliant on tips. In 2011, nearly 4 mil-
lion Americans were on or below the federal minimum wage, making up 
more than 5% of all hourly paid workers. This means not just relative 

Fig. 7.4  Inequality in the USA (Source Federal Reserve Economic Data. Federal 
Reserve Bank of St. Louis)
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poverty, but absolute poverty. A full-time job pays about $15,000 a year, 
if you are on the federal minimum wage. It is impossible to live with 
independence, security and dignity on that wage, even for a single adult 
with no dependents.

As of September 2017, 29 states and Washington DC had minimum 
wage rates above the federal minimum, but these rates were not high 
enough for those in minimum wage jobs to have maintained the same 
relative position in the US distribution of income as their counterparts in 
1970. The real federal minimum wage in 2016 was 27% below its 1970 
level, as well as being much lower than the equivalent in the UK, and 
more than 70% below the level in Australia.

For those in full-time employment, to restore the real value of the US 
federal minimum wage at its 1970 level, it would by 2016 have needed 
to be not $15,000 a year, but $20,500 a year. To raise the real federal 
minimum wage in line with increases in US labour productivity, the wage 
should now be not $20,500, but over $33,000. In other words, the fed-
eral minimum wage would need to be more than doubled to restore to 
the lowest paid to their relative position in 1970 (Fig. 7.5).

Fig. 7.5  Productivity and the minimum wage (Source OECD Data. Organisation 
for Economic Co-operation and Development)
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A just federal minimum wage in 2017 should be close to $16 per 
hour, which is higher than the current minimum wage anywhere in 
the country. The question, then, is how, in the modern US economy, 
it would be possible to guarantee people the right to work as many 
hours as they might choose, up to the normal full-time working week, 
at a guaranteed minimum of $16 per hour. The answer to that question 
is that a federal job guarantee is needed to set such a floor for wages 
and to guarantee acceptable working conditions for vulnerable groups. 
A job guarantee at such a wage would be a major element in a policy 
framework designed to reverse the growing inequality of income since 
the 1970s which was demonstrated above. Without that job guarantee, 
the minimum wage for many people is not a minimum at all. And as I 
have already said, the right to work, and the opportunity of a fairly paid, 
productive and respected job, is of great importance.

For real people, the opportunity of secure employment is of impor-
tance for their emotional and physical well-being. Meaningful employ-
ment satisfies human needs, on a variety of levels, and delivers social 
status. Since the world consists of people with such needs, we ought to 
have an appropriately designed job guarantee, to meet them. The idea 
that a healthy and sustainable society can be based on a division between 
a group who are in paid employment, and at least a substantial minor-
ity who are not in paid employment, but supported as consumption 
machines, is not supported by the evidence. The reference point for most 
adults is one of a fairly paid job with good working conditions. To do 
better than this is good—to do worse, or to be unemployed, is for many 
a source of continuing emotional pain.

Most people have a baseline level of subjective well-being, to which 
they revert over time, even following a variety of major positive or nega-
tive life events. The overwhelmingly most important determinant of this 
baseline is individual personality traits. Many significant life events have 
at most a marginal impact on that baseline. In most cases, even though 
negative life changes evoke a stronger emotional response than positive 
ones, consistent with loss aversion, the impact is mainly if not entirely 
temporary. Time passes, people spend less of their time thinking about 
the change in their circumstances, and they revert, more or less, to the 
level of life satisfaction they reported before. Often, this is within a few 
months and generally within about four years. There is an adaptation 
effect (Frederick and Lowenstein 1999).
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Unemployment on the other hand, like persistent pain, has a long-
lasting and perhaps permanent effect on well-being. It seems to shift the 
baseline (Clark 2006). Some studies find evidence that the unemployed 
partially adjust to the experience, but there are other studies that find no 
significant evidence of habituation at all. This may also be true, though to 
a lesser extent, of underemployment, and of insecure employment.

The reference point for most people is to be employed at what is seen 
as a fair wage, with fair working conditions. Falling below this reference 
point, and particularly falling into involuntary unemployment, causes a 
significant and persistent loss compared to the established social norm 
and can be expected to have a negative impact on subjective well-being 
and social cohesion.

An experience of involuntary unemployment seems to affect 
reported well-being negatively, even subsequent to a successful return to 
employment. People who have been unemployed are permanently affected 
by the experience. This is, obviously, very serious news for countries with 
mass youth unemployment, and once again this is independent of any 
impact that unemployment may have had on human capital development 
and therefore productivity.

The experience of unemployment may have a greater impact on 
well-being in a more individualistic culture. Higher levels of localised 
unemployment, even though they imply a reduced likelihood of finding 
employment, reduce the impact of unemployment on the well-being of 
the unemployed. This is because the social comparison effect is strong 
enough to outweigh the implications for the probability of re-employ-
ment. However, a higher level of unemployment reduces the subjective 
well-being of those currently in employment.

There is evidence that unemployment and underemployment are 
associated with adverse health outcomes, particularly in the case of men-
tal health, and that this effect is not simply a reflection of poor lifestyle 
choices, particularly among young people. Unemployment appears to 
cause 40,000–45,000 suicides each year, with a higher rate of suicides in 
years of high unemployment (Nordt et al. 2015).

The above results apply, even when other influences on subjective 
well-being, such as real incomes, have been adjusted for. The main impact 
of unemployment and underemployment on subjective well-being does 
not appear to be financial, but emotional. Just compensating the unem-
ployed for the income they have lost is not nearly enough to restore them 
to their prior level of reported life satisfaction (Young 2012). Where 
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studies have attempted to identify the necessary income transfer to fully 
compensate people for losing their jobs, in terms of restoring them to 
their previous levels of happiness, they have come up with what appear to 
be extraordinarily high required sums. A basic and unconditional income 
transfer does not compensate most people for losing their job. It is a mis-
take to see human beings as consumption machines. It is a mistake to see 
paid work as necessarily a carrier of disutility.

It is reasonable to conclude from the above that the avoidance of sig-
nificant levels of involuntary unemployment and underemployment, and 
particularly long-term and youth unemployment and underemployment, 
should be a public policy objective of the highest priority.

Official Unemployment Statistics

Before proceeding further, I ought to clarify how official unemployment 
rates are estimated, and the extent to which these official statistics reflect 
the damaging social phenomenon we aim to eliminate. In the USA, the 
headline unemployment rate is what is known as U3 unemployment. 
The U3 unemployment rate is an estimate of the number of unemployed 
workers as a percentage of the labour force. The labour force is defined 
to include those who are officially unemployed and those who are in paid 
employment. The statistic is based on a monthly survey of 60,000 house-
holds, including about 110,000 individuals.

To be classified as unemployed, an individual must have had no paid 
employment during the survey week, must have been actively seeking 
employment in the previous four weeks, and must be available for work. 
To be classified as employed, an individual need only have worked for 
pay for a single hour during the survey week, even if the work is tempo-
rary work. You are also employed if you have a job, but are on leave, or 
not at work due to an industrial dispute with your employer. If you are 
not in paid employment and have not been actively looking for work in 
the past four weeks, or are currently unavailable for work, you are neither 
employed nor officially unemployed, and so not counted as part of the 
labour force.

This means that the headline unemployment statistic omits those 
sometimes described as marginally attached workers, including dis-
couraged workers, who do not fit within the above definition of what 
it means to be unemployed, and classifies as employed people who are 
employed part-time only because they are unable to gain more hours of 
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employment each week. The U6 unemployment statistic includes both 
these groups, and so provides a better, if necessarily still imperfect, indi-
cator of the degree of labour force underutilisation in the economy. 
Other statistics, including the participation rate, which is the labour force 
as a proportion of the adult population, and the employment to popula-
tion ratio, also have their uses, but U6 unemployment is as good a statis-
tic to use an any other when discussing the social costs of unemployment 
and setting a target for the unemployment rate.

In November 2017, there were about 256 million people in the US 
civilian non-institutional population, which includes all those who were 
16 years or over, and not in the armed forces, prison, or in mental facili-
ties or homes for the aged. Of these, about 160.5 million were classified 
as part of the labour force, including 154 million who were employed 
and 6.5 million who were recorded as unemployed. This implies that 
95.5 million people were not part of the labour force, which includes 
about 1.5 million marginally attached workers, of whom almost a third 
were classified as discouraged. Of those in employment, 4.8 million were 
employed part-time for economic reasons, rather than by choice.

U3 unemployment was therefore about 4.1%, while U6 unemploy-
ment stood at 8.0%. A focus on the headline U3 unemployment measure 
is potentially misleading, as it makes the economy look much closer to 
full employment than is justified. An absence of wage inflation and a con-
tinuing increase in income inequality and poverty in the USA, almost a 
decade after the onset of the Great Recession, tells another story. As do 
high unemployment rates in areas of deprivation within the US economy, 
and among disadvantaged groups. The U6 measure is a better summary 
indicator of the state of the US labour market. Given much lower lev-
els of involuntary part-time employment and discouraged workers during 
the 1960s, it is also a better indicator to use for comparisons of unem-
ployment over long periods of time. There is a good argument that the 
headline unemployment statistic, in the USA and in many other coun-
tries, is no longer fit for purpose.

A Guaranteed Job

A job guarantee would deliver tight full employment, so that only those 
who chose to remain outside the programme while temporarily between 
jobs were unemployed at all. This frictional unemployment would prob-
ably make up not much more than 1% of the labour force, and certainly 
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less than 2%. There would be virtually no discouraged workers, and there 
would be no involuntary part-time employment, so that this target of 
1–2% at the most for unemployment can be interpreted as a target for 
U6 unemployment, rather than the current headline measure.

It is an artefact of general equilibrium models that unemployment is 
caused by a lack of incentives to work, or by the characteristics of unem-
ployed workers. This is fundamentally misleading and precludes any seri-
ous discussion of a job guarantee. There are echoes of Minsky’ prince 
here, constrained by the theories of his intellectuals, and precluded from 
even asking important questions about policy. It was a failure to imple-
ment a job guarantee as an institutional mechanism for sustainable full 
employment which contributed to the stagflation of the 1970s, the mass 
unemployment of the 1980s, and economic insecurity for millions in an 
increasingly unequal society in more recent times.

A Neo-Keynesian pump priming approach, matched with growing 
public-sector employment, was successful in achieving and maintain-
ing something close to full employment in a large number of countries 
over the period from the 1940s to the early 1970s. However, as Hyman 
Minsky identified, its relative success was due to social and institutional 
factors which were likely to evolve in such a way as to make pump prim-
ing more inflationary, and the stop-go policy cycle more problematic. In 
addition, an untargeted stimulus to total spending is liable to benefit dis-
proportionately those with higher levels of income and better employ-
ment prospects, and is unlikely to benefit the most disadvantaged and 
those most likely to remain long-term unemployed.

An employment guarantee scheme, on the other hand, would benefit 
those who most need the help. It would lead to the right amount of net 
government spending in the right locations; it should be less inflationary 
and have better ecological consequences; and it would eliminate involuntary 
unemployment. The unemployed could be hired as and where they are, at an 
equitable floor social wage, so that the willing workers that the private sector 
does not employ would be offered employment and training until such time 
as private-sector expansion drew them back out of the job guarantee scheme, 
and into the privately employed labour force (Mitchell and Fazi 2017).

A well-implemented job guarantee would act as a Minskian insta-
bility thwarting mechanism, providing an anchor for inflation and the 
norms used as a basis for pay negotiations and price setting. To under-
stand this fully, it is necessary to recall the orthodox approach to mod-
elling inflation; to appreciate the degree to which any such approach to 
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understanding the drivers of inflation, when shorn of historical, social 
and institutional factors which cannot easily be fit into a mathematical 
model, is liable to be misleading; and to emphasise the lack of convincing 
empirical support for the orthodox approach.

Phillips Curves

The modern, orthodox approach is based on the New Keynesian Phillips 
Curve, or aggregate supply equation, which was described in Chapter 2. 
That approach, with its forward-looking households and their rational 
expectations, is extremely unrealistic. At least Milton Friedman’s mon-
etarist approach, on which the New Keynesian theory was built, 
is superficially more plausible. Friedman’s version is known as the 
Expectations-Augmented Phillips Curve.4 In Friedman’s model, unem-
ployment below its natural rate is combined with accelerating inflation, 
while unemployment above its natural rate is essential for the inflation 
rate to fall.

where (πt − πt−1 ) represents the change in the rate of inflation between 
time t and t−1; ut and unt represent the unemployment rate and the nat-
ural rate of unemployment, at time t, respectively, ηt represents a cost-
push ‘shock’ to inflation, and � > 0.

This formulation is very flexible, in that the ηt term is always availa-
ble to allow for any changes in the inflation rate which are difficult to 
account for with respect to output gaps. More importantly, the output 
gap (and ‘natural rate of unemployment’ or ‘non-inflationary inflation 
rate of unemployment’) is itself free to vary and has no well-defined and 
generally agreed set of determining factors. Indeed, in addition to trends 
for output, recent inflation and unemployment data are commonly used 
as inputs in the process of estimating the current ‘natural rate of unem-
ployment’ and ‘potential’ output.

However, there remains one big problem with this ‘accelerationist 
theory’ of inflation. It is the fact that significant variations in unemploy-
ment, which are difficult to account for as being due to changes in any 
‘natural rate’ of unemployment or trend growth for productivity, reg-
ularly happen with no evidence of either continuously accelerating or 
decelerating inflation as a result (Fig. 7.6).

(7.1)(πt − πt−1 ) = −�(ut − unt)+ ηt ,

http://dx.doi.org/10.1007/978-3-319-90981-3_2
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For example, there has never been any convincing evidence in favour 
of the natural rate or ‘accelerationist’ hypothesis in data for the USA. It 
is not impossible to amend the orthodox model to make it fit the data, 
by building a sub-model to ‘explain’ shifts in the non-accelerating infla-
tion rate of unemployment over time. However, there is no good reason 
to do so. We have established that the soft economics of real analysis is 
not built on reliable foundations. It is not the most plausible available 
explanation for the changes in inflation and unemployment rates in the 
USA over time. It is not clear that generalised excess demand has been a 
significant driver of inflation at any stage since 1952, either in the USA 
or in other high-income economies. We are free to consider other, more 
plausible explanations.

It is possible, based on historical, social and institutional factors and 
on subjective judgement, rather than on statistical testing, to divide these 
64 years into six discrete periods of time. Within five of these six periods, 
there was relative stability regarding the social norm for inflation, with 

1952-67

1973-82

1968-73

1983-91

1992-2008 2009-16

Fig. 7.6  US ‘Phillips Curves’ (Source Federal Reserve Economics Data. Federal 
Reserve Bank of St. Louis)
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the sixth period being marked at its beginning by a combination of an 
oil price shock and a fight over the distribution of income in a stagnat-
ing economy, and at its end by a political transition from the post-war 
consensus to neoliberalism, and from Neo-Keynesian to monetarist sup-
ply-side economics.

The six periods are as follows:

1. � Post-war prosperity (1952–1967)
2. � The Nixon years (1968–1973)
3. � Stagflation and the shift to neoliberalism (1973–1982)
4. �R eaganomics and after (1983–1991)
5. � The ‘Great Moderation’ (1992–2008)
6. � Great Recession and recovery (2009–2016)

The first period was one of relatively stability, with an average annual 
inflation rate of approximately 1.6% and an average rate of unemploy-
ment of below 5%. During the second period, when the average rate 
of inflation increased to almost 5%, the average rate of unemployment 
remained below 5%. It is tempting to contrast 2017 data with these years, 
and to argue that the labour market today compares quite well, at least 
if you ignore the far higher degree of income and wealth inequality than 
existed back then. However, it is probably more appropriate to compare 
these rates of unemployment with U6 unemployment rates today, than 
U3 statistics, since there was far less underemployment in the 1960s 
than there is today. Those were years of shared prosperity, close to full 
employment, and, until the late 1960s, low inflation. Labour productiv-
ity was rising, union membership was much higher than today, and the 
bargaining power of labour was able to limit Kalecki’s ‘degree of monop-
oly’ in the business sector. Hence, real wages rose in line with increasing 
productivity, and inequality fell. Broadly similar circumstances existed in 
other high-income economies during those years, for similar reasons.

By the late sixties, however, productivity growth had begun to stall, 
and accelerating costs had begun driving upwards the social norm for 
inflation. The upwards shift in inflationary expectations after about 1967 
is shown on the chart. Minsky attributed rising inflationary pressures, at 
least in part, to the use of Neo-Keynesian pump priming, incentives for 
private-sector investment, and social welfare, in pursuit of full employ-
ment and a war against poverty, rather than opting for a job guarantee to 
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achieve the same objectives. The social and economic factors which had 
allowed for two decades of prosperity and low inflation were temporary, 
and the appropriate institutions were not in place to stabilise an unstable 
economy.

The big increase in inflation happened during and subsequent to the 
oil shock of 1973. This was followed, in the USA and around the world, 
with a transition away from policies designed to keep the economy close 
to full employment, and towards those aimed at bringing inflation back 
down to something like its levels in the fifties and sixties. By the early 
eighties, those in power in the USA, the UK and most other high-in-
come countries were committed to the use of tight monetary policies to 
crush inflation and claimed that only neoliberal supply-side policies and 
trickle-down economics could deliver growth. The extent to which it was 
really the high interest rates of these years which brought inflation back 
down, or other factors driving falling oil prices, is a controversial issue. 
What is less controversial is the increase in unemployment and inequal-
ity which those policies caused. Unemployment rose to its highest level 
since the 1930s and remained high for much longer than the proponents 
of a monetary squeeze had anticipated.

The downward pressure on the share of wage income in real GDP 
associated with the energy shock and subsequent economic policies can 
be explained with reference to Kaleckian income distribution theory, as 
outlined in Chapter 3:

This is an equation for the before-tax share of wage income in GDP, 
where m is the pricing mark-up over labour and material costs, covering 
both overheads and before-tax profits, and dependent on ‘the degree of 
monopoly’, and j in this context can be interpreted as the share of oil 
producers in GDP.

If the degree of monopoly and the mark-up don’t change, then an 
increase in j, due to a significant increase in the relative price of oil, puts 
downward pressure on the share of wage income in GDP, and upward 
pressure on the share of capital income out of a diminishing real GDP.

Against the background of prolonged full employment, an appar-
ent social contract that real wages would continue to rise as before, 
and with powerful trade unions, it appeared that social conflict infla-
tion was likely. This is particularly the case given that the increased 
economic uncertainty provided greater scope for what Babcock and 

(3.10)W/Y = 1/(1+ m · j) .

http://dx.doi.org/10.1007/978-3-319-90981-3_3
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Loewenstein called self-serving bias in assessing what are reasonable wage 
claims. I contend that this description of the changing circumstances 
between 1970 and 1974 is far more useful than any version of the New 
Keynesian/Expectations-Augmented Phillips Curve.

The period from 1974 to 1991 was far less successful in terms of 
economic outcomes than what had come before and was characterised 
by much higher levels of unemployment, and the beginnings of signif-
icant underemployment, among people forced into part-time work for 
economic reasons. Monetarism and supply-side reforms worldwide 
transformed the norm for what could be expected from governments, 
particularly in the context of the labour market; privatisations and finan-
cial deregulation helped to create the conditions for Minsky’s ‘money 
manager capitalism’ and growing financial fragility; and tax reforms 
greatly decreased the progressivity of tax systems. Unemployment 
remained very high, compared to the norms of the fifties and sixties, and 
was highly variable.

Against the backdrop of another recession, there was a further transi-
tion, partly due to global factors, but exacerbated by domestic policies, 
in the early 1990s. Between 1980 and 1992, the rate of inflation had 
fallen decisively enough, so that a combination of underemployment 
and insecure employment; reforms to the labour market and structural 
changes to the economy that undermined the bargaining power of 
labour and increased Kalecki’s ‘degree of monopoly’; an increasing sup-
ply of goods and competition for domestic labour from low wage work-
ers in Mexico, and later in China, and in other emerging economies; 
for the majority of the period lower energy prices; and, from 1993, an 
increasing acceptance that the Federal Reserve would set interest rates 
to stabilise inflation at a permanently low level, all helped to restore the 
social norm for inflation to a level similar to that of the 1960s. The econ-
omy had reached its ‘great moderation’, and orthodox macroeconom-
ics had settled on its New Keynesian ‘new consensus’, with the Taylor 
Rule, supply-side policies, and a neglect of genuine full employment and 
income inequality.

The Great Recession showed the great moderation as the fraud that it 
was, and should have caused economists to abandon their ‘new consen-
sus’ dynamic stochastic general equilibrium model. Instead, soft econom-
ics swept the fraud under the carpet, soft economists adjusted their model 
without, in the case of the majority, considering whether the whole model 
should be abandoned, and effectively the profession went on as though 
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nothing significant had happened. Not surprisingly, the chart shows that 
the shock of 2008 caused the social norm for inflation to drop further 
still, so that inflation was less of an issue in the decade following the Great 
Recession than it had been at any time since the 1930s.

It is very difficult to describe the above in terms of rightward and 
later leftward shifts in a ‘natural’ rate, or non-accelerating inflation rate, 
of unemployment. It is better to reject the natural rate hypothesis and 
the associated accelerationist theory of inflation as a useful description of 
history. This means a rejection of the Expectations-Augmented Phillips 
Curve and the entire orthodox macroeconomic model. By this stage in 
the book, this should not be a surprise. This approach to macroeconomics 
was shown to be misleading in Chapter 2, and since then we have been 
constructing a more useful map to guide us to sustainable prosperity.

A Three-Part Phillips Curve

If we are to reject the Expectations-Augmented Phillips Curve as a use-
ful tool to use for the discussion of a job guarantee, the question which 
arises is what to put in its place. The data are largely consistent with a 
Phillips Curve which is horizontal across wide variations in the rate of 
unemployment, but which shifts over time due to changes in social and 
institutional factors and inflationary expectations.

Godley and Lavoie, in their more sophisticated models, use a target 
real wage equation, consistent with a Phillips Curve with a horizon-
tal mid-range settlement.5 This is justified with reference to a variety 
of empirical studies, including one by Barnes and Olivei (2003). The 
Barnes and Olivei study compares a three-part Phillips Curve, against a 
more conventional Phillips Curve, using US data from 1961 to 2002, 
both for a constant ‘natural rate of unemployment’ and time-varying 
Congressional Budget Office estimate of the NAIRU. The authors show 
not only that the three-part version is a statistically significant improve-
ment to a conventional Phillips Curve. They also show that it performs 
much better when used as a basis for dynamic simulation. The middle 
section of their Phillips Curve has a statistically insignificant slope coeffi-
cient, which is entirely consistent with a horizontal mid-range segment.

If we are to use any kind of Phillips Curve relationship to character-
ise the socially and institutionally conditioned relation which may exist 
between inflation and unemployment, it seems best to use an approach 
consistent with the above, where the horizontal section is drawn at the 

http://dx.doi.org/10.1007/978-3-319-90981-3_2
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current inflation norm. This is notwithstanding the potential for signif-
icant and rapid changes in unemployment to shift that inflation norm, 
which also shifts when other factors change which influence the relative 
bargaining power of labour and capital, or when institutional factors 
cause changes in inflationary expectations.

In the discussion below, I will retain the term NAIRU (non-acceler-
ating inflation rate of unemployment) to denote the unemployment rate 
below which the inflation rate may rise or even plausibly accelerate over 
time, but avoid referring to this as in any sense a ‘natural rate’, and use 
the term SLUMP for an unemployment rate above which the inflation 
rate is likely to fall, and could potentially turn negative (Fig. 7.7).

The inflation norm can be interpreted as the expected rate of inflation, 
when unemployment remains between NAIRU and SLUMP, but even 
then it will not be met if there are significant short run cost-push factors 
not related to the labour market (e.g. changes in energy prices). Changes 

Fig. 7.7  3-part Phillips Curve
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in social, institutional or structural economic factors, such as I have 
briefly discussed above, have the potential to change this inflation norm 
over time, shifting the curve up or down, or to change the NAIRU and 
SLUMP unemployment rates limiting the mid-section of the curve.

While the unemployment rate remains between NAIRU and SLUMP, 
there is no reason to anticipate that moderately paced changes in the rate 
will have an impact on inflation. If the unemployment rate falls below 
NAIRU, the tightness of the labour market implies the likelihood of ris-
ing real wage aspirations in pay bargaining and therefore rising inflation. It 
is a mistake to describe this as demand-pull inflation. There are still unem-
ployed and underemployed resources in the economy. If the unemploy-
ment rate rises above SLUMP, the bargaining power of workers is reduced 
by employment insecurity and the threat of unemployment or underem-
ployment, and inflationary pressures are moderated. As I have said, the 
location of NAIRU and SLUMP will not be constant, with Barnes and 
Olivei estimating that unemployment rates of between 4 and 6.5% were 
consistent with stable inflation in the USA between 1985 and 2002.

A modified form of ‘accelerationist’ argument can be rescued from 
the above. If unemployment falls below NAIRU and remains there 
for long enough, then the new higher rate of inflation will become the 
social norm, and the continuation of unemployment below NAIRU has 
the potential to stoke further increases in inflation. This depends very 
much on social institutions, however, and is not automatic. In addition, 
a low level of unemployment over time has the potential to reduce the 
NAIRU, so that the rate at which non-inflationary employment can be 
sustained is subject to hysteresis.

The inflation norm seems to have shifted significantly twice in the 
USA, since the 1950s. The first time was a big upward shift in the early 
to mid-1970s, when it was a mix of cost-push and institutional factors 
which were to blame. The second was the recession of the late 1970s 
and early 1980s, when both the persistent rise in unemployment above 
SLUMP and the speed with which unemployment rose were the main 
driving factors.

One very real and pressing problem is that the level and structure of 
real output necessary for the private sector to approach full employment 
may not be ecologically sustainable, due to the emission of waste; excess 
use of renewable resources; depletion of non-renewables; and losses in 
biodiversity. Ecological economists have long advocated the ration-
ing and pricing or taxation of ecological resources, in order to ensure 
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sustainability conditions are respected; and to refrain, at the micro level, 
from activities which do not have properly defined marginal social ben-
efits in excess of their marginal social costs. The pricing of ecological 
resources creates an inflation barrier similar to structural unemployment, 
and one which may bite earlier.

The problem in this case is not with the immobility of labour, so 
much as a need to redirect employment to ‘green’ activities, or at least 
activities with less damaging ecological consequences, and possibly 
even to allocate opportunities for paid employment and real incomes in 
a steady-state economy (where ‘steady state’ refers to the employment 
of ecological resources), divorcing the goal of full employment from a 
requirement to maximise growth in real GDP.

However, the NAIRU concept is interpreted within this model, and 
it is important to remember the human consequences of involuntary 
unemployment and underemployment, it is clear not only that there was 
a persistently low norm for inflation during the 1950s and 60s, but that 
there was also a persistently low NAIRU. While a particular set of his-
torical, social and institutional factors permitted the attainment of con-
sistently high levels of employment by conventional Neo-Keynesian 
methods, from the 1940s to the early 1970s, those specific factors 
were temporary and cannot be precisely restored. This does not, how-
ever, mean that it is impossible for tight full employment to be firstly 
achieved and secondly maintained, even based on the U6 measure of 
unemployment.

Keynes, Kalecki and Minsky were among the most prominent econ-
omist to have noted that the failure to provide for and sustain full and 
equitable employment is a characteristic failure of capitalist economies. 
Keynes identified mass unemployment to be the result of a failure of the 
effective demand for labour and therefore technically within the power of 
governments to eliminate. Kalecki agreed that governments are techni-
cally able to eliminate unemployment, but believed that they would not 
choose to do so persistently, due to considerations of political economy.

Minsky saw both welfare payments to the unemployed and tradi-
tional Keynesian pump priming as ineffective solutions to a lack of effec-
tive demand for labour. One of the reasons was that both would prove 
to be inflationary. Minsky explained and advocated for an employer of 
last resort scheme, or what we now call a job guarantee, as an instabil-
ity thwarting mechanism, and a way to deliver equitable, sustainable and 
non-inflationary full employment.
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Replacing NAIRU with NAIBER
What is needed is a new institutional framework for delivering and main-
taining full employment. It involves guaranteed employment and the 
replacement in the model of the NAIRU with a NAIBER (Mitchell 
1998). NAIBER stands for the ‘Non-Accelerating Inflation Buffer 
Employment Ratio’. The buffer employment ratio replaces the unem-
ployment rate with the ratio of workers in the job guarantee scheme rel-
ative to the total available labour force. This is the replacement of our 
existing buffer stock of the involuntarily unemployed and underemployed 
with an employed buffer stock of workers within a public-sector job 
guarantee. The scheme would be a shock absorber for the economy—
expanding to employ workers when they have been shed from the private 
sector during a downturn, and contracting automatically as the private 
sector absorbs labour from the job guarantee scheme in an upturn.

Ecological modern monetary theorists have referred to an ecologically 
sustainable NAIBER, or ESNAIBER,6 in the context of a job guaran-
tee as an element in a transition to an ecologically steady-state economy, 
given the ecological constraints referred to above.

The NAIBER could be below or above the NAIRU, once an employ-
ment guarantee scheme was in place. The availability of a paid job in a 
job guarantee might reduce the disciplinary effect that the threat of job 
losses can exercise on real wage aspirations and inflationary pressure. If 
so, the NAIBER may be above the NAIRU. On the other hand, compe-
tition from an employed buffer stock of replacement workers, as opposed 
to an unemployed buffer stock, might increase the discipline, in which 
case the NAIBER may lie below the NAIRU. In any case, those in the 
job guarantee would not be unemployed and would be performing work 
of social value.

It would be a positive supply-side measure, as it would retain workers 
in socially productive employment, when there is no demand for them at 
an acceptable real wage within the private sector. In addition, training and 
further education would be offered to participants as part of the scheme.

It would set minimum socially acceptable real wage rates and working 
conditions across the economy generally, as workers without bargaining 
power would now always have the option of working in the scheme.

It would be ‘green’, in the sense that those activities carried out 
within the scheme would either contribute positively to the natural envi-
ronment or at least would be designed to minimise their environmental 
impact, free of the need to generate a financial profit.7
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Godley and Lavoie have emphasised that full employment requires a 
specific fiscal stance, given the spending and portfolio preferences of the 
private sector and the overseas sector. The problem is to determine the 
level of that fiscal stance, given the inherent complexity and uncertain-
ties of the economy. The job guarantee is, as I have said, a bottom-up 
approach to fiscal policy, which, if well administered, ensures that funds 
are spent where they are needed and at the level that is necessary to 
deliver full employment—no more, no less.

An employment guarantee can contribute towards a more stable econ-
omy, by taking unemployed workers as they are and where they live, and 
providing them with the opportunity to undertake work of social value. 
This eliminates structural unemployment based on either occupational or 
geographical immobility. It provides a fiscal stimulus which is targeted 
to those regions where it is needed and which leads to the employment 
of those whom the private sector will not currently employ if the econ-
omy is to sit below its inflation barrier. Over time, a well-designed job 
guarantee scheme should not only provide employment of social value, 
and a variety of psychological benefits to would-have-been-unemployed 
described elsewhere in this chapter, but would also enhance the marginal 
employability of job guarantee workers in the private sector.

Labour saving technological change, plus the requirements of eco-
logical sustainability, might gradually increase the size of the job guar-
antee scheme and the NAIBER over time. Increasing participation as 
discouraged workers are attracted to join the job guarantee scheme will 
also increase the size of the scheme relative to the economy as a whole, 
while the impact of an ageing population will mitigate and could reverse 
these effects. It is plausible to suggest that a job guarantee scheme may 
be required to grow in scale, diversity and complexity, unless or until 
social attitudes and norms towards employment hours and the role of 
paid employment in contributing towards well-being eventually change.

Uncertainty in the scale of a job guarantee implies that assessments 
of the net fiscal impact of such a scheme are difficult to make with con-
fidence. In any case, the fiscal ‘cost’ of such a scheme would be intended 
to expand and contract as necessary to offset fluctuations in the effective 
demand for labour within the remainder of the economy, and the true 
cost of any such scheme ought to be defined in terms of its net impact 
on real and ecological resources, and not in financial terms. However, 
financial projections are required in the effective framing of public policy 
proposals, and estimates of the purely financial cost of a job guarantee 
are therefore important. Fadhel Kaboub (2013) estimated the cost of a 
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generous and extensive scheme in the USA, at a time of very high offi-
cial unemployment, at less than 4% of GDP. Scott Fullwiler (2013) used 
an extensive open-economy stock-flow consistent econometric model to 
simulate a US job guarantee over time and show that the net effect on 
the fiscal deficit averages out at slightly less than 1% of GDP. These esti-
mates are representative of other studies, including a recent report which 
has received a great deal of publicity in the USA, and provided support 
for a proposal for a job guarantee put forward by Senator Bernie Sanders 
(Wray et al. 2018).

That having been said, the net impact of a job guarantee on the fiscal 
balance is not the most significant issue. It is the real resources which 
are used, directly and indirectly, as a result of the scheme being in place 
which are relevant. Where these resources are labour resources which 
would otherwise have been unemployed, then in a sense a job guaran-
tee would cost nothing at all. As Wendell Gordon8 puts it, ‘there is an 
important sense in which the job guarantee programme would not cost 
anything. The goods or services produced by the labour of the benefi-
ciary of the job guarantee increase the gross national product and the 
national welfare by as much as the worker is paid as reliably as does 
any “free market” labour. The labourer is ‘earning’ the wage or salary 
received. Also, and importantly, the worker under the job guarantee pro-
gramme has a job of which the worker can be as proud as are other citi-
zens with their jobs’.

The two most important schemes in recent years sharing at least some 
of the characteristics of the job guarantee favoured by modern monetary 
theorists have been Plan Jefes y Jefas de Hogar,9 in Argentina, between 
2001 and about 2005, and The Rural Employment Guarantee Scheme,10 
in India, which has been in place since 2005. Neither scheme has come 
close to the characteristics of the full, comprehensive, permanent job 
guarantee which most modern monetary theorists advocate, but both 
have been broadly positive in terms of their net social benefits, have been 
administered on an extensive scale, have been popular among partici-
pants, and have at least shown what it would be possible to achieve.

Framing a Job Guarantee

People’s willingness to consider a job guarantee scheme depends on how 
it is framed to participants and the public more widely. The success of 
the scheme once it is in place depends in part on how the rest of the 
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public relate to those working in the job guarantee sector. More gen-
erally, for the sake of social cohesion, we must address social attitudes 
towards the unemployed, underemployed, the insecurely employed and 
the discouraged. We have had more than three decades of discourse 
designed to reinforce attitudes among the employed that labour market 
outcomes are an efficient reflection of productivity and effort. More per-
niciously, we have financialised, or commercialised, our attitudes towards 
others, to the point where many see the unemployed as belonging to a 
different group to themselves, so that they do not identify with them or 
feel any responsibility for their well-being. This is all part of what Minsky 
labelled ‘money-manager capitalism’, in contrast to the ‘shared prosper-
ity capitalism’ with which it should be replaced.

Anthropologist David Graeber (2011) argues that there are essen-
tially three types of social attitudes we can form towards others. He dis-
tinguishes between baseline communism, hierarchy and exchange. I prefer 
to refer to co-operative, patronising and competitive social relations. It 
is important to remember that every real-world society is a mix of fac-
ets from all three of the following descriptions and every individual is 
prone to adopt the social attitudes described under different sets of 
circumstances.

In an economy with mainly cooperative social relations, we are all in 
this together, and the principle of ‘from each according to their abili-
ties, to each according to their needs’ applies. Those who can contrib-
ute towards social provisioning are given the opportunity to do so, and 
it is normal for them to want to take up that opportunity. A concern 
for the welfare of others is normal, but this concern is for the well-be-
ing of social equals, and the distribution of wealth is probably not highly 
unequal.

In an economy with mainly patronising social relations, there is a hier-
archy within which the productive and highly able and the unproduc-
tive and less able are separated. The former may accept an obligation to 
support the latter, and commonly look down upon them. Those with 
income and wealth see themselves as making sacrifices to look after the 
poor and weak, but do not see those to whom they believe they offer 
that support as being their equals. There is likely to be a high level of 
inequality, as well as social immobility.

In an economy where competitive social relations are dominant, oth-
ers may be seen, in a sense, as social equals, but also as separate and there 
is less of a concern for the well-being of others. Inequality is seen as 
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natural and not a legitimate concern, and the principle of ‘survival of the 
fittest’ is believed to be valid. Those on low incomes are not patronised, 
but their needs are not prioritised. Instead, they are seen as having failed 
to compete effectively, and as being responsible for their own relative 
poverty. Those with higher incomes are seen to have succeeded, and to 
have deserved that success. There is little or no sense of community. 

These are insights which have relevance for the potential politi-
cal barriers to a job guarantee scheme, and to the potential social ben-
efits, broadly defined, from such a scheme. Attitudes to other people 
are not fixed—they are highly plastic and context dependent, and influ-
enced by the way in which social relationships and responsibilities are 
framed (Loewenstein et al. 1989).

Many, especially on the political right, position the unemployed as 
somehow different from, or alien to, us—as not part of our commu-
nity. This is the view of those for whom there is ‘no such thing as soci-
ety’. In which case, they frame labour market relationships in a purely 
commercial and competitive exchange perspective. They might see the 
unemployed as in some sense potentially their equals, but not their 
responsibility.

The employed have no social relationships and responsibilities, 
beyond financial transactions. The unemployed have a responsibility to 
engage in ‘truck and barter’ as best they can. ‘We’ are separate from 
‘them’. ‘We’ may not look down on ‘them’, but ‘we’ are unconcerned 
for their well-being and for any inequality of social outcomes. The 
notion that outcomes could be inequitable has no meaning to ‘us’.

This view, which has taken root and undermined social well-being, is 
at least in a sense egalitarian. It assumes others have the same life chances 
as us; that if they fail to take them it is not our responsibility; that people 
respond to financial incentives in a narrowly self-interested way; and that 
this is the appropriate way to organise our economic relations. Our view 
of others is financial and impersonal, as though the whole of life was a 
business transaction, and moreover a transaction with someone where we 
anticipate no ongoing relationship.

Others may see the unemployed as part of their society, for whom 
they have some responsibility, but as somehow lacking in the attributes 
necessary for employment. They lament a lack of skills among the unem-
ployed, and/or low levels of literacy and numeracy. They lament unem-
ployment, underemployment and relative poverty among indigenous 
peoples and among some refugee groups. The unemployed are part of 
us, now, but they are not at the same level as the rest of us. They are 
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dependent and must remain dependent. They are, perhaps, unemploya-
ble and must be supplied with welfare. This is the logic of a dependency 
culture. It is essentially a patronising and hierarchical attitude towards 
those vulnerable to unemployment and underemployment. It is kinder 
than the impersonal competitive exchange view, but hardly less offensive, 
and no more effective in building social stability. In this case, they might 
not like mass unemployment and consequent inequality, but they may 
see it as inevitable. The unemployed, like the poor, may always be with 
us.

A third perspective is the one named by Graeber as a form of ‘baseline 
communism’. Cooperative social attitudes involve seeing others as both 
part of the same society of us and our equals. We share a mutual respon-
sibility for each other. Those currently unemployed or underemployed 
are not separate from us, and they do not have a different social status 
and potential for useful employment. ‘They’ are ‘us’. They can contrib-
ute towards the national product—not once they have been retrained or 
incentivised, but as they are now. This perspective, which Graeber argues 
is a characteristic of the traditional societies in which our ancestors lived 
for so many generations, will neither accept the unemployment of others 
as irrelevant to us, nor see unemployment as inevitable. From this per-
spective, our relationship with others extends beyond the economic and 
impersonal to the personal and social.

To ‘sell’ a job guarantee, policy makers must encourage people again 
to see everyone as part of the community, where relationships are not 
defined in narrow, impersonal financial terms, but in terms of mutual 
obligations and ‘from each according to their abilities, to each according 
to their needs’.

They should also stress the social losses from a failure to implement 
a job guarantee—framing the debate along the lines of what we all lose, 
due to the involuntary underemployment of some.

Attitudes can and need to be shifted towards an aversion not only to 
disadvantageous inequality (which we all share), but towards an aver-
sion for extreme forms of advantageous inequality, and a concern for the 
fair treatment of those who would currently not have opportunities for 
secure employment, in the absence of a job guarantee.

Essentially, the same insight can be derived from the work by George 
Loewenstein and his colleagues, which I referred to in Chapter 4. They 
published experimental data, you may recall, relating to perceptions of 
fairness and inequality in different contexts. The experiments involved 
presenting participants with a series of disputes between two people, 

http://dx.doi.org/10.1007/978-3-319-90981-3_4
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recording subjective utility scores of a variety of financial outcomes for 
self and the other, where outcomes were sometimes gains and some-
times losses, in non-business and business settings, and where relation-
ships/attitudes towards the other were described as positive, neutral or 
negative. The results indicated that how people feel about coming out 
ahead of others depends on the nature of their relationships with those 
other people and their attitudes towards them. The framing of our inter-
personal relationships affects what we regard as being fair or unfair. 
Loewenstein argued that people were less concerned by inequality in 
itself, than by perceived unfairness.

Human nature and social attitudes towards what is fair and how 
to evaluate inequalities are not fixed over time, but are plastic. We are 
influenced by evolving social institutions and norms, and of course by 
other people. There are interesting implications relating to politics, eco-
nomic reform and social changes over the last 40 years. The shift towards 
Minsky’s ‘money manager capitalism’ from a mixed economy consensus 
during that period has financialised social relationships and helped to shift 
attitudes towards the role of government and other social institutions, 
appropriate tax and welfare systems, and to support for the retired.

Loewenstein’s work, as I explained in Chapter 4, suggests that political 
outcomes and social institutions are not governed by stable social pref-
erences (as argued by the orthodox economists) but are fluid and can be 
changed. Hence, the key exogenous factors shifting the determinants of 
institutions and attitudes over time may be interest group pressures and 
effective political organisations (and even charismatic political leaders).

The good news is that the shift in social attitudes which has been 
associated with, and to an extent driven by, the neoliberalism of the past 
forty years, is reversible. During that time, we have allowed our leaders 
to create an increasingly individualised and financialised culture, and 
have participated in and in some ways contributed to that culture. In the 
future, we can elect a different set of leaders, and campaign for and par-
ticipate in a more inclusive and cooperative culture—one which is con-
sistent with sustainable prosperity.

Job Satisfaction

It remains to consider the essential characteristics of a job guarantee 
from the perspective of the participants in the scheme. In other words, 
‘what makes workers happy?’ This is an area which has been explored 

http://dx.doi.org/10.1007/978-3-319-90981-3_4
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in-depth by other social scientists, but has only recently attracted much 
attention from economists.11

People appear generally happier in:

1. � Jobs which offer secure employment
2. � Jobs which are of clear social value and which provide immediate 

feedback
3. � Jobs which allow a high level of worker autonomy and creativity
4. � Jobs which involve a greater variety of tasks, provide opportu-

nities for the use of existing skills and offer prospects for skill 
development

5. � Jobs which allow for the development of social relationships with 
fellow workers and others

6. � Jobs where workers are free to choose working hours
7. � Jobs which are held in respect by others
8. � Jobs where remuneration and working conditions are perceived as 

fair.

Not all of the above characteristics can always be designed into every task 
within a job guarantee scheme, just as they are not all embodied in every 
private-sector job, but the majority of them can be and ought to be. A 
job guarantee can also assist the private sector in the provision of better 
jobs, by setting a floor on working conditions, maximising the sense of 
purpose one obtains from a job, increasing one’s involvement in work-
place decisions and guaranteeing a form of secure employment.

There is no single optimal model for a job guarantee scheme. In dif-
ferent countries, and even in different regions within countries, the pre-
cise design of the scheme must reflect local needs and the characteristics 
of those people who are locally unemployed or underemployed who 
might choose to participate in such a scheme. It should also reflect what 
is deemed to be politically acceptable.

In many places, it is expected that local authorities would play a major 
role in the local administration of such a scheme. In the USA, not-for-
profit institutions are expected to play a greater role. In some places, it 
would be more feasible for local co-operatives to be more prominent. 
In all cases, the transparency with which job guarantee projects are pro-
posed, established and administered is of vital significance. The projects 
should as far as possible reflect the needs and aspirations of partici-
pants, meet obvious and unmet social needs, avoid competition for real 
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resources and markets with private businesses, and avoid substituting for 
conventional public service provision. Job guarantees must be based on 
voluntary participation, and pay and working conditions must set the 
floor for what is socially acceptable.

Proposals have been developed for job guarantees in the USA,12 in 
Australia13 and in an increasing number of other countries. Lessons have 
been learned from the successes and limitations of major partial job guar-
antees, such as the aforementioned Plan Jefes de Hogar in Argentina, and 
the Indian Rural Employment Guarantee Scheme; as well as from smaller 
programmes elsewhere, and from the New Deal programs of the 1930s.

At some future point, society may have attained the goal laid down 
in Keynes’ famous essay, Economic Possibilities for our Grandchildren,14 
when paid employment will no longer be seen as a social norm, and peo-
ple will be free of the need to engage in paid work to maintain an ade-
quate standard of living, to enjoy a sense of purpose and self-respect, and 
to maintain social status within the community. Keynes was writing in 
1930 and looking ahead a century to 2030, but perhaps we will have to 
wait a little longer than he imagined for his vision to be attained.

If and when the society envisaged by Keynes eventually develops, per-
haps there will be no more need for a job guarantee scheme, and success-
ful societies will be able to deliver an income guarantee to their citizens, 
without compromising their psychological well-being or social status. 
Until that time, a job guarantee appears to be an essential element of an 
economics for sustainable prosperity, for reasons of macroeconomic sta-
bility, social equity and cohesion, and ecological sustainability.

Notes

	 1. � There is an overwhelming amount of evidence for this—provided by, 
among others (Clark 2006; Lucas et al. 2004; Young 2012; Nordt et al. 
2015).

	 2. � See the first equation in Chapter 2.
	 3. � For more information on the Cantril Scale and on the methodology of 

the Gallup World Poll, refer to Gallup (2009).
	 4. � The credit for the natural rate hypothesis, and the associated acceleration-

ist theory of inflation, is properly shared between Milton Friedman and 
Edmund Phelps.

	 5. � See Note 6, Chapter 6.
	 6. � The ecological economist Philip Lawn introduced the term ESNAIBER, 

based on William Mitchell’s NAIBER, and is an advocate for a job 

http://dx.doi.org/10.1007/978-3-319-90981-3_2
http://dx.doi.org/10.1007/978-3-319-90981-3_6
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guarantee to break the link between full employment and uneconomic 
real GDP growth (e.g. Lawn 2016, Chapter 3.

	 7. � Mathew Forstater is another prominent advocate for a job guarantee to be 
designed to combine full employment with environmental sustainability 
(Forstater 2003).

	 8. � Quoted in Mitchell (1998).
	 9. � The lessons to be drawn from Argentina’s Plan Jefes are discussed in 

Tcherneva (2012).
	 10. � Kareemulla et al. (2013).
	 11. � Including Van der Meer and Weilers (2013).
	 12. � Tcherneva (2014).
	 13. � Cook et al. (2008).
	 14. � Keynes (1931).
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In my final chapter, I will summarise the main elements in a new eco-
nomics for sustainable prosperity. Sustainable prosperity must ‘guarantee 
all individuals a decent quality of life with dignity and the opportunity to 
be a member of an inclusive, participatory, and just society. Sustainable 
prosperity means that every decision we make, individually or collec-
tively, must take into account its direct and indirect effects on people, on 
the planet, and on the economy’.

This requires the replacement of the old orthodoxy with a new 
approach to economic management, incorporating insights derived from 
Post-Keynesian macroeconomists, including Keynes, Davidson, Minsky, 
Kalecki, Lerner and Godley; from behavioural economists, including 
Simon, Tversky, Kahneman and Loewenstein; and from modern mon-
etary theorists, including Mitchell, Mosler, Kelton, Wray, Tcherneva, 
Fullwiler, Forstater and Kaboub.

It requires that we live within our real and ecological constraints, 
achieving a much more even distribution of income and wealth within 
those constraints, with equitable full employment based on a well-de-
signed job guarantee and a financial system designed to serve the needs 
of a sustainable economy, rather than one designed to promote inequal-
ity and financial fragility.

CHAPTER 8

Conclusion—Economics for Sustainable 
Prosperity
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It requires a new economics for sustainable prosperity. It will be my 
contention that this new economics already exists, that most of it has 
existed for a long time, that it is fit for purpose, and that we have no time 
to lose in replacing the old economics with the new and getting on with 
the job of delivering sustainable prosperity.

It requires a major ‘jail break’1 from what many of us were taught at 
school, or as university students. It requires us to really think through 
what we want to achieve and how we intend to achieve it; why the pur-
suit of sustainable prosperity is frustrated by an adherence to soft neo-
classical economics; and what economic and philosophical framework we 
need to put in place of neoclassicism.

As R. H. Tawney said, long ago, in The Acquisitive Society (1920), 
‘Men may genuinely sympathize with the demand for a radical change. 
They may be conscious of social evils and sincerely anxious to remove 
them. They may set up a new department and appoint new officials, and 
invent a new name to express their resolution to effect something more 
drastic than reform, and less disturbing than revolution. But unless they 
will take the pains, not only to act, but to reflect, they end by effecting 
nothing. For they deliver themselves bound to those who think they are 
practical, because they take their philosophy so much for granted as to be 
unconscious of its implications, and directly they try to act, that philoso-
phy reasserts itself, and serves as an over-ruling force which presses their 
action more deeply into the old channels’.

Positive Economics

The economics book we used at school, back in the late 1970s and 
early 1980s, was the fourth or maybe fifth edition of An Introduction to 
Positive Economics, by Richard Lipsey (1975). Lipsey’s text was a mar-
ket leader among the second generation of introductory economics text-
books, directly descended from Paul Samuelson’s 1948 Economics.

As The Economist magazine put it, ‘It is difficult to exaggerate the 
worldwide impact of Mr. Samuelson’s economics’. I included the follow-
ing quote from Samuelson in the first chapter: ‘I don’t care who writes a 
nation’s laws — or crafts its advanced treatises — if I can write its econom-
ics textbooks’. I believe his book, and those which followed its approach 
to the teaching of economics, including Lipsey, and more recently Greg 
Mankiw, have played a far greater role in world history than any other 
school-level or introductory undergraduate text ever written in any subject.



8  CONCLUSION—ECONOMICS FOR SUSTAINABLE PROSPERITY   255

The term ‘positive economics’ in Lipsey’s title refers to the title of a 
paper by Milton Friedman, ‘The Methodology of Positive Economics’,2 
which laid down guidelines for the conduct and progress of the disci-
pline, based on his interpretation of Karl Popper’s scientific method, as 
applied to economics.

Friedman believed that, in a science of economics consisting of theo-
ries and models which make testable predictions, only the usefulness of 
those predictions should matter. Economists should not concern them-
selves with the realism of the axioms, or fundamental assumptions, on 
which their theories and models were based. He wrote that, ‘the ques-
tion whether a theory is realistic “enough” can be settled only by seeing 
whether it yields predictions that are good enough for the purpose in hand 
or that are better than predictions from alternative theories’. Criticism of 
a theory based on a lack of realism in its underlying assumptions was seen 
as ‘largely irrelevant, and, in consequence, most attempts to reform eco-
nomic theory that it has stimulated have been unsuccessful’. To Friedman, 
it did not matter whether households can and do knowingly maximise 
their utility, or whether firms can and do set their marginal revenues equal 
to their marginal costs, to maximise their profits. All that mattered was 
whether models based on such assumptions made useful predictions.

An alternative point of view is that simplifying assumptions must 
be used with caution and must always be justified.3 Such justifications 
should be based on the ease with which those assumptions can be 
relaxed without disturbing the predictions of a model or perhaps the 
role of those assumptions in defining the circumstances under which the 
model is relevant to the real world. To an economist with an interest in 
institutions and in history, like Hyman Minsky, the notion that assump-
tions do not matter is a dangerous one. A model based on unrealistic 
assumptions may appear to make reasonable predictions during a period 
of economic stability, but when that stability is undermined, those pre-
dictions and that model are liable to be chimerical. Alan Greenspan’s 
famous words, spoken in Washington, DC a month after the collapse of 
Lehman Brothers, come to mind. He admitted he had found a flaw in 
the laissez-faire, self-regulation approach to financial markets of which 
Friedman himself so approved. He said, ‘I don’t know how significant 
or permanent it is. But I’ve been very distressed by that fact’. Milton 
Friedman’s positive economics is the soft economics I identified in my 
first chapter. It is not to be relied on. It is not a basis for a genuinely sus-
tainable and equitable prosperity.
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By the 1970s, for Friedman’s successors, like Robert Lucas, it seemed 
obvious, to the point that no further justification was ever necessary, that 
absurdly unrealistic assumptions were to be preferred, since they allow 
you to build models which are more mathematically tractable and so 
easier to work with. This led to a super-soft form of economics. Over 
time, economists like Lucas and Friedman lost any remaining interest 
they might have had in realism, and in approaches to institutional design, 
individual and social psychology, economic history, and even the history 
of their own discipline, which were not rooted in and distorted by their 
definition of positive economics, and their strongly held beliefs about 
acceptable economic methodology.

All this was based on a misinterpretation of what is a wrong theory of 
science, at least where economics is concerned. The theories of Thomas 
Kuhn and Imre Lakatos4 are far more applicable to economics than 
that of Karl Popper. While their arguments are not identical, they both 
stress the barriers in the way of scientific revolutions, or paradigm shifts, 
against entrenched theories. Orthodox macroeconomics has for many 
years been a classic example of what Lakatos described as a degenerate 
scientific theory, and its continuing dominance has been based as much 
on the sociology of the economics profession as on anything else. It long 
ago failed the Friedman/Popper test, in that, for example, financial crises 
such as that which became obvious in 2008 should simply not happen in 
a general equilibrium world. If the Global Financial Crisis is an ‘anomaly’ 
which orthodoxy has chosen to sweep under the carpet, which is more 
or less what has happened, then it is time to get rid of the carpet. I have 
been arguing for a shift to realism and to a modern form of the hard 
monetary analysis for which Post-Keynesians and institutional economists 
have been calling, for generations. We have to rescue Keynes, Kalecki, 
Minsky, Lerner and others from under the carpet. In doing so, we will 
rescue economics and can change the direction of the world economy.

Another feature of positive economics is its characterisation of eco-
nomics as a ‘values-free’ discipline, like cosmology or biology. Lipsey’s 
book made a distinction between positive economics and normative eco-
nomics, with an indication that genuine economic science must be pos-
itive in its approach. It must be concerned with ‘what is’, rather than 
‘what ought to be’. By ‘what is’, it really meant ‘what orthodox eco-
nomic models predict is’, bearing in mind the lack of interest in valid 
underlying assumptions in the modern neoclassical approach to doing 
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economics. According to this view, good economists are never influenced 
by their own values or opinions about issues which do not lend them-
selves to testable hypotheses. To be so influenced would disqualify you 
as an economic scientist. Values are for non-economists, and value judge-
ments and priorities are for politicians.

The trouble with all this, of course, is that it is, at best, hopelessly 
naïve and at worst, dishonest. There is no such thing, for example, as a 
‘free market’ and so no such thing as a ‘free market economy’ that you 
can study. There are always sets of formal and informal rules and reg-
ulations, and there are always institutions enforcing those rules. It just 
depends who sets the rules, and in whose interests, they are set. Similarly, 
there can be no such thing as a genuinely ‘values-free’ economics. 
Positive economics, if this is what it is supposed to be, does not and can-
not exist. Economics is irredeemably normative, at least to some degree. 
Milton Friedman, in almost everything he ever did, was guided by his 
opinions about what ought to be, and his values shaped those things 
about the economy and the discipline of economics which he took for 
granted. The same thing was true of Adam Smith and John Maynard 
Keynes, but they never pretended otherwise. The same thing is true of 
you and me.

Economics Is Not Cosmology

I have used George Soros’s term ‘reflexity’ before, and it applies here. 
When cosmologists study a distant galaxy, they are examining some-
thing over which they can never have any influence, whatever they do. 
Their scientific theories about the stars in that galaxy have no effect at all 
on the nature of those stars, or how they were formed, or on anything 
about them. In general, in the natural sciences, our beliefs and any deci-
sions we make cannot normally change the fundamental nature of that 
which we are examining. The same thing is not true of economics.

It is not just in the design of markets and other institutions that econ-
omists, and those they advise, can change and have changed the nature 
of the economy we are trying to understand. Economists and politicians 
can change human nature. Our attitudes and preferences are not fixed. 
They are highly malleable. This includes, as I said in Chapter 4, our atti-
tudes towards ourselves and others, and in particular to advantageous 
inequality, and what constitutes a just society.

http://dx.doi.org/10.1007/978-3-319-90981-3_4
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All marketing professionals know that people are easily influenced, 
and that preferences are regularly newly formed and can be manipulated. 
All propagandists know that those with whom we identify, and our atti-
tudes towards those we see as outside our social group, can be trans-
formed. We have the capacity to develop a very wide range of beliefs and 
behaviours, and not all of them are consistent with peace and sustainable 
prosperity.

Economists ought to know this too. What most economists take for 
granted is socially determined and has been strongly influenced by icons 
like Friedman, who was himself a consummate politician, and by a vari-
ety of pressure groups and political movements. What politicians do is 
strongly influenced, and limited, by the economic advice they receive. 
What politicians and economists think, and how those educated by aca-
demic economists discuss issues, shapes the economic and social frame-
work within which we live, changes our attitudes and in important ways 
changes the people we are.

Economists affect the economic system they claim to study in fun-
damental ways. Keynes did; Friedman did; Hayek did too, in so far as 
he influenced those around Margaret Thatcher and Ronald Reagan. 
Towards the end of the twentieth century, the ideas of Friedrich Hayek 
and those of Milton Friedman proved to be more influential than those 
of John Maynard Keynes. This deep level of reflexity has been a charac-
teristic of the drive for a neoliberal form of globalisation over the past 
forty years.

So it makes no sense to compare economists to physicists or to cos-
mologists looking at distant star systems. The things economists take for 
granted help to shape society, as well as being passed down, perhaps in 
a more refined and extreme form, to the next generation of orthodox 
economists. Values-free, it is not.

The misleading of students has begun for millions of people down the 
decades at the very beginning of their first class in economics. Their teach-
ers, along with the authors of all the leading post-war texts have, with vir-
tual unanimity, started with more or less Lionel Robbins’ statement that, 
‘Economics is the science which studies human behaviour as a relation-
ship between ends and scarce means which have alternative uses’. Even 
this apparently innocuous statement is biased. Not because it is wrong, 
but because it is incomplete. It is true enough that we as a species in 2018 
have very scarce and rapidly dwindling ecological resources, which need 



8  CONCLUSION—ECONOMICS FOR SUSTAINABLE PROSPERITY   259

to be conserved and maintained, but which nonetheless we must continue 
to use, to promote human well-being. This is obviously not what Robbins 
was referring to, all those years ago, and it isn’t generally what teachers of 
orthodox economists mean when they use his words today.

Robbins’ definition biases the discipline towards the general equilib-
rium model which I have rejected as hopelessly misleading. If resources, 
including labour, are all presumed to be scarce, then we are adopting the 
full employment assumption and Say’s Law, at least as a long-run truth, 
in Chapter 1 of our study text and on the first morning of our course.

A Sense of Purpose

Moreover, as Kate Raworth5 has pointed out, a failure to specify appro-
priate ends for economic activity has left a gap which the maximisation of 
real GDP, and over time the maximisation of the rate of growth of real 
GDP, has come to fill. It is better to define economics as the study of the 
economy and to define the economy as the set of natural and fabricated 
resources, institutional arrangements, organisations and markets which 
are available to meet our needs and to influence our current and future 
well-being.

I gave my view as to the appropriate objective for economic activ-
ity and for those of us who work within the discipline of economics, in 
Chapter 1. It was the pursuit of genuinely sustainable, inclusive, prosper-
ity. The Binzagr Institute advocates for ‘decent employment opportuni-
ties for everyone ready, willing and able to work at a socially established 
living wage’ and defines sustainable prosperity ‘holistically, to encompass 
the physical, mental, environmental, financial, educational and civic well-
being of all individuals, families, neighbourhoods, and regions through-
out the world’.

To be more specific, I have argued for a job guarantee, provid-
ing everyone the option of secure and voluntary full-time or part-time 
employment, with just wages and working conditions. I have explained 
that such a job guarantee would be part of a programme to decrease 
income inequality over time, while also acting to anchor inflationary 
expectations and to stabilise the economy. It would act as a stabiliser by 
guaranteeing a more effective automatic counter-cyclical element to the 
fiscal balance, to hold the economy at non-inflationary full employment. 
I have explained that this could decouple the pursuit of full employment 

http://dx.doi.org/10.1007/978-3-319-90981-3_1
http://dx.doi.org/10.1007/978-3-319-90981-3_1
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from the pursuit of maximal growth in real GDP. It could help us to 
overcome our obsession with to real GDP growth, which, I showed in 
Chapter 7, cannot be proved to have added to human happiness or life 
satisfaction, at least in high-income countries, and which has pushed our 
economy beyond the carrying capacity of the one planet we have availa-
ble to sustain us.

Kate Raworth uses a doughnut model to discuss the requirements for 
sustainable prosperity. All economic activity generates waste and uses a 
mix of renewable and non-renewable resources. We can never eliminate 
waste or stop using resources entirely. The greater the volume of eco-
nomic activity, the more resources we use and the more waste we pro-
duce. The rate at which emissions of waste increase, due to increases in 
production and consumption, and the extent to which we use renewa-
bles and deplete non-renewables, depends on what we consume and on 
how we organise production. But there must always be some limit on the 
level of activity which can be maintained today without compromising 
the quality of life of future generations.

Raworth’s doughnut consists of an inner circle, which describes the 
minimal resource use to provide people with a good quality of life today, 
and an outer circle, describing the maximum scale of economic activity 
which is sustainable in the long term. If a society lies inside its inner cir-
cle, there will be widespread absolute poverty; if it is located outside the 
outer circle, it will have an ecological footprint which is too large to be 
sustainable. Both circles can change in size over time—a more equal soci-
ety can avoid absolute poverty at a lower aggregate level of economic 
activity, and a higher maximum level of economic activity might be sus-
tainable if technological changes relax ecological and other resource 
constraints, for example by transforming our energy system and greatly 
reducing our emissions of carbon dioxide and other greenhouse gases. 
On the other hand, more inequality can shift that inner circle out, and 
today’s emissions of carbon and other wastes can exhaust the capacity of 
the Earth to process such wastes and lead to accelerating climate change 
requiring a greatly diminished maximum level of activity to slow down 
and eventually reverse the damage.

Kate Raworth declares herself as an agnostic on real GDP growth, 
and we should take a similar position. It is uncertain how large a global 
economy can be maintained over time, and so it is uncertain how much, 
if any, additional growth in real GDP is ecologically sustainable. But 
ecological sustainability must come first—if it is the case that there is a 

http://dx.doi.org/10.1007/978-3-319-90981-3_7


8  CONCLUSION—ECONOMICS FOR SUSTAINABLE PROSPERITY   261

conflict between the growth of real GDP and the stability of our ecosys-
tem, only a fool would choose the former over the latter. If that was the 
result of a study of economics, then David Suzuki would have been right 
to describe that form of economics as ‘brain damage’.

Real GDP should be whatever it needs to be to provide equitable full 
employment today and ecological sustainability over time. Just as the fis-
cal balance should be whatever is necessary to maintain full employment 
and to avoid excessive inflation. Just as the trade balance should be wher-
ever it needs to be to combine these objectives with a much more even 
distribution of income and wealth, and good public services.

Genuine Progress

I have tried to avoid referring to growth in real GDP as ‘economic 
growth’ in this book, out of respect for my former thesis supervisor 
and ecological economist, Philip Lawn. Phil’s work is in the tradition of 
Kenneth Boulding and Herman Daly. It was Boulding, who said ‘anyone 
who believes in indefinite growth of anything physical on a physically 
finite planet is either a madman or an economist’,6 and Daly, who pio-
neered the idea of a ‘steady state economy’, with economic development 
centred on qualitative improvements rather than continued increases in 
the scale of economic activity.7

Philip Lawn has always stressed what ought to be the obvious point 
that economic expansion has costs, as well as benefits, and that even an 
orthodox economist ought therefore to accept that there is some opti-
mal scale of economic activity beyond which additional production is 
suboptimal. In other words, beyond that point, growth should not be 
described as ‘economic’, but as ‘non-economic’ (Lawn 2016). With his 
colleagues, Phil has built on the work of William Nordhaus and James 
Tobin, and others, including Herman Daly, to develop a more useful 
metric of sustainable development, which is now called the Genuine 
Progress Indicator (GPI).

The GPI adjusts changes in aggregate personal consumption for 
changes in income distribution and for a range of social, ecological and 
economic benefits and costs, relating to production and consumption 
activities, to derive a measure of economic progress expressed, like GDP, 
in monetary units. For example, estimates are included for the social 
benefits of voluntary and household labour, while the estimated cost of 
underemployment to those seeking paid work is also included. The costs 
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of various forms of pollution and carbon emissions are included, as are 
estimates of the social value of farmlands, forest and wetlands. Such an 
undertaking is unavoidably subjective, in terms of both the identification 
and measurement of relevant costs and benefits. Moreover, there is as 
yet no single, generally accepted approach to estimating the GPI. It can 
depend on the purpose to which it is being put and to the availability of 
data. At the moment, researchers led by Lawn are working on putting 
together a simplified global set of statistics, covering virtually all coun-
tries on a comparable basis, to monitor their progress against a reasona-
ble definition of sustainable development over time.

It is easy to criticise the Genuine Progress Indicator because it is so sub-
jective, but all this rather misses the point. The GDP statistic itself is not an 
entirely objective measure of the size of the economy, for reasons I won’t 
go into here. More importantly, GDP was not even designed to be a meas-
ure of sustainable development, and consequently, a variety of activities 
which reflect social costs, rather than social benefits, add to GDP, rather 
than being subtracted from it. For example, if accelerating climate change 
leads over time to a big increase in defensive expenditure, to make life tol-
erable, that will add to GDP—just as spending on clearing up a major oil 
spill adds to GDP in a given year, and US government spending on main-
taining a record prison population adds to GDP in the USA. Domestic 
production, whether it is creative to well-being, destructive of it or a con-
sequence of previous costly activities, adds to gross domestic product.

There are alternative measures of social well-being to the Genuine 
Progress Indicator, including the United Nations Human Development 
Index and the Organisation for Economic Co-operation and Development 
Better Living Index. However, none of them is as well designed to focus 
the minds of policy-makers on a list of factors likely to form the basis 
of sustainable prosperity in the future. The GPI can and surely will be 
refined and improved upon, as better data become more widely available. 
However, it is already probably the best available basis for green national 
accounting. Every national statistical agency ought by now to be working 
towards its own GPI statistics, based on the work of people like Daly and 
Cobb (1989), and of Phil Lawn. In doing so, they will naturally concen-
trate on a similar list of factors to the U.N. sustainable development goals 
and the ecological boundaries highlighted by Kate Raworth.

A more sensible criticism of the Genuine Progress Indicator as a guide 
to present and future policy-makers is that we are apparently replacing 
one single dimension indicator—real GDP—for another—the GPI. I do 
not believe this is a fair criticism, because I see the GPI not as a single 



8  CONCLUSION—ECONOMICS FOR SUSTAINABLE PROSPERITY   263

indicator, but as a frame within which a list of economic, social and eco-
logical indicators can be made to sit. It makes more sense to consider 
each of these indicators, and perhaps alternatives to them, one by one, 
but when dealing with policy-makers it is important to offer them a 
summary statistic which is easily understood, and which, for all its lim-
itations, is likely to influence them in the direction of a set of policies 
promoting sustainable prosperity.

In the pursuit of sustainable prosperity, governments should encour-
age and participate in economic activities and innovations making a pos-
itive contribution to genuine progress, and discourage or in some cases 
forbid activities which reduce the GPI. The government itself is the best-
placed institution in the economy to promote and, within the public sec-
tor, to carry out purposeful research and development, and to facilitate 
and encourage process and product innovations (Mazzucato 2013).

That sustainable prosperity must include full employment, though 
not necessarily for ever a long standard working week, or a long delayed 
retirement; a far lower level of inequality than we see around us in most 
countries today (Wilkinson 2006); and ecological sustainability. It has 
been my contention that a hard (i.e. realistic) monetary analysis of the 
economy is required to bring any of this about. The technique of stock-
flow consistent macroeconomics discussed in Chapter 6 is an important 
tool, which can replace orthodox general equilibrium models, as a tech-
nical tool for macroeconomic analysis. That analysis itself must incorpo-
rate the axioms of modern monetary theory, and indeed, the modern 
macroeconomics of the next generation must be modern monetary 
theory.

Framing MMT
It is not enough to bring this about for modern monetary theorists to 
be technically correct. The initial reaction that modern monetary theory 
often inspires in orthodox economists, which I have seen many times 
close up, is emotional, aggressive, dismissive and far from measured and 
conventionally rational. It is not a calm and scientific response to the evi-
dence. It is an emotional, system one response. Unsurprisingly, you often 
get a similar reaction from politicians and from many of the general pub-
lic, for whom the distinction between currency issuers and currency users 
is often shocking, sometimes threatening and in many cases evocative of 
wheel-barrow loads of cash in early 1920s Germany, or gazillion dollar 
notes in Zimbabwe in 2008.

http://dx.doi.org/10.1007/978-3-319-90981-3_6
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At least part of the problem relates to the associative and reference-de-
pendent way in which we habitually evaluate new ideas and make judge-
ments, heavily influenced by system one thinking and by sometimes 
inappropriate and misleading metaphors. It makes the framing of economic 
issues and, in particular, the way in which economic discussions are con-
tinuously and consistently framed by conservatives and neoclassical econo-
mists, so powerful and so difficult to shift (Lakoff and Johnson 1980).

Louisa Connors and William Mitchell,8 and separately, Randall Wray, 
have drawn on the work of cognitive linguist, George Lakoff, to shed 
light on the most effective approach to framing modern monetary the-
ory. According to Lakoff, ‘Framing is not primarily about politics or 
political messaging or communication. It is far more fundamental than 
that: frames are the mental structures that allow human beings to under-
stand reality – and sometimes to create what we take to be reality’.9

Lakoff’s views should have been understood by Post-Keynesians and 
other heterodox economists long ago. There is no inevitable rejection 
of falsifiable theories, as in Karl Popper’s theory of the scientific method, 
or triumph of progressive over degenerative research programmes, as in 
that of Imre Lakatos. The continuing dominance of orthodox neoclas-
sical economics in the academies and in most policy-making institutions 
is about framing; about the effective use of metaphors to appeal to the 
‘embodied mind’ and comfortable, system one thinking; and the clarity 
and relative consistency of neoclassical ideas in that context.

Modern money theory outperforms orthodox neoclassical macroeco-
nomics in both descriptive and predictive terms—it has already won the 
scientific contest. However, it could still fail the metaphorical test and 
the test of mimetic competition. Both Wray, and Connors and Mitchell, 
explain how the apparently counter-intuitive descriptions and predictions 
of modern money do not fit well with the comfortable but misleading 
neoclassical metaphor of ‘government as household’.

Randall Wray quotes Lakoff, discussing the use of framing by con-
servatives, as follows: ‘They understand the importance of morally-based 
framing, the importance of not using the opposition’s language, and the 
importance of an extensive communication system that operates daily 
everywhere…Everything you understand is a matter of framing. And 
what counts as a fact depends on the frame used in understanding’.

Connors and Mitchell also stress the deliberate use of framing by 
the conservative side of politics, to transform a financial crisis caused 
by private debt and financial fragility fed by a long period of financial 
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deregulation into a mythical problem of excessive regulation and too 
much government. ‘The resurgence of the free-market paradigm has 
been accompanied by a well-crafted public campaign where framing and 
metaphor triumph over operational reality or theoretical superiority’.

They list a series of examples of effective and intentionally misleading 
neoclassical metaphors, relating to: (1) government spending (‘spend-
ing like a drunken sailor’); (2) the fiscal balance (‘budget black hole’); 
(3) government debt (‘mortgaging the future’); and (4) income sup-
port (where ‘working families’ are the paragon for comparison). They 
stress the importance of language and of the deliberate and purpose-
ful use of metaphors by progressive economists. They discuss the need 
to establish the sort of outcomes we desire collectively from our econ-
omy and the subsequent need to frame policy discussions with care so 
that we emphasise our ability to change the economy to deliver those 
outcomes. The use of language, which effectively communicates eco-
nomic realities, and the need to avoid misleading conservative frames 
are essential.

They emphasise the need to frame policy proposals in terms of their 
impact on people and the planet, rather than on an entity called ‘the 
economy’. This emphasis on the purposes of policy proposals must be 
supported by the use of appropriate language. They question the use of 
the term ‘spending’ in the context of a sovereign government, since to 
‘spend’ implies to use up. They prefer the more positive term ‘govern-
ment investment’ to achieve public purposes.

There might even be a justification for going beyond this, and avoid-
ing terms like government (or public or, even more so, national) debt 
and government (or budget) deficit at all, for a monetary sovereign. The 
word ‘debt’ implies something which needs to be paid back and evokes 
possible bankruptcy. Monetary sovereigns never need to pay back their 
debts in their own currency. Nor do they need to issue debt, and they 
cannot go bankrupt. The appropriate metaphor for sovereign govern-
ment ‘debt’ is ‘money’. The term ‘deficit’ implies a shortfall or a lack of 
resources. Governments will normally be in ‘deficit’ and are not finan-
cially constrained, and a deficit in no sense involves a shortage of any-
thing. As we know, a monetary sovereign cannot run out of money. 
Again, the term is misleading. A government deficit could be termed 
a non-government financial surplus or alternatively a government net 
injection. There is every reason to abolish the concept of sovereign gov-
ernment debt and to replace it with a form of ‘broad, outside’ money.
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Talk of ‘balancing the budget’ is also misleading, since it implies 
a state which can be actively achieved without adversely affecting the 
operations on the economy and the public purpose. It also obscures 
the considerable endogeneity of the government financial balance. 
References to government ‘saving’, or a definition of national saving 
that includes a fiscal surplus as an element in national saving, are mis-
leading. To save is to set aside current resources, in order to maintain 
or facilitate higher levels of future consumption. A fiscal surplus does 
neither the first nor second of these things and in fact decreases (dollar 
for dollar, as Warren Mosler puts it) the ability of the non-government 
sector to net save.

Other terms with a hidden bias towards neoclassical mythology 
include ‘fiscal consolidation’, ‘adjustment’, ‘reform’ (in the context used 
by neoclassical economists), ‘rationalisation’, ‘incentives’ (again, in a 
neoclassical context), ‘doing more with less’ and even ‘taxpayers’ money’. 
Just using these terms, in the context they are generally employed in 
economic debates, buys into the neoclassical paradigm as a broad meme. 
If such language is to be used at all by progressives who understand mod-
ern money, it should be with care and with the utmost attention to the 
framing of economic debate.

There is a tension, however, between the introduction and use of 
more positive and less misleading terminology, as part of a movement 
to construct a better meme for economic policy, to help bring about 
the necessary paradigm shift in economics; and the need to commu-
nicate not only with neoclassical economists, but also with fellow het-
erodox economists, politicians and the public—most of whom are as 
accustomed to biased economic language as they are to the ‘qwerty’ 
keyboard.

Nevertheless, our use of language is important, and whether the ben-
efits of continuing to use economic terminology drawn from the neoclas-
sical school outweigh the serious problems this causes is worth debating. 
Just as institutions can be changed, so can terminology. If both our 
economic institutions and our terminology can be changed to make it 
easier to pursue and maintain economic policies consistent with sustain-
able prosperity, we should change them. Whatever else we do, ‘progres-
sives should avoid debating within the frames that the conservatives use’ 
(Mitchell 2015, 327).
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Towards an Economics for Sustainable  
Prosperity

Modern monetary theory is an essential part of a new economics for 
sustained prosperity, but of course it is not the whole story. Realistic 
behavioural foundations are needed to guide us towards policies and 
institutions suited to providing people with the best possible opportuni-
ties for fulfilled and rewarding lives, and a sense of well-being. A proper 
respect for our ecological constraints and the well-being of future gener-
ations, and of the need to locate our economic and other activities within 
our planetary boundaries, is urgently required (Galbraith 2014). But to 
do this, so that we can build a future of genuinely sustainable and shared 
prosperity, we need to get our macroeconomics right, which means we 
need to understand how monetary systems operate, and how they can be 
made to operate for the public good.

In a number of ways, modern monetary theory continues to make 
progress:

•	 Due to a persistent consistency with the evidence.
•	 Through an expansion of interest outside the economics profession 

and the policy establishment, facilitated to a considerable extent by 
social media and the efforts of academic and non-academic bloggers 
and activists, and also by public presentations and interviews made 
by leading modern monetary theorists.

•	 Through a continuously expanding set of scholarly publications.

There remains a need for a greater number and variety of accessible 
book-length presentations of the economics of modern monetary theory 
and related areas of economics and of other disciplines. This book has 
been a contribution towards meeting that need.

It is up to those who have understood the potential implications of 
modern monetary theory for public policy and the urgency with which a 
radical change of policy direction is required, not only in the USA, but also 
in many countries worldwide, to add their voices to those who are already 
calling for dramatic change. Change is needed, not only in the discipline of 
economics, but also and more importantly in the actions of governments. 
What has for generations been the orthodox approach to macroeconomic 
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theory, and has set the frame for policy-making, has failed us and will con-
tinue to fail us, until we make those changes. In an ecological sense, we are 
rapidly running out of time. Change is long overdue.

I would like to return at this point to these words of Hyman 
Minsky—‘The game of policy-making is rigged; the theory used deter-
mines the questions that are asked and the options that are presented. 
The prince is constrained by the theory of his intellectuals.’ We must 
unrig the game. We must get the theory right. We must ask the right 
questions. We must insist on options being followed which give us the 
best chance of sustainable prosperity. We must break out of the neoliberal  
jail.

‘We believe that providing decent employment opportunities for 
everyone ready, willing and able to work at a socially established liv-
ing wage is an institutional prerequisite for social justice and sustaina-
ble prosperity. “Sustainable prosperity” is conceived here holistically, to 
encompass the physical, mental, environmental, financial, educational 
and civic wellbeing of all individuals, families, neighbourhoods, and 
regions throughout the world’.10

Notes

	 1. � Bill Mitchell has said those in the Eurozone need a ‘jail break’ if they are 
to restore widespread prosperity. The whole world needs a jail beak from 
neoclassical economics and especially neoclassical macroeconomics, and 
the sooner, the better. This is a challenging goal. As Keynes explained 
long ago, escaping these old ideas—and the core principles of neoclassical 
economics are now very old indeed—is the problem. We have plenty of 
new ideas to take their place, if we can only engineer the jail break.

	 2. � In Friedman (1953). Paul Samuelson described Friedman’s view that 
unrealistic assumptions were essential to good theory as the F-twist.

	 3. � A discussion of the reasons why assumptions matter in economics, and an 
antidote to Friedman’s F-twist, is provided in Keen (2001, Chapter 7).

	 4. � Lakatos (1970).
	 5. � In her excellent Doughnut Economics (Raworth 2017). The only inappro-

priate hole in the doughnut being the absence of a modern monetary 
theory perspective on the monetary system and economic management.

	 6. � Boulding is said to have used these oft-quoted words in Congressional 
hearings in 1973.
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	 7. � Daly (1996).
	 8. � Connors and Mitchell (2017) and Wray (2012).
	 9. � Lakoff (2006, 25).
	 10. � These words form part of the welcome message on the home page of the 

Binzagr Institute for Sustainable Prosperity.
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