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The handbook very nicely covers all the topics related to the study of elections, 
voting and public opinion: the most influential theories and methods, both turnout 
and vote choice, both the individual-level and the contextual determinants, the roles 
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with a crucial cross-national perspective. an essential reading for all those who study 
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ediToRs’ inTRoducTion –  
in defense of PoliTical 

science

Justin Fisher, Edward Fieldhouse, Mark N. Franklin, Rachel Gibson, 
Marta Cantijoch and Christopher Wlezien

elections, voting behavior and public opinion are arguably among the most prominent and 
intensively researched sub- fields within political science. That said, each continues to evolve 
rapidly in theoretical and methodological terms. each has also impacted on popular understand-
ing of the core components of liberal democracies in terms of electoral systems and outcomes, 
changes in public opinion and the aggregation of interests. This handbook provides an up- to-
date and authoritative “go to” guide for researchers looking to understand key developments in 
these important areas. it aims to provide an advanced level overview of each core area and also 
to engage in debate about the relative merits of differing approaches.
 The handbook is edited by scholars who have served as past editors of the Journal of Elections, 
Public Opinion and Parties (JEPOP). as former editors, we were fortunate to be able to choose 
from a range of outstanding authors, reviewers and readers, who together provide the wealth of 
expertise and insights needed for such a handbook. between them they provide wide- ranging, 
thoughtful, erudite, succinct and, above all, readable treatments of the major topics covered by 
JEPOP. each chapter is written especially for the handbook with the objective of familiarizing 
political science scholars with core debates, past and present, in the areas of electoral and public 
opinion research. While its coverage is broad and we fully expect readers to approach it selec-
tively, the chapters are designed to link together and reinforce one another to provide a com-
prehensive “360 degree” statement on the state of contemporary research in the field.
 as we put the finishing touches to this handbook, democratic politics and political science is 
experiencing significant challenges. The largely unexpected outcome of the brexit referendum 
in the united kingdom and the election of donald Trump as us President have led some to 
challenge the utility of political science research. Yet, as this handbook will show, these criti-
cisms are largely without foundation. far from being a time when we are morosely looking 
inwards, this is an exciting time for political science; a time when rapid advances are being made 
across the discipline and especially in these sub- fields. Recent developments in causal analysis 
have put an end to a period where authors were spending much time re- inventing the wheel or 
(if you like) going around in circles, obtaining results that were treated as “findings,” only to be 
disproved by later new results. The adoption of new approaches, especially experimental 
methods, has led to a flood of findings that definitively confirm or disprove earlier contentions 
that many had found it hard to perceive as advances in knowledge. a recent pessimistic account 
of such advances in what we have learned about representation processes can be found in achen 
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and bartels (2016). We take a very different view than the authors of that book, believing that 
what they describe is a world of political science now thankfully moving into our past. a decade 
or so ago it could indeed have at least been argued, as they do, that virtually nothing had been 
learned since the establishment of a social group basis for politics some sixty years ago. Partly we 
feel that their pessimistic view is due to their excessive focus on the united states, where their 
claimed lack of progress might seem perhaps more plausible than elsewhere, but mainly we feel 
that their view is so damning to the political science profession because they focus on topics that 
have been prominent both now and sixty years ago, largely ignoring competing approaches that 
have developed in the meantime. This handbook tries to avoid both these limitations, adopting 
a comparative view of new as well as classic topics that fall within its remit. The united states 
figures in its pages, but what we know about the united states is here illuminated by what we 
know about other countries as well as the other way around, quite in contrast to the prevailing 
norm. in our view, this makes the handbook both distinctive as well as comprehensive. We 
hope that readers agree.

topics

The handbook is structured into six sections under which are grouped the individual chapters 
that address the state of play in each sub- field (though some sub- fields are addressed by more 
than one chapter). The book begins with a section on the different theoretical approaches that 
have been employed in recent years, starting with an approach based on political theory and 
moving on through the sociological, rational choice and institutionalist approaches, each of 
these giving rise to somewhat different research questions addressed by somewhat different 
methodologies. The strategy here is deliberate. Too often in the past, political scientists have 
approached topics such as electoral behavior from only one perspective, perhaps grudgingly 
accepting that an alternative theoretical approach is needed to deal with effects that have not yet 
been fitted into their preferred worldview. in our view, the modern student of elections and 
public opinion needs to adopt a multi- perspective position, especially in light of fundamental 
changes over time in the relative importance of different causal mechanisms. Political circum-
stances evolve, and the approaches taken by political scientists need to evolve in step. These 
chapters help illuminate what for many are a priori assumptions. Why, for example, might we 
consider that electoral systems would have an effect on voter behavior? and why might a per-
son’s social circumstances be in any way relevant to their political opinions? What is the under-
lying theoretical position suggesting that parties are likely to compete for the much vaunted 
“center ground”?
 from there the handbook dives straight into the question of why people vote and what 
determines how many of them do so, using each of the theoretical approaches already intro-
duced in the first section. from there it moves in much the same fashion into the determinants 
of vote choice, with two sets of themes on this topic – the first focusing on long- term factors 
such as social cleavages and partisanship and the second focusing on short- term factors such as 
government performance, strategic voting and economic voting.
 The handbook then moves on to considering the role of context, focusing on the institu-
tional, systemic, social, technological and electoral context. We then look at public opinion: its 
nature, the problems involved in understanding its effects, and its impact. The handbook ends 
with a long section on methodological challenges and new developments. again, the inclusion 
of this last section is quite deliberate. as the handbook shows, the discipline has made significant 
advances over the last seven decades. and there is no better indication of the intellectual 
health of the discipline than the recognition of what our data can and can’t tell us and how new 
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methodological and technological developments can be harnessed to further enhance our – and 
the rest of the world’s – understanding. Political science must not stand still. What our authors 
show is that the methods that political scientists have adopted have shaped how people think 
about explanations. Political science has indeed not stood still. as this book shows, in response 
to criticism, it has significantly diversified the way we collect data, from cross- sectional survey, 
to longitudinal surveys; from big data to experimental methods. far from political science being 
in crisis, this book is testament to its rude health in studies of public opinion, voting and elec-
tions more generally.
 scholars are increasingly expected to engage with non- academic audiences and we are con-
fident that political science is well positioned to address this need. This is no more apparent than 
during election campaigns, when experts in voting behavior are often required to become on- 
hand media pundits. The challenge for political science is that while the media are keen on 
providing predictions, scientific findings tend not to be obtained before election day but rather 
in the months and years which follow (see, however, chapter 39 by stephen d. fisher on elec-
tion forecasting in this handbook). elections are increasingly difficult to predict. What the chap-
ters in this handbook demonstrate, however, is that research in elections, voting and public 
opinion has produced, and continues to produce, a strong base of knowledge which can inform 
the public debate in meaningful and important ways.

Focus

The handbook sets out to address the fundamental question of how elections serve as the instru-
ments that enable public opinion to be channeled by parties into decisions as to who will con-
stitute the government and what policies that government will pursue. but we hope the 
handbook will do more than that. When reading this book, either as selected chapters or as a 
whole, there are some important questions that will give pause for thought. We focus here on 
six key areas:
 first, macro and micro level explanations do not speak with each other as frequently as they 
might, or perhaps, should. neither the characteristics of individual citizens, nor the macro eco-
nomic, social and political conditions alone can fully explain election outcomes. Yet many 
studies – including those described in this volume – have focused either on the social- 
psychological determinants of voter behavior, or on the role of (aggregate) national and institu-
tional characteristics on election outcomes, without attempting to bridge the two. We need to 
feel much freer to move between levels of analysis and of conceptualization than has been cus-
tomary in past political science research. This handbook perhaps does not constitute much of a 
corrective since it summarizes that past research, yet we try to ensure that its authors are trans-
parent about limitations deriving from the approaches that they report. Recently we have seen 
an increase in “contextual” approaches to election studies which recognize the interplay between 
individual citizens on the one hand and the social, economic and political context on the other 
and these also feature in many of the chapters in this volume.
 second, the handbook covers a literature spanning more than fifty years and during that time 
some ideas have come and gone whilst others have remained remarkably persistent. To a large 
extent, these shifts in the dominant paradigm in the study of elections and voters have reflected 
more- or-less secular trends in some of the phenomena under study: for example, the increasing 
volatility of voters, the weakening of social cleavages in determining party support, and the 
decline of party identification. These fundamental changes in context have meant that the 
applicability of different theories and models has also changed. This does not mean some models 
are right and that others are wrong, but rather that there is no one- size-fits- all model. citizens 
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are heterogeneous across space and time and our theory and models of electoral behavior should 
reflect that.
 Third, in some ways, change can be helpful, giving us leverage in determining the import-
ance of the factors that change. but in other ways change creates much potential for confusion 
unless scholars are very clear about what period they are thinking of in regard to different 
research questions. This complication is made worse by the fact that political realities do not 
necessarily evolve at the same rates or in the same directions in different countries. in this hand-
book, we have taken especial care to ensure that different chapters, in which scholars may have 
different periods in mind, speak to each other across the potential gulfs involved. We have tried 
to do the same regarding divisions between different theoretical approaches (which often are 
coterminous with temporal gulfs), as mentioned earlier.
 fourth, public opinion is a powerful influence both on election outcomes and on govern-
ment actions between elections. Parties look to public opinion when deciding what policies will 
be attractive to voters and governments look to public opinion for guidance regarding the gen-
erality (and often even the details) of public policy. Yet much doubt surrounds the question of 
whether the public is sufficiently sophisticated (in terms of both information and cognitive skills) 
to provide the guidance that party and government leaders look for.
 fifth, turnout is a vitally important contributor to election results, since levels of turnout 
can skew electoral outcomes – often in very unexpected ways. This was really well illustrated 
by one of the great political earthquakes of 2016, the brexit referendum in the uk, which 
delivered a higher turnout than any general election since 1992 because the leave campaign 
managed to mobilize so many citizens who would not normally cast a ballot. it is well estab-
lished that some groups are normally under- represented among voters (see eric Plutzer’s 
chapter, chapter 6). Turnout has the potential to skew outcomes against clear sections of the 
population, particularly if politicians and parties adjust public policies accordingly. age is a 
good example here. because it takes time for younger voters to acquire habits of party support, 
older voters are commonly much more likely to vote and many governments as a partial con-
sequence have struggled to confront future problems in pensions and health care. such exam-
ples illustrate the potential for differential turnout to skew not only election results, but also 
public policy – often in favor of already privileged social groups. such outcomes inevitably 
raise the question of whether voting should be a requirement of citizenship – not so much to 
compel citizens to act in a particular way, but to help ensure that election outcomes better 
reflect the average citizen’s preferences and that the benefits of public policies are less asym-
metrically distributed.
 finally, the question raised regarding turnout reflects a broader issue, which we hope will 
stimulate thought and debate – the extent to which citizens have democratic obligations as well 
as democratic rights. for example, if turnout is low, or the quality of campaign debate sub- 
standard, the fault is assumed to lie with the parties, candidates or media messengers. from this 
perspective, it is the responsibility of parties, politicians and governments to set the parameters 
and tone of the debate and to ensure that citizens are adequately informed. but, there is a strong 
case that citizens should play less of a passive role, taking responsibility for being better informed 
and holding politicians to account, along lines implicit in Wlezien’s chapter (chapter 32; cf. 
bølstad’s chapter, chapter 30). This has never been more the case than in the new era of so- 
called “post- truth” politics in which apparently false or “fake news” is spread by citizens or 
possibly even government agencies via social media. This tendency, as semetko and Tworzecki’s 
chapter reveals (chapter 24), may in fact point to an important new reverse trend and “fourth 
wave” in election campaigning whereby practices honed in the newer democracies are adopted 
by voters, parties and candidates in more established polities.
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 on the broader question of responsibility for the problems we now witness in contemporary 
democracies, it is clear that political scientists differ as to who they regard as the chief “culprits.” 
however, one consistent line of argument within scholarship on elections, voting behavior and 
public opinion (and one that is certainly present in the chapters comprising this edited volume) 
is that to understand election outcomes and their impact on social well- being one must look at 
both political supply and public demand. as our authors here and more generally in the field 
make clear, a two- way relationship exists between the choices made by citizens and what the 
parties offer. That is, the choice sets open to voters are constrained and shaped by the strategic 
decisions made by parties and candidates in terms of the amount of policy differentiation. at the 
same time, parties are hemmed in by the ideological preferences of their grass- roots and of the 
electorate at large, and by pressure to achieve electoral success. Thus, the professionalization of 
parties and increased focus on stylistic issues of image management, while no doubt driven by 
the understanding that voters do not respond well to divided parties, present a challenge to their 
credentials as authentic representatives committed to a core set of principles. as well as being 
interdependent, the opportunity structures and choices faced by both political parties and voters 
are shaped by systemic factors including electoral rules and systems. our goal is to ensure this 
volume adequately reflects that tension, giving regard to parties, voters and the wider electoral 
context. in doing this, we hope that this handbook shows how political science makes a signi-
ficant contribution to our understanding of these tensions, but also how it helps us arrive at 
some possible solutions.

reference
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1

DemocraTic Theory anD 
elecToral Behavior1

Ian McAllister

Normatively, democracy is a system of institutions, procedures and conventions. In practice, 
however, democracy is nothing without the citizens who provide it with form and substance. 
At democracy’s core are the beliefs, behavior and actions of citizens who make up the actual or 
potential democratic polity. As Angus Campbell and his colleagues put it in the seminal The 
American Voter study, “our approach is in the main dependent on the point of view of the actor” 
(Campbell et al. 1960: 27). Placing the citizen at the core of our understanding of democracy 
therefore provides a different perspective on how democracy operates, how it is changing, and 
perhaps most important of all, how it may change in the future. The purpose of this chapter is 
to outline how recent advances in the study of electoral behavior are altering democratic 
theory.
 The backdrop to understanding the role that electoral behavior plays in shaping democratic 
theory is the rapid post- war advances in social science methodology. These advances have made 
it possible to explore, among other things: what citizens understand about democracy and what 
their expectations of it are; how citizens behave within a democracy and the political con-
sequences of their behaviors; and what political actions citizens might take under certain 
hypothetical conditions. The rise of public opinion surveys in the 1950s and 1960s provided an 
early and strong empirical base for analyzing these changes. Based on more than half a century 
of opinion research, we know an immense amount about how citizens think and behave 
politically.
 In contrast to much recent research, many of the early scholars of political behavior were as 
interested in the normative implications of their work as they were in its substantive findings. 
Bernard Berelson’s famous 1952 Public Opinion Quarterly article first gave voice to this approach 
by arguing that “opinion research can help a democracy to know itself, evaluate its achieve-
ments, and bring its practices more nearly in accord with its own fundamental ideals” (Berelson 
1952: 313).2 Another earlier pioneer of this approach was V. O. Key, who was particularly 
concerned about the role of public opinion in constraining political elites, and about elite 
responsiveness to citizen demands (Key 1966).
 Despite this early and vigorous attempt to integrate theory with empirical research, it is fair 
to say that democratic theory, with some notable exceptions, has signally failed to keep pace 
with advances in electoral behavior.3 Rather than post- war advances in methodology heralding 
a new collaboration between theorists and behaviorists, both sides have largely followed 
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independent intellectual paths. The first section of this chapter examines how we define demo-
cracy as it relates to electoral behavior, while the second section focuses on the consequences of 
electoral system design for behavior and theory. The third section examines four fields of elect-
oral behavior which have specific implications for democratic theory, while the conclusion 
highlights the benefits of a closer relationship between behavioral and normative approaches to 
democracy.

Defining democracy

Before we can evaluate how advances in electoral behavior affect democratic theory, we need to 
arrive at an understanding of what is meant by democracy, and what constitutes its main compon-
ents. Such an exercise has obviously occupied many academic studies and a review of the relevant 
literature is beyond the scope of this chapter. Briefly, we can identify two general approaches.
 The first approach is to see democracy in terms of institutions and procedures. One of the earliest 
expressions was Schumpeter’s (1976 [1942]) definition of democracy as a competitive struggle for 
the popular vote. This view was further developed by Robert Dahl (1971), who saw democracy as 
involving contestation or competition on the one hand, and participation or inclusion on the other. 
Later studies have focused on outcomes, such as freedom and liberty, which can be defined in terms 
of the legal protections that citizens rely on (for reviews, see Diamond 1999; Ringen 2009).4 What-
ever the focus, electoral behavior has relatively little role to play in this approach since it sees demo-
cracy as consisting of a framework of rules, rather than as a pattern of behavior.
 A second approach has viewed democracy in terms of the social benefits that it can deliver, 
such as providing access to welfare and ensuring a basic standard of living. This view that demo-
cracy acts as a social safety net has been especially popular in low- income societies; there it is 
argued that political rights are meaningless in the absence of clearly demarcated social rights (see, 
for example, Przeworski 1985). Moreover, following Sen’s (1999) argument that democracy is 
more likely to increase living standards compared to other systems – since governments will 
have an electoral incentive to ensure fewer of its citizens remain in poverty – political and eco-
nomic freedoms are often bracketed together. In this approach, too, behavior is seen to be of 
secondary importance to democracy when compared to social and economic performance.
 One response to these varying definitions of democracy, and the implication that citizen 
opinions and behaviors are of secondary importance, has been to ask citizens themselves what 
they understand by the concept of democracy (Dalton, Shin and Jou 2007). This research has 
found that the public’s understanding of democracy is driven as much by political history as by 
a society’s economic development. Another response has been to use large- scale comparative 
surveys to measure various aspects of democracy (see Elkins 2000; Munck and Verkuilen 2002). 
Ferrín and Kriesi (2015), for example, show that Europeans mostly associate democracy with 
the rule of law and with free and fair elections. However, much of this research has been con-
cerned with methodology rather than conceptualization. This has resulted in a poor fit between 
the normative and empirical aspects of democracy, and makes it difficult to arrive at agreed 
measures of democratic performance.
 The approach taken by these studies is to define liberal democracy in terms of four key con-
cepts which relate directly to electoral institutions; all four also overlap to a greater or lesser 
degree. First, accountability ensures that citizens can use regular elections to hold governments 
responsible for their performance while in office. Following O’Donnell (1998), vertical account-
ability is often distinguished from horizontal accountability. The former refers to the ability to 
hold elected representatives publicly accountable for their decisions while in office (Schedler 
1999; Schmitter and Karl 1991), while the latter refers to the ability of government agencies to 
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sanction one another for breaches of law or procedure. The ability of citizens in this way to steer 
governments toward policies they prefer has been a preoccupation of a large literature on 
dynamic representation (sometimes referred to as “thermostatic governance”).5

 The second aspect of democracy is responsible government, which means that governments are 
appointed by a popularly elected legislature, remain answerable to them and can be removed from 
office by them. This system had its roots in the nineteenth- century Westminster system of govern-
ment. In the mid- twentieth century, the concept of responsible government was revised to take 
into account a third aspect of democracy: political parties. In this approach, political parties are identi-
fied as the central agents of mass mobilization and the mechanism through which the system of 
responsible government operates (American Political Science Association 1950). In turn, respons-
ible party government exists to ensure that the system performs to the satisfaction of its citizens; thus 
system performance is the fourth aspect of democracy focused on in this chapter. Before turning to 
how advances in electoral behavior have revised these four key concepts of democracy, the next 
section examines the key role of the electoral system and its impact on political behavior.

Electoral systems and democracy

What citizens think about democracy is agreed to be a key driver of the health of a democracy. 
If citizens are generally supportive of democracy, then it should thrive; if citizens are equivocal, 
then democracy may be under threat, particularly during periods of existential crisis. A large 
literature has examined public opinion during the transition from authoritarianism to demo-
cracy – what is called the process of democratic consolidation (see, for example, Bratton, Mattes 
and Gyimah- Boadi 2004; Diamond 1999). Once citizens come to hold a widespread view that 
democracy is what Linz and Stepan (1996: 5) characterize as “the only game in town,” then it 
can be properly said to have consolidated. But what constitutes widespread public support for 
democracy? And what are its mainsprings and how does public support vary according to dif-
fering institutional arrangements?
 While scholars disagree about many aspects of public support for democracy, there is broad 
agreement that popular support for democracy is a highly complex phenomenon which is in a 
constant state of change (Klingemann 1999). This is especially the case in new democracies, 
which frequently retain elements of authoritarianism and where the norms, values and practices 
of democracy are often unfamiliar to many citizens. Measuring public support for democracy is 
therefore complex, and has to take into account different histories, cultures and institutional 
settings. Much of this complexity can be reduced to the distinction between whether the elect-
oral system is majoritarian or proportional in its design. This is a distinction that was first high-
lighted by Lijphart (1999), who showed that it had particular consequences for the public’s 
views of democracy.
 In the majoritarian model of government, the goal of the political system is to satisfy the 
demands of the majority of the electorate, and the selection of a government becomes the first 
priority of the electoral system. The majority controls the government through two mecha-
nisms. The first is by providing the government with a mandate, so that they have the popularly-
 derived authority to implement the legislative program on which they won the election. The 
second mechanism is via accountability, so that political elites are held accountable by citizens 
for their actions while in office. These mechanisms have been criticized by electoral behavior 
scholars as unrealistic in terms of how party policies guide voters’ choices, and because winning 
parties rarely secure support from a majority of the electorate (see Thomassen 1994, 2014).6

 In contrast to the majoritarian model, a proportional model of government is based on the 
assumption that elections produce elected representatives who reflect as closely as possible the 
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characteristics of the electorate. Since it is rare under such a system for one party to achieve a 
governing majority, it is almost always the case that two or more parties must come together to 
form a governing coalition. An inevitable consequence of coalition government is that clarity of 
responsibility becomes blurred since it is never clear which party has been responsible for gov-
ernment policy (Aarts and Thomassen 2008). The ability of citizens to deliver an electoral 
reward or punishment for government performance is therefore weakened.
 How do these two models of government shape the public’s view of democracy? This ques-
tion has generated considerable research. In general, proportional or consensual models of gov-
ernment seem to work more efficiently than majoritarian models, at least from the electorate’s 
perspective. Powell (2000) argues that if elections are seen as a mechanism for linking citizen 
preferences with government outcomes, then the proportional model is more effective. Lijphart 
(1999) comes to similar conclusions, and he finds that the public’s satisfaction with their demo-
cracy is around 17 percentage points higher in proportional systems compared to majoritarian 
ones (see also Klingemann 1999, but cf. Aarts and Thomassen 2008).
 Along with the public’s views of democracy, voting rules also have a wide range of con-
sequences for electoral behavior. However, the interactions are complex and often intertwined 
with a country’s history and culture (for reviews, see Klingemann 1999; Norris 2004). In general, 
majoritarian systems have higher thresholds for election, which encourages political parties to 
aggregate their support and adopt a “catch- all” strategy in seeking votes. In proportional systems, 
the threshold for election is usually lower, which produces a larger number of parties that are 
then encouraged to pursue a narrower base of support around a more particularistic range of 
issues. This, in turn, has consequences for how parties mobilize opinion, and for partisanship, 
which is generally weaker in countries with multiple parties. This can lead to higher levels of 
electoral volatility (see Heath, this volume; Bowler, this volume).

Electoral behavior and democracy

While the framework of democratic theory is ever changing, this chapter argues that our under-
standing of citizens’ behavior and attitudes has advanced at a much greater pace. The period that 
has elapsed since the start of the quantitative revolution in the study of electoral behavior in the 
1950s has resulted in numerous insights, and the last two decades have seen an unprecedented 
increase in the breadth and depth of such studies. Space prevents a detailed consideration of this 
research, but four areas are outlined here where developments have already fundamentally 
revised current theoretical approaches to democracy, or are likely to in the future. For each of 
these four areas, an outline of the findings of recent studies is provided, together with an evalu-
ation of how and in what ways they influence democratic theory.

Political competency

One of the assumptions of liberal democratic theory is the existence of a competent electorate 
which is capable of making informed choices. Without a competent electorate, the public’s 
ability to use elections to hold governments accountable for their performance while in office 
will be limited. This, in turn, will undermine the core assumptions of a liberal democracy. As 
Berelson, Lazarsfeld and McPhee (1966: 308) put it half a century ago: 

The democratic citizen is expected to be well informed about political affairs … to 
know what the issues are, what their history is, what the relevant facts are, what altern-
atives are proposed, what the party stands for, what the likely consequences are.
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 This optimistic view of the public’s political competency has been challenged by the evid-
ence. Ever since opinion surveys began to collect information on political knowledge in the 
1940s, a consistent finding has been that most citizens are anything but knowledgeable about 
politics (for a review, see Delli Carpini and Keeter 1996). Most citizens know little about pol-
itics and possess minimal factual information about the operation of the political system. More-
over, these persistently low levels of political knowledge have been impervious to advances in 
civic education, the huge post- war expansion of tertiary education and an increasingly sophistic-
ated mass media.
 One theoretical response to the lack of competency among the mass public is democratic 
elitism. The most famous advocate of this theory, Joseph Schumpeter (1976 [1942]), argued that 
democratic electorates were too ill- informed and superficial to identify the common good and 
that, as a result, citizens should be restricted to a single, periodic choice between competing 
elites. This view was supported by later empirical research by Herbert McCloskey (1964: 374), 
who argued that political elites “serve as the major repositories of the public conscience and as 
carriers of the Creed.” In short, the role of citizens should be restricted to voting for members 
of competing political elites and they should have no role in the complexities of policy 
making.
 In parallel with the research on political knowledge, a large literature has examined the level 
of political sophistication within the electorate. While much of the literature is discordant and 
has focused on different ways of measuring the concept of sophistication (see, for example, 
Luskin 1990), there is a dominant view that, while citizens may possess low levels of political 
knowledge, they are nevertheless able to reach well- informed judgments about leaders and issue 
positions based on limited information. Key (1966: 7) put it succinctly when he commented 
that “voters are not fools.” In this view, then, citizens can still make balanced decisions on the 
basis of minimal information (see Bølstad in this volume; Erikson in this volume).
 Serving to increase political competency among the public is the rise of educational attain-
ments across almost all of the advanced democracies (Highton 2009). In addition to better 
cognitive skills, studies have also shown that election campaigns provide an important source of 
political information and learning for voters (Arceneaux 2006; Erikson and Wlezien 2012), with 
campaigns providing particularly useful information on economic matters. Leaders’ debates con-
ducted during campaigns are also an important source of information, particularly if the debate 
is held earlier in the campaign and if one or more of the leaders are unfamiliar to voters (Benoit 
and Hansen 2006).

The internet

Arguably the internet represents the greatest change to the political systems of the advanced 
societies since democratization. Traditional accounts of political communication show that the 
advent of television fundamentally changed the nature of politics in the 1960s and 1970s. It is 
now becoming clear that the internet will reshape the operation of the modern political system 
in ways which are at least as profound as television half a century earlier. More importantly, the 
interactivity of the internet has major consequences for democratic theory and will fundament-
ally alter how parties and voters view politics (for reviews, see Bimber 2003; Coleman and 
Blumler 2009; Farrell 2012). Three major political implications of the internet are examined 
here: democratic competency; e- voting; and e- participation.
 In principle, the internet should deliver higher democratic competency by providing greater 
access to political information; this is reflected in the transition from a low- choice media 
environment to a high- choice one. For most of the post- war period, there were relatively few 
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choices in whatever media sources citizens preferred, whether it was newspapers, radio or TV. 
The net effect was that citizens were exposed to low but constant levels of political information, 
which could not be ignored save for avoiding the media altogether (Prior 2007). The effect of 
this exposure was a low but consistent level of political involvement, which provided a degree 
of stability.
 The rise of the internet has disrupted this decades- long stable relationship between voters and 
parties. Citizens now have unprecedented choice in the political information that they choose 
to access: at one extreme, citizens may choose to access no information; at another extreme, 
they can access highly detailed information for 24 hours a day. In many cases, the information 
that they choose to access reinforces rather than challenges their views. The interactivity, which 
is integral to the internet, means that citizens can increasingly have their views heard, rather than 
simply being passive recipients of information. Since internet use is disproportionately concen-
trated among the young, it provides a unique opportunity to convey political information to a 
group whose knowledge is low. A range of studies have confirmed that the internet is indeed 
having a significant impact on the levels of political information and democratic competency 
among the young (Gibson and McAllister 2015a; Gronlund 2007).
 E- voting or digital democracy is a second area in which the internet can change democratic 
politics. With the ability to consult citizens about legislative changes interactively, the internet 
could in principle undermine the need for representative democracy altogether. The traditional 
objection to e- voting, the lack of internet security, is rapidly being solved by technological 
change (Lindner, Aichholzer and Hennen 2016). Studies have, however, focused less on giving 
citizens a direct say in decision- making through the internet and more on the development of 
online communications. This often occurs through the creation of virtual public spaces where 
citizens can exchange ideas and preferences, occasionally with the involvement of elected rep-
resentatives (Coleman and Shane 2012).
 Third, the internet facilitates interactive e- participation, to a degree that is unparalleled in 
modern times – almost akin to a continuous town hall meeting in the nineteenth century. Polit-
ical parties have been slow to exploit this new opportunity for mobilization and conversion. 
Initial studies suggested that the major parties dominated the area, with their ability to design 
sophisticated multifunctional websites that delivered more information and greater opportun-
ities for participation and financial donations (Schweitzer 2008). More recent research has shown 
that minor parties, such as those stressing the environment, have become highly effective in 
promoting e- participation, reflecting the medium’s low entry costs (Gibson and McAllister 
2015b).

Globalization

Vertical accountability in democracies depends on elections that are free, fair and competitive. 
Citizens then make judgments about the performance of governments while in office and, on 
that basis, can choose to either reward or punish them. But what if government performance 
has been shaped by factors that are outside the government’s control? Globalization presents just 
such a challenge for democracy, since a country’s economic performance may have been influ-
enced by international events and policies, perhaps thousands of miles away, which are not 
under the control of the national government.
 In practice, of course, a government can always shape policy outcomes to some degree. For 
example, even during the 2007–08 global financial crisis a government could be judged on its 
policy responses to the crisis, even though the crisis itself originated internationally. But when 
decision- making transcends the nation- state, it raises questions about how and under what 
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circumstances transnational institutions can be held accountable to the people whose lives they 
affect (Sperling 2009: 8). Should a European government be punished for poor economic per-
formance when the economic crisis that caused it began in the United States? Such questions 
raise fundamental issues for our ideas of accountability which are at the core of liberal demo-
cracy theory.
 One case of democratic accountability within a global context is economic voting. A large 
literature has demonstrated that voters make judgments at elections about the economic per-
formance of incumbent governments (for reviews see Duch and Stevenson 2008; Lewis- Beck 
and Stegmaier 2007). Such judgments can be made retrospectively or prospectively, and can be 
about citizens’ own household economies (“egocentric”) or about the nation’s economy as a 
whole (“sociotropic”). However, if citizens do not see their national government as instrumen-
tal in shaping economic performance (“attribution”), and instead see international and/or 
market forces as being the important determinants, then accountability through the mechanism 
of an election cannot take place.
 Studies suggest that globalization does indeed influence how voters approach accountability. 
Hellwig and Samuels (2007: 283; see also Kayser 2007) analyzed elections from 75 countries 
over 27 years to show that “exposure to the world economy weakens connections between 
economic performance and support for political incumbents.” Other work has indicated that 
parties may adapt their positions in response to changing economic conditions. In particular, 
political incumbents are more likely to move toward the positions of their political opponents, 
thus blurring accountability and avoiding potential blame for a poorly performing economy 
(Hellwig 2011, 2016). The net effect is that voters have reduced information about who to 
blame or reward for economic performance.
 A second example in which international changes are affecting traditional views of demo-
cratic accountability is the growth of governance beyond the nation- state, what is variously 
termed “transnational” or “supranational” governance. An example of such a change is the 
European Union, which exercises an increasing amount of power among its members over 
what were once exclusively domestic issues.7 Such advances leave a “democratic accountability 
deficit” which is difficult to fill; remedial measures include greater openness and transparency in 
decision- making; clearer identification of decision- makers so that they can be held to account; 
and regular EU elections (Curtin, Mair and Papadopoulos 2010). However, even in the case of 
elections, they rarely act as sanctions since votes against the incumbent government are often 
difficult for political leaders to interpret (Hobolt, Spoon and Tilley 2009).

Party decline

Political parties act as a crucial linkage between citizens and policy outputs, through their ability 
to organize what Neumann (1956: 397) has called “the chaotic public will.” In this view, parties 
are central to the model of responsible party government first articulated by the American Polit-
ical Science Association’s Committee on Political Parties in 1950. The apparent decline of polit-
ical parties appears to undermine this ability to ensure accountability through elections. Mair 
(2005: 7) has noted the failure of parties “to engage ordinary citizens” and as evidence to support 
his case highlights declining electoral turnout, the rise of voter volatility, falling levels of party 
identification and the dramatic decline in party membership. Indeed, party membership is now 
so low in many countries that parties “have all but abandoned any pretensions to being mass 
organizations” (van Biezen, Mair and Poguntke 2012: 42).8

 All of these trends – which are largely uncontested in the literature – would suggest that, at 
the very least, political parties are experiencing significant change, with major implications for 
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the operation of liberal democracy (for a review, see Webb 2005). One consequence is a weak-
ening link between the citizen and the government, with elections becoming less effective as a 
mechanism for holding governments to account. If this link were to significantly weaken, it 
would undermine the whole system of responsible party government.
 Various objections have been made against the decline of parties thesis (for a review, see 
Dalton, Farrell and McAllister 2011). One objection is that, while the long- term trends show 
decline, the patterns are more modest than many have suggested. For example, while voter 
turnout has declined, it is often from a relatively high base, and in some countries has now 
begun to increase (Franklin 2004). A second objection is that parties have, in fact, been in 
decline in terms of their membership since the “golden age” of the mass party, which was first 
popularized by Duverger (1964). Parties may therefore be returning to a “steady state” level of 
mass membership following an abnormal heyday.
 While overstating the trends is one argument against the decline of parties thesis, more 
important is the view that parties have begun to adapt to these changes (Dalton, Farrell and 
McAllister 2011: Chapter 9; Mair 2003). In response to an existential electoral threat, many 
parties have radically altered their policy appeals. This was the route the British Labour Party 
took in the early 1990s when it was rebranded as “New Labour” under the leadership of Tony 
Blair. The party ditched its outmoded class appeal and instead stressed equality of opportunity, 
thus skillfully retaining Labour’s traditional working class supporters while recruiting disaffected 
Conservative voters. There are numerous other examples around the world of this form of party 
adaptation.
 A second form of party adaption has been organizational. One approach has been to demo-
cratize the selection of the party leader, as has occurred, for example, in the British Labour 
Party. Giving the mass membership a greater say in the selection of the leader has been seen as 
one way of trying to arrest the decline in the mass party membership. However, the risk is that 
the membership will select a leader who is attractive to their own (more extreme) policy posi-
tions, but not to that of the median voter. The British Labour Party membership’s two- time 
election of the left- wing Jeremy Corbyn as its leader is a case in point.
 Another party tactic has been to exploit the rise of television through the promotion of leaders 
with attractive visual images and sophisticated communication skills. While there is a vigorous 
debate about the veracity of the “personalization of politics” thesis (McAllister 2007; Karvonen 
2010), there is little dispute that a popular leader can communicate a party’s message more effect-
ively than a policy statement. In turn, voters prefer to hold a personality accountable for perform-
ance rather than an abstract entity such as a political party. And not least, a popular leader can 
appeal to the public over the heads of their political party. Such a tactic can be particularly 
effective when the leader runs into resistance from their party about strategy and direction.
 Finally, parties have sought to redesign political institutions – “the rules of the political 
game” – with the aim of excluding competitors, such as newly emerging parties which could 
erode the party’s electoral base. This interpretation of party adaptation has been most closely 
associated with Katz and Mair’s (1995) “cartel party” model. In this view, major parties often 
collude in order to change the rules to best serve their interests and to exclude potential com-
petitors. The best example of cartel behavior by the major political parties is the allocation of 
state finance for political parties, with the rules typically designed to exclude new entrants.

Conclusion

With some notable exceptions, democratic theory has tended to focus on the role of institutions 
and procedures, rather than on patterns of political behavior. Yet, it is the attitudes and behavior 
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of citizens that give democracy form and meaning, so understanding how these attitudes and 
behaviors are shaped should inform our current understanding of theory. To date, this comple-
mentarity has not taken place, and research on democratic theory and research on political 
behavior have largely followed their own, independent paths. This chapter has examined how 
advances in electoral behavior across four main areas – political competence, the internet, glo-
balization and party decline – present challenges to our current thinking about democratic 
theory.
 A central theme of this chapter has been that democratic theory has been slow to respond to 
advances in our understanding of electoral behavior. This is understandable; the formulation of 
a theory requires the accumulation of a robust body of evidence that largely reaches similar 
conclusions. When this condition is met, theory can be revised. In many areas of electoral 
behavior, this requirement is as yet unfulfilled; we know, for example, that citizens have low 
levels of political knowledge, but views are divided on whether this ultimately affects the quality 
of the choices that citizens make at the ballot box. Similarly, we know that most indicators of 
the health of political parties are in long- term decline, but we also know that parties are begin-
ning to adapt to these changes. In short, much of the empirical evidence that might result in 
revisions to democratic theory is, at a minimum, contestable.
 Where there is broad agreement in the electoral research, there are clear implications for 
democratic theory. We know, for example, that citizens are more likely to use elections to 
reward governments, based on sound performance, rather than to punish them. This has implica-
tions for the operation of accountability and responsible party government. We also know that 
citizens support greater political involvement through the internet and the opportunity to have 
an enhanced say in government decision- making. This has implications for theories of repres-
entation, and for democratic elitism. In these and a host of other areas of electoral research, 
advances in our understanding of the attitudes and behavior of citizens have major implications 
for democratic theory.
 Above all of these debates is the relentless pace of technological change, which is rapidly 
changing most of the assumptions on which liberal democratic theory rests. The advent of tel-
evision in the 1960s was one of the main drivers of the personalization of politics, which has 
arguably fundamentally changed its nature. The rise of the internet will result in political changes 
that are expected to be many times more profound than television. The immediacy, inter- 
connectivity and information- sharing that the internet brings to politics have implications for all 
aspects of democracy, from the accountability of governments to citizen competence and polit-
ical participation, to responsible party government. How institutions and actors respond to these 
profound changes will shape twenty- first century democratic theory.

Notes

1 I am indebted to Keith Dowding for insightful comments on an earlier draft of the chapter. Also 
thanks to Rachel Gibson and the other editors for their valuable comments.

2 The tools of social research have made it possible, for the first time, to determine with reasonable pre-
cision and objectivity the extent to which the practice of politics by the citizens of a democratic state 
conforms to the requirements and the assumptions of the theory of democratic politics (insofar as it 
refers to decisions by the electorate). (Berelson 1952: 314)

3 There are, of course, exceptions to this. Prominent theorists who have made extensive use of empirical 
material relating to electoral behavior include Fishkin (1995) and Brennan and Lomasky (1993).

4 There is also a large literature dealing with the fairness and integrity of electoral practices, which is not 
considered here. (See Norris in this volume for an overview.)

5 For a seminal, wide- ranging and authoritative survey of this literature, see Franklin, Soroka and 
Wlezien (2014).
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6 A further criticism of the clarity of responsibility mechanisms is when a governing party changes its 
policy position after an election (Quinn 2016).

7 Other examples include the G20 of nations or the United Nations.
8 A contrary argument is that formal membership figures are not a reliable measure of party health, since 

they largely ignore non- members who are nevertheless supporters. See Fisher, Fieldhouse and Cutts 
(2014) and Gauja (2015). Declining partisanship and increased volatility are viewed as by- products of 
other developments by van der Brug and Franklin (in this volume).
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Early proposed determinants of the vote choice

Why do citizens vote for one candidate rather than another? Various explanations have been 
offered over the roughly 70-year history of voting behavior research, but two explanations in 
particular have garnered the most attention and generated the most debate in the literature on 
voting behavior. These explanations are known as the Columbia Model and the Michigan 
Model, and describing these two theories – including their respective strengths and weaknesses 
– is the subject of this chapter.
 Before summarizing these two foundational theories, it is important to first understand the 
prevailing view about the origins of candidate preference prior to the scientific study of this 
issue. Before the advent of voting behavior research, many believed that ordinary citizens, much 
like elites, viewed the parties and candidates in ideological terms and made their political judg-
ments largely on this basis. At the time that research on voting behavior was first developing, 
and indeed long before this time, this explanation held considerable weight. Even today, vari-
ants of this explanation remain in political science and such views are often implicit in standard 
political reporting, which reflects a powerful, though empirically unsupported, view of the 
ordinary citizen as ideologically committed and attentive to the particulars of the American 
political system (Achen and Bartels 2016). Thanks in part to the pioneering scholarship of the 
authors of the Columbia and Michigan Models and earlier work by journalist Walter Lippman, 
we now know that voters are not typically motivated by ideology and are often ignorant of the 
most basic facts of politics (Campbell et al. 1960; Lazarsfeld, Berelson, and Gaudet 1944; Lipp-
mann 1922). Indeed, even those familiar with public policy debates are often unaware of the 
position of the candidates and the parties on the issues (Converse 1964).
 The Columbia Model – described as such because of the contributions of Paul Lazarsfeld, 
Bernard Berelson, and other scholars at Columbia University – helped to explain how voters 
make sense of the political world despite their general inattentiveness to politics. This ground-
breaking theory was first articulated in The People’s Choice, the first study to rely on representa-
tive sample surveys to explain what factors motivated individual voting decisions (Lazarsfeld, 
Berelson, and Gaudet 1944). The Columbia scholars examined survey respondents in Ohio 
from May to November of the 1940 presidential election. They found that exposure to the 
election campaign essentially had two effects: it reinforced the choices made by early deciders and 
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it motivated the latent predispositions of uncommitted voters. These predispositions were associ-
ated with three types of social characteristics: (1) a citizen’s class status; (2) a citizen’s racial or 
religious identification; and (3) the region of the country a citizen lived in and whether they 
resided in an urban or rural setting. The social characteristics that were activated by the campaign 
were described as the Index of Political Predispositions (IPP) and this index predicted the 1940 vote 
quite accurately. For example, the IPP predicted that rural, middle class Protestants would vote 
for the Republican candidate and in fact this held true for about 74 percent of this group.
 The Columbia scholars followed up on The People’s Choice with the equally impressive book 
Voting (Berelson, Lazarsfeld, and McPhee 1954). As with The People’s Choice, Voting argues that 
one’s social identification, or political predispositions, largely accounts for how citizens think 
and act with regard to politics. In Voting, Berelson and his co- authors surveyed the citizens of a 
moderate- sized community, in Elmira, New York in 1948. In this study, Berelson and his col-
leagues provide much greater evidence, than in the previous study, of the importance of the 
social characteristics outlined above. Because their study focuses on only one community, 
however, they could not fully explore the role that place of residence plays in shaping political 
attitudes.
 The Columbia Model was an important first step to answering the question posed at the 
beginning of this chapter and many of its insights regarding the political significance of social 
groups remains relevant today. Still, in spite of its strengths, the theory suffered from a very 
serious weakness. A model of vote choice based on social- demographic categories does not 
account very well for swings in election results over time. In other words, how could the Index 
of Political Predispositions explain the vote for Truman in 1948 (a very close Democrat victory) 
and the subsequent landslide victory of the Republican presidential nominee, Dwight Eisen-
hower, in 1952? The social characteristics of the voters could not account for these shifting 
preferences since the demographics changed little from 1948 to 1952. For this reason, an addi-
tional explanation was needed to account for over- time change in voting preferences.
 Although the Columbia school’s perspective on voting behavior proved influential, it was 
insufficiently dynamic, thus giving rise to an alternative model of voting. This newer model, 
proposed by scholars at the University of Michigan, offered a somewhat different explanation of 
voting behavior and it eventually became the dominant model of voting in the scholarly liter-
ature. Unlike the Columbia Model, which emphasized the social characteristics of voters, the 
Michigan Model – as this approach came to be known – focused on the individual attitudes of 
the voters as well as their identification with one of the major political parties. Briefly, the argu-
ment of The American Voter (Campbell et al. 1960) can be summarized into three larger points. 
First, the Michigan scholars argued that people identify psychologically with political parties just 
as they do with religious, class, racial, and ethnic groups. Second, identification with a political 
party should be viewed as a long- term component of the political system and therefore this 
identification should persist even when people vote for a candidate representing the opposing 
party. Lastly, party identification is powerful not merely for its direct effects on vote choice, but 
also for its indirect influence on attitudes associated with the vote. These attitudes include evalu-
ations of the major party candidates, the issues of the day, and the political parties.
 The Michigan scholars offered a distinctive definition of party identification. They defined 
it as a sense of psychological attachment to one of the major parties. Importantly, this did not 
mean that one officially belonged to the party in the sense that one held formal membership in 
the party. By attachment they meant a sense of attraction (or repulsion) similar to the sense of 
attachment one feels to one’s class, racial, or religious group. According to Campbell and his 
co- authors, party identification has two characteristics: direction and strength. By direction, 
they simply meant whether one is a Democrat, Independent, or Republican. By strength, they 
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meant the intensity of one’s attachment to the parties. Thus, in this formulation, one’s attach-
ment to the party is either strong, not very strong, or one is an Independent who usually leans 
toward one of the two parties.
 It is important to note that party identification could have been defined as one’s prior voting 
record, and in fact other researchers had previously described it this way. The Michigan scholars 
rejected this definition because they did not want to confuse one’s attachment to the party with 
how one votes at election time. They are not, strictly speaking, the same thing. Although not 
common, Republican identifiers can, under some circumstances, vote for a Democrat, and vice 
versa. If partisan attachment were not defined as something other than the vote this could not 
be recognized, let alone explained. In other words, the authors were interested in the extent to 
which the one (attachment) explains the other (voting behavior) and they could not explore this 
relationship unless the concepts were conceptually distinct.
 As we have noted, the Michigan Model offered an explanation of vote choice based on a 
psychologically oriented perspective. This model was different from previous models because it 
did not locate explanations in the (relatively) immutable social characteristics of the voter, or in 
their presumed ideological sophistication, but in a broader set of individual attitudes. It is in this 
sense that The American Voter offers a “psychological” explanation of voting, although it does not 
strictly rely upon models developed in the field of psychology.
 As indicated previously, the authors of The American Voter argued that attitudes about the 
candidates, issues, and parties predicted the subsequent vote choice. More importantly, however, 
levels of partisan identification predicted these attitudes. In other words, to a large extent, 
knowing which party a citizen identified with (and how strongly) determined how they would 
evaluate the candidates, and what position they would take on the issues. Thus, for example, 
citizens identifying with the Republican Party should also favorably evaluate Republican can-
didates and generally agree with Republican leaders on the major issues.
 An obvious criticism of this formulation is that policy positions and candidate evaluations can 
also affect party identification, just as party identification can influence them. As plausible as this 
may sound, the Michigan scholars mostly reject the alternative proposition that issues affect 
partisanship. They adopt this view in part because of the relatively low levels of political know-
ledge in the electorate and the general lack of ideological sophistication. In making their argu-
ment, they also point out that party identification typically develops in adolescence and tends to 
be stable over time, while issue preferences and candidate evaluations usually arise much later 
and are more ephemeral (see Carsey and Layman 2006 for more recent evidence largely consist-
ent with this view).
 As evidence for the power of their theory, the authors of The American Voter examined 
nationally representative survey data from the 1952 and 1956 presidential elections. Their results 
are generally consistent with their expectations. They find that their measure of partisanship is 
strongly correlated with a variety of political attitudes about the candidates, parties, and current 
issues. Without exception, the stronger one’s attachment to the parties is the more the respond-
ent tends to view the political world in ways consistent with that attachment. For example, 
“strong Republicans” are much more likely to view Republican presidential nominee – and, 
later president – Dwight Eisenhower favorably, agree with the Republicans on domestic and 
foreign policy issues, and regard the Republican Party as a more effective manager of govern-
ment than Republicans with moderate attachment to their party, Independents, moderately 
attached Democrats, and especially strong Democrats.
 In their second test, Campbell and his co- authors argue that if party identification affects 
attitudes so deeply, the more partisan members of their sample should have more ideologically 
consistent issue positions than less partisan respondents. In other words, respondents’ attitudes 
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about the candidates, issues, and parties should more consistently favor the Republican/ 
Democratic Party as the strength of partisan attachment increases. They find that the evidence 
supports these hypotheses. Finally, they show that their measure of partisanship is strongly 
related to respondent vote choice in both 1952 and 1956.
 According to the authors of The American Voter, issue preferences and ideological principles 
are not the source of party identification. Instead, partisanship is the result of pre- adult socializa-
tion. Attachments to political parties, they argue, typically form in mid- to-late childhood largely 
as a result of parental influence (similar to the acquisition of one’s religious affiliation). As evid-
ence for this claim, they use their survey data to show that respondents whose parents belong to 
the same party were overwhelmingly likely to also identify with that party. If parents disagreed 
with one another, the pattern was less consistent. An obvious problem with their evidence is 
that it is based on respondent recall. It is possible that strong partisans recall their parents having 
a similar party identification even though this is not the case. This is called “projection,” and 
there is certainly evidence in the literature that citizens tend to erroneously assume that others 
(e.g., candidates, friends, relatives) have political views similar to their own. However, later 
work by Jennings and Niemi (1968) examined high- school students and their parents’ partisan-
ship and found that there was considerable agreement.
 Although the authors of The American Voter argue that partisanship is mostly stable over time 
– at the individual level and in the aggregate – they do not argue that it never changes. Some-
times it does and they identify two causes of these changes. The first is what they call personal 
forces or changes in an individual’s social environment. This was the least common explanation 
for the roughly 20 percent of the respondents in their sample who indicated that they had 
changed their party identification.
 They refer to the more common explanation as emanating from social forces. Unlike per-
sonal forces that depend purely on personal circumstances, social forces involve experiences 
shared across a large number of citizens. There are essentially two ways that social forces can 
affect partisanship. The first is through life- cycle changes. For example, young people are more 
likely than older individuals to identify as Independents, whereas older people are more likely 
to identify as partisans. The second way that social forces can affect partisanship is through 
massive societal dislocations on the order of the Civil War or the Great Depression. From the 
vantage point of the Michigan Model, issues can influence partisanship only when they achieve 
this level of intensity.
 In summary, the explanation for voting behavior offered by the Michigan Model can be 
summarized into three larger points: (1) people identify with political parties just as they do with 
their religious, class, racial, and ethnic group identity; (2) identification with political parties 
should be viewed as a long- term component of the political system that persists even when 
people vote contrary to their identification; and finally (3) partisanship is powerful not merely 
for its direct effect on vote choice, but also for its indirect influence on attitudes associated with 
the vote. The Michigan Model also holds that party identification is typically formed before 
citizens become adults (largely through parental influence) and that typically issues affect parti-
sanship only when they reach catastrophic proportions (e.g., during the Great Depression).

Partisanship and the normal vote

The concept of partisanship was refined somewhat by Phil Converse, one of the co- authors of 
The American Voter, some six years after the publication of this landmark book. In an article 
entitled “The Concept of a Normal Vote,” Converse (1966) pointed out that there were 
often large fluctuations in presidential election outcomes from one year to the next with no 
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corresponding change in the overall distribution of party identification. Converse interpreted 
this to mean that the election outcomes could be characterized as fitting into two categories: the 
normal vote and short- term deviations from the normal vote. By the term “normal vote,” Con-
verse meant election results that simply reflected the voter’s stable commitment to either of the 
two parties. In other words, since the majority of voters identified with the Democrats one 
could expect the Democrats to win every presidential election if the electorate voted only on 
the basis of their party attachment.
 By “short- term deviations” from the normal vote, Converse meant that election outcomes 
were sometimes influenced by fleeting circumstances, such as scandals or international crises, 
which did not substantially affect the overall balance of partisan support in the electorate. Some-
times short- term forces worked to the benefit of the Republicans (as in 1952 when General 
Dwight Eisenhower, a war hero, was the Republican presidential nominee) and sometimes to 
the benefit of the Democrats (as in 1964 when the Democratic presidential nominee was the 
former Vice- President of the recently assassinated President Kennedy). When these short- term 
forces cancel out, or when they are essentially equal for both parties, Democrats were estimated 
to receive 54 percent of the two- party vote.

Contemporary socio- psychological perspectives on voting

In the aftermath of its publication, The American Voter generated considerable controversy and 
disagreement. In time, however, researchers focused less attention on the dominant role of par-
tisan identification and more attention on the psychological underpinnings of the theory. In 
particular, a number of scholars relied on social identity theory to help adjudicate long- standing 
questions about partisanship and to reorient how we think about the concept. Green, Palmquist, 
and Schickler (2002) were at the forefront of this effort, along with Greene (1999), and Huddy, 
Mason, and Aarøe (2015).
 In their 2002 book entitled Partisan Hearts and Minds, Green, Palmquist, and Schickler 
develop an argument they had originally introduced years earlier in several influential articles. 
In general, they argue that partisanship is a social identity and should be thought of in ways 
consistent with our understanding of other salient social identities. Building on the arguments 
put forth by the authors of The American Voter, Green and his co- authors also note that individu-
als consider salient social groups when they think of the political parties and subsequently deter-
mine their partisan loyalties by assessing which party most closely reflects their own unique set 
of identities. Beyond this grounding of party identification as a social identity, the authors 
present evidence suggesting that partisanship demonstrates levels of stability akin to other social 
identities. This stability is demonstrated at both the individual and the aggregate levels. On the 
occasions when we observe shifts in partisan identification, this is usually because individuals 
perceive changes in the identities of those who belong to the party. For example, we may 
expect shifts in partisan identification if one of the two major parties were to become newly 
associated with a different set of racial or ethnic groups. Interestingly, although their focus is 
clearly on America, the authors demonstrate that partisanship in places like Great Britain and 
Germany also operates similarly. The battles between Democrats and Republicans, or the more 
complicated multi- party competition in other democracies around the world, are not merely a 
fight over ideas; they are also fights between members of distinct social groups engaged in the 
same kind of conflict we observe between members of other social groups (for an opposing 
view, see Abramowitz and Saunders 2006).
 In a similar vein, Greene (1999) posits that we should consider party identification through 
the lens of social identity theory. That is, individuals derive a sense of their own self- worth from 
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their self- perceived membership in partisan groups. Consistent with early work on social iden-
tity theory, Greene (1999: 394) suggests that partisan identifiers have an incentive to distinguish 
their in- group from partisan out- groups, and engage in a style of social comparison that 
“heighten[s] differences between the groups.” Using a psychological measure of group identifi-
cation, Greene gauged the extent to which Democrats, Republicans, and partisan leaners 
expressed a partisan social identity. Unsurprisingly, Greene finds that partisan social identity is 
most pronounced for strong partisans relative to weak partisans and leaners. He also finds that 
higher degrees of social identification with a given party correspond with more negative percep-
tions of the out- party relative to the in- party. This measure of partisan social identity was also 
related to an engagement in partisan political behavior and an individual’s likelihood of 
turning out.
 Huddy and her colleagues (2015) have also sought to apply social identity theory to the issue 
of partisan attachments. More specifically, they ask whether partisan identity is instrumental or 
expressive. An instrumental understanding of partisan identity would suggest that individuals 
collect some running tally of how well the parties have done and attend to questions of how 
closely aligned the party’s goals and preferences are with one’s own. Focusing on the expressive 
nature of partisan identity, however, builds on the idea that partisan identification, like other 
social identities, motivates individuals to behave in ways that protect the image of the group and 
maintains its high regard relative to the out- group. To explore the alternative explanations of 
partisan identity, the authors use campaign activity as their main outcome variable of interest. 
Across different studies, respondents noted whether they planned to contribute money to pres-
idential/congressional candidates, and political organizations, and whether they planned to vol-
unteer. Whereas a measure of expressive partisan identity is related to the participatory behaviors 
across the various studies, they find that an ideological intensity measure (the authors’ measure 
of instrumental partisanship) has a more limited influence.
 In the past few years, scholars have reexamined the original perspectives outlined in the 
Columbia and Michigan Models. In 2008, a new group of scholars – Michael Lewis- Beck, 
William Jacoby, Helmut Norpoth, and Herbert Weisberg – sought to revisit the groundbreak-
ing arguments of The American Voter. Specifically, they sought to subject the theories introduced 
in this volume to examination with more recent survey data (i.e., the 2000 and 2004 American 
National Election Studies). This replication was a bold effort. If the groundbreaking results of 
The American Voter are as enduring as the original authors believed, they should hold up even 
when examined with survey evidence collected almost 50 years after the data used in the ori-
ginal study. This updated test of the Michigan Model was explored in a book called The Amer-
ican Voter Revisited.
 Lewis- Beck and his co- authors designed their book to mirror the same set- up as the original, 
with chapters mostly following the same pattern and addressing the same subject matter as the 
original book. One interesting point highlighted in the replication is that, although the authors 
of The American Voter emphasized individual attitudes, they did not neglect the role of social- 
demographic groups. Echoing results from Voting, as well as the original Michigan Model, the 
authors of The American Voter Revisited find that group members who identify strongly with the 
group are more likely to vote in accordance with the group. These effects are particularly strong 
for some voters (e.g., Jewish voters and, to a somewhat lesser extent, union members, Hispanics 
and women) but much weaker for others (e.g., blacks and Catholics).
 Lewis- Beck and his colleagues, again building on the model developed by the Michigan 
scholars, argued that the influence that is exerted by social groups is done largely through 
their impact on party identification. In other words, just as the Columbia Model suggested, 
social group attachments inevitably lead to partisan group attachments. However, once these 
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socio- demographic affiliations lead to the “appropriate” partisan identification, it becomes 
exceedingly difficult to dislodge this attachment. And, typically partisan group attachments 
exert more influence on political judgments than the social group memberships that give rise 
to it. If interest group leaders try to change the party identification of their members, for what-
ever reasons, they are likely to have a difficult time doing so – especially for older group 
members.
 In 2016, Christopher Achen and Larry Bartels also addressed the fundamental question of 
what motivates voters. In their book, Democracy for Realists, they deconstruct what they refer to 
as the “folk theory of democracy” – the notion that citizens evaluate political leaders on the basis 
of ideology or issue preferences. The authors review a broad range of scholarship on this ques-
tion, both within and outside of the US. Consistent with the early Columbia and Michigan 
Models, Achen and Bartels conclude that voters fail to meet even the more limited expectations 
of the retrospective model of voting (i.e., rewarding and/or punishing elected officials based on 
assessments of their performance in office rather than their adherence to abstract ideological 
principles). Given their condemnation of the “folk theory of democracy,” the authors turn to a 
more realistic basis for political judgment – salient social groups. Again echoing the pioneering 
work of Lazarsfeld, Campbell, and their respective colleagues, Achen and Bartels conclude that 
the vast majority of voters develop their attachment to the parties based on social group loyalties 
(and pre- adult socialization from their parents). Similarly, they argue that the actions of political 
figures are primarily interpreted through a partisan or social group lens.
 Although there is considerable evidence in support of the foundational works in public 
opinion, most of this evidence is derived from the US (although see Achen and Bartels 2016). 
Research on both stable and emerging democracies suggest that the concept of partisanship does 
not always perform as anticipated in other parts of the world. Holmberg (2007) provides an 
excellent review of this literature. He notes, for example, that the concept of party identification 
translates better in some parts of Europe than others. More specifically, partisanship is more 
volatile in the Netherlands than in Britain or Sweden. Moreover, the number of strong partisan 
identifiers is mostly stable in the US, but has been declining in Sweden. In the case of emerging 
democracies in Eastern Europe, Holmberg reports that partisan identifiers are also rare and – 
more troubling for the standard Michigan Model – such attachments that are developing seem 
mostly based on cognitive rather than affective factors.

Conclusion

Here, we have attempted to provide a broad overview of the early history of scholarship per-
taining to candidate choice and some of the more recent examinations of these theories both 
domestically and internationally. In particular, we focused on two complementary, though dis-
tinct, schools of thought that laid the foundation for much of our contemporary understanding 
of how individuals come to make political decisions.
 To recap, the Columbia Model, with its focus on the role of socio- demographic factors, 
including social class and membership within salient social groups, brings to the fore a considera-
tion of how political decision- making is informed by one’s place in the social hierarchy and 
one’s connection to others who share in their social identity. Focusing more directly on the 
attitudes individuals hold toward political objects (e.g., candidates, parties, and issues), the 
Michigan Model adopted a more social- psychological understanding of individuals’ decision- 
making calculus. Describing partisan identification as a psychological attachment to one of the 
political parties, akin to the attachment one might have to one’s racial or religious group, the 
Michigan Model placed at the center of our theorizing a concern with party identification as a 
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key predictor of individual- level behavior. Remarking on its stability, the authors concede that 
partisan identification is not immune to change, but note that change requires either a shift in 
an individual’s personal situation or the occurrence of a large- scale, salient social or political 
event. With few exceptions, the claims put forth by the Michigan Model are replicated and 
extended by the authors of The American Voter Revisited, published more than 50 years after the 
original text.
 Finally, as the other chapters of this handbook demonstrate, there is a great deal of new and 
exciting work being done that both clarifies and complicates our understanding of the nature of 
individuals’ political beliefs and behaviors. And while much of this work warrants careful con-
sideration by readers, we are particularly excited by scholarship that bridges literature in political 
science and social psychology to interrogate partisan identification as a meaningful social identity 
that forms the foundation for citizens’ interactions in the political world. The chief tenets of 
social identity theory, which center on the connection between one’s sense of self and her 
membership in a salient social group, not only provide an interesting lens through which to 
consider this important feature of the American political system. These tenets also allow us to 
make sense of deep and persistent divides between individuals for whom a partisan identity is 
about more than electoral choice, but occupies a central role in a broader set of social identities 
that motivates behaviors across a range of domains. In fact, this way of thinking about partisan 
identity takes us full circle to the Michigan Model’s early sense that there was an important 
psychological underpinning to this politically meaningful construct.
 In focusing on these two schools of thought and some of the subsequent scholarship they 
have inspired, we hope we have provided the reader with a useful starting place for grappling 
with the ideas and debates highlighted in other chapters of this handbook. And though many 
scholars appreciate both the role of social groups and the centrality of partisanship in the Amer-
ican political system, debates will undoubtedly continue in the literature about the relative 
stability or dynamism of partisanship, the influence of context on political identity, the role of 
social identities on political choice, and, in the case of new immigrants and emerging demo-
cracies, the very roots of partisan attachment. Clearly, the work we have endeavored to describe 
in the preceding pages represents the very beginning of what continues to be an exciting and 
growing area of study in our discipline.
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Rational ChoiCe theoRy 
and Voting

Keith Dowding

Political economy

Political economy, in studies of voter and party behavior, usually refers to a specific method: the 
economic or rational choice method. Sometimes termed “positive political theory,” because its 
aim is to explain political behavior rather than tell us how we should run our political regimes 
(which is the job of normative political philosophy), it nevertheless has a strongly normative 
bent. Underlying political economy models are axiomatic principles that enable deductive 
model building and formally derived hypotheses. These principles – usually called “rationality 
assumptions” – can be considered normative desiderata for consistent behavior. They actually 
have very little to do with “rationality” or reasonableness as normally understood. We might be 
able to predict the behavior of an agent, be it a person or an institution, without considering that 
behavior to be in the least reasonable, prudent or sensible. Normatively an agent can be consist-
ently irrational or unreasonable, but as long as they are consistent then their behavior can be 
modeled.
 The tenets of “methodological individualism” are also usually associated with rational choice 
models. Karl Popper (1957: 136) was probably the first to link methodological individualism 
with economic methods, mis- citing Friedrich Hayek as his source (Hayek was actually saying 
that economics ought to be methodologically individualist, not that it is). In fact, the modern 
critics of classical economic methods, behavioral economists, are the true methodological indi-
vidualists, with the claim that human agents do not behave with the consistency that classical 
economics assumes. In fact, as we shall see, whilst we can interpret political economy models in 
behavioral terms, they can more plausibly be seen as providing structural constraints or incen-
tives for agents to behave within certain bounds. They provide structural explanation as much 
as methodologically individualist explanation.
 The axioms of rational choice or revealed preference under certainty include reflexivity, 
completeness and transitivity (Austen- Smith and Banks 1999). The first ensures that someone is 
indifferent between two identical items; the second that all items enter into a person’s prefer-
ence function; and the third ensures the consistency that enables prediction. The idea of revealed 
preference is that we can observe behavior under some conditions in order to predict behavior 
under other conditions. The final continuity assumption is more technical, but is designed to 
convert ordinal preferences into cardinal utility functions.
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 The point of the assumptions of revealed preference is prediction. The idea is that if we can 
construct a utility function for an agent in one situation, we can then use the utility function to 
predict how they will behave in a different situation. Utility functions can include any type of 
argument. So individual utility functions do not need to be composed of material self- interest, 
but can include the welfare of the family, the group, society at large, refugees or the foreign 
needy. Adding any sort of social benefit can, within individual applications, provide trivial pre-
dictions but the idea of revealed preference theory is to take a utility function constructed in one 
situation and apply it to other situations to provide predictions there. This can work in practice 
if the situations are not too dissimilar. In fact, political science models are rarely if ever applied 
to “an” agent, but rather to sets of agents defined by their type, and so the assumption is that the 
important elements of the utility function are those that refer to the endogenous interests of that 
type. The important point is that the rationality assumptions are used for predictive and hence 
explanatory purposes. What we find – and this is not unimportant in applications to voting and 
party behavior – is that for collectives sometimes we cannot make a prediction, at least for single 
events, for it turns out there are no pure equilibrium strategies and/or there are multiple 
equilibriums.

Applications to voting

The two classic texts of political economy in relation to voters and elections are Kenneth 
Arrow’s (1951) Social Choice and Individual Values and Anthony Downs’ (1957) An Economic 
Theory of Democracy. Duncan Black’s (1948) median voter theorem (often misattributed to 
Downs) was also seminal, though his argument for a similar conclusion takes an importantly 
different form.
 Arrow is important normatively. He shows that there is no such thing as a social welfare 
function. In terms of elections, we can interpret this as saying that the result of any preference-
 aggregation mechanism (any voting system) depends upon the mechanism itself as well as on the 
preferences of the voters: same mechanism, different preferences: (potentially) different outcome; 
same preferences, different mechanism: (potentially) different outcome. Arrow’s result can be 
considered a generalization of the Condorcet cycle with at least three alternatives and three 
voters – x beats y, y beats z and z beats x in pairwise votes. So every alternative loses to another 
alternative in a simple majority vote (see also Iain McLean’s chapter in this volume).
 Another way of thinking about this is that, just given the preferences of the collective alone, 
we cannot predict the result. Normatively this suggests that there is no perfect electoral system; 
in practice it entails that one can construct results from any electoral system that somehow seem 
paradoxical or wrong. More importantly, however, corollaries of Arrow’s theorem show that 
electoral systems are manipulable (Gibbard 1973; Satterthwaite 1975). We sometimes see in 
legislatures that agenda setters can manipulate the order of votes to affect outcomes and enable 
heresthetic politicians to break up winning coalitions to form a new voting bloc (Riker 1982, 
1986; McLean 2001). Voters can also vote strategically in order to scupper what would other-
wise be winning alternatives. Such manipulation is usually considered to be normatively bad, 
some claiming that it means electoral results are arbitrary (Riker 1982), though others suggest 
that manipulation is just the game of politics (Dowding and van Hees 2008), not so different 
from behavior in market and other social situations. These essentially normative results are 
important in models of voter behavior only because they demonstrate the strategic possibilities 
and show the basic unpredictability of politics even when we have full information.
 Black’s median voter theorem is from the same academic stable as Arrow. It demonstrates 
that in one- dimensional ideological space, where voters have single- peaked preferences, the 
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ideal point of the median voter is a Condorcet winner (Black 1948). Since a Condorcet winner 
is the alternative that beats all other alternatives in pairwise votes, the conditions of the proof 
discount the Arrow problem. As a Condorcet winner is a simple majority winner against each 
of the other alternatives, the median voter theorem can be given the normative praise that it 
truly defines a democratic result. Thus any voting system that picks a Condorcet winner will 
provide winners that satisfy the median voter.
 In fact, few voting systems used in major elections ensure that winners are Condorcet 
winners, though any direct voting system will do so where there are only two candidates. 
Nevertheless, the median voter theorem is used in many contexts in political economy. Where 
issues are democratically decided and can be reasonably represented in one dimension, political 
economy models often assume that the median voter theorem will hold and that, accordingly, 
in committees, cabinets, parliaments, courts, and so on, the median voter can force a result that 
reflects their ideal point. Of course, conditions might not allow this to obtain. Votes are often 
not taken, for example, in cabinets. In parliaments with strong party systems, agenda setters (the 
government or prime minister) can ensure that the alternatives do not coincide with the ideal 
point of the median voter. But we can model the dynamics of what agenda setters can get away 
with given the ideological makeup of backbenchers of vying parties. So the median voter 
theorem is used to see how agenda setting and other strategic manipulation are constrained 
under democratic conditions. It becomes a structural condition or incentive constraining the 
possible maneuvers of powerful agents.

Spatial models

The Downsian model of voter and party behavior is rather different, and is confused with the 
median voter theorem simply because it utilizes the result that if there are only two parties then 
the winning party must secure the vote of the pivotal voter. Assuming a single ideological 
dimension, that voter will be a median voter. Downs’ argument is based on the Hotelling 
model, which explains why similar businesses, such as shoe shops or electrical goods stores, tend 
to abide in the same location. The answer lies in competition for the best location – where most 
people will find it convenient to shop. A business that occupies the second- best location, assum-
ing its products are no better, will always competitively be second. Translated to party competi-
tion, the party that will do best is the party that locates in ideological space closest to where most 
voters are also located – assuming, that is, that voters vote for the party closest to them in ideo-
logical space. Parties that locate elsewhere would always do worse.
 Downs applied his model with most effect to the then contemporary two- party situation in 
the USA and the UK. Where there are two parties, each vying to become the majority party 
that controls the government or legislature, Downs argues that there is a logic for candidates or 
parties to converge on the center of the ideological spectrum if that center is understood as the 
median voter (Downs 1957; Hotelling 1929). This entails that if the median voter shifts ideo-
logical position over time, the ideological spectrum will also shift over time. But in a multiparty 
setting, especially when taking into consideration more proportional systems, whilst parties must 
be aware of the ideological shifts in parties close to them, such dynamic forces can lead to almost 
any set of shuffling up and down the single dimension. No long- term or point predictions are 
thus possible.
 From that simple informal model, many more formal results have developed. In plurality 
systems, Palfrey (1984) demonstrates that two- party systems could deter third- party entrants by 
keeping away from the median voter, thus explaining non- convergence. The possibility of 
third- party entry can mean neither of the original two parties will locate at the median. 
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He demonstrates equilibrium where both parties locate away from the median, giving third 
parties no incentive to enter the contest. In more proportional systems, a third party can be 
guaranteed representation in parliament and possibly a share of power. Here again divergence is 
likely. Electoral systems do have determinative effects on party systems (Cox 1997; Grofman 
2006), though not straightforwardly. In other words, we do not have to change the structural 
conditions very much to generate very different predictions. One of the strengths of formal 
modeling is that we can often see how robust conclusions are to the specific assumptions of the 
models. And where those assumptions do not hold, we can see why the conclusions of models 
do not follow. The models here provide a normative or ideal standard by which to judge 
reality.
 Stephen Ansolabehere (2006: 35) suggests that the median voter theorem performs for polit-
ical scientists the role of the Hardy–Weinberg model for evolutionary biologists. Hardy– 
Weinberg shows that allele and genotypic frequencies in a population will remain constant over 
generations in the absence of other evolutionary forces. However, other forces are always 
present, so the model acts as a reference point for measuring their effects. Ansolabehere’s point 
is that the assumptions of the median voter theorem are rarely if ever satisfied, but we can 
examine what departures from those assumptions mean for voter and party behavior. In that 
sense, the median voter theorem is a reference point for comparative analysis to explain why it 
is that the parties are not at the median or the winning party did not capture the median voter.
 Almost none of the conditions of the median voter theorem standardly hold. Not every 
person’s preference is single- peaked and, whilst some divergence does not entail that Hotelling/
Black forces cannot operate, it can lead to cycling. Increasing the number of dimensions also 
brings problems of predictability. If preferences over issues cannot be summarized into a single 
ideological dimension, then voters might choose parties or candidates by the basket of policies 
each offers. The basket can be thought of as a vector product across n- dimensions. The 
McKelvey–Schofield theorem demonstrates that, as the number of dimensions increases and 
with relatively small numbers of voters, any basket of policies can be beaten by at least one other 
basket (McKelvey 1976; Schofield 1978). Whilst this theorem suggests that politics can be 
unpredictable, empirical research suggests that most voting decisions seem to be reducible to 
one or two dimensions and often, whilst the major issues can shift across elections, one or two 
issues tend to dominate (Poole 2005; Poole and Rosenthal 2007). However, perhaps a bigger 
problem for the assumptions of spatial models is valence issues (Stokes 1963).

Valence and trust

A valence issue is one where all voters want the same thing – less crime, lower inflation, peace, 
and so on. So the candidates will not differ much in their promises over valence issues, though 
they might disagree on how to go about, for example, reducing crime rates. In that case, there 
will be little ideological divergence over the policies that matter in an election, so voters must 
select their candidates on other grounds. They are likely to choose on the basis of how much 
they trust them. Trust can mean several things in this context. It could be an issue of compet-
ence or it could be related to how the voter thinks the candidate will respond to unforeseen 
contingencies.
 On the first, voters might choose candidates or parties based on how competent they are on 
valence issues, and that might depend on how well the candidates have fared in the past. So a 
lot of voting depends upon rewarding or punishing past behavior, thinking about the future, 
how much they trust candidates. This can lead to votes of a personal nature for known candid-
ates. Valence issues thus also affect the prediction that candidates or parties will converge on the 
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median voter. If the candidates are close together, then the personal vote should count for more 
than when candidates are ideologically separated. If one candidate in a two- candidate contest has 
valence advantage, then his opponent has an incentive to move further away ideologically to 
reduce that advantage. That still holds, even though the candidate with valence advantage can 
locate at the median and so win with certainty (Ansolobehere and Snyder 2000; Wittman 2005).
 These models all assume that voters know where in ideological or policy space the parties are 
located, and that the parties know where the electorate is situated. Even with certainty, we do 
not necessarily get convergence on the median voter; but with uncertainty we can also get 
divergence. If parties locate too close to each other, voters might not be able to distinguish 
them; this will reduce turnout and voting can be random (Hinich and Munger 1994). Such 
uncertainty can, as Downs (1957) first suggested, open up a role for ideology. Rather than striv-
ing to get voters to understand in detail their policy positions, the party creates a brand name 
associated with a particular ideological position, from which voters can estimate its likely pol-
icies. Meanwhile the parties target groups of voters whose policy positions they can best estimate, 
which means that some groups are left out of the competition for votes.
 This leads to the second issue of trust. Ideology can serve as a signal as to how a candidate or 
party is likely to respond to some issue that has not arisen. One feature of the success of Donald 
Trump’s bid for the Republican candidacy that has puzzled many commentators is why his 
many wild, implausible and false claims do not seem to damage him. Perhaps by making these 
claims, wild and false as they might be, he is providing a strong signal to a particular constituency 
that he thinks as they do on these issues, and so as president will behave as they would like to 
do if they had that role. The signal is one of political or social disposition, rather than of com-
petence or actual policy preference. What he is saying is, “whatever the constraints, I am like 
you, so I will do the best that you could do if you were president.”

Information

Uncertainty over spatial location shows the need for campaigning to provide information and 
provide such signals. However, given uncertainty about what voters want, candidates have incen-
tives to try to create variance in their rivals’ position by mud- slinging and character assassination, 
trying to make opponents seem more extreme. This predicts that negative campaigning will be 
more effective than positive (Hinich and Munger 1994: 216–219). On the other hand, the more 
ideological the groups, the less likely they are to be swayed. This implies that the battle, at least 
in two- party systems, will revolve around swing voters, those most likely to shift their votes. 
These will be the most ideologically neutral, so parties will concentrate their attention on those 
voters, who might not be the median as defined. Such voters might be swayed more by valence 
issues, particularly economic issues (Persson and Tabellini 2000: 52–58).
 Whilst voting is often portrayed as irrational in terms of collective action, since a single vote 
is unlikely to be pivotal, the broader problem, and the one Downs (1957) first recognized, was 
rational ignorance. Again, the fact that many voters know little about the specific policy posi-
tions of candidates shows that ideology or signals about dispositions can take on great import-
ance. Most of the models assume that politicians enter politics in order to win. Indeed, 
contestation is the heart of political economy models. Nevertheless, we should expect that can-
didates, like voters, have policy preferences. The fact that candidates have policy preferences 
also explains policy divergence (Besley and Coate 1997; Wittman 1983).
 Parties should act as gatekeepers for candidates. On the one hand, parties, at least in strong 
party systems, should ensure that party leaders follow the ideology of the party, whilst keeping 
in check candidates who are likely to be electorally unsuccessful. To the extent that the 
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procedures for choosing leaders are democratic, we should expect new leaders to win by gaining 
the votes of the median party voter. May’s law of curvilinear disparity suggests the most ideo-
logical members of a party are the sub- leaders with ordinary members and those at the top, due 
to electoral consideration, the most moderate (May 1973). Whilst evidence on the claim is 
mixed (Kitschelt 1989; Norris 1995), we can know that the median member of left parties will 
be to the left of the median voter in the electorate, and the median member of a right party to 
the right of the median in the electorate. Given ideological divergence across parties, we should 
expect party leaders to take up divergent policy positions. However, once elected, new leaders 
have incentives to maximize their appeal across the broader electorate. We should expect there-
fore that new leaders will seem more radical than the outgoing incumbents, since they had to 
appeal to a more radical electorate, but over time they will soften their stance to appeal to the 
electorate more broadly. However, where a party has suffered a major electoral setback, the 
need to appeal more broadly might lead it to choose a leader more in keeping with the elector-
ate’s policy preferences.
 We should also expect parties whose parliamentarians choose their leader to be more aware 
of electoral contingencies than those whose leadership electoral base is much broader. A major 
problem in US presidential elections, for example, is that the choice of candidate is broad- based, 
and occurs only a few months prior to the presidential campaign itself. Candidates must first 
appeal to their partisan base, but then do not have enough time to moderate their positions 
without seeming hypocritical when facing the national electorate.

Constructing utility functions

We saw that the rationality assumptions provide consistency that enables prediction, but utility 
functions must be constructed from behavior. When the four conditions hold, we can represent 
agents’ preferences by a utility function unique up to a positive monotonic transformation. 
Roughly speaking, this means that two different mathematical functions can both represent the 
same choice behavior, as long as one increases whenever the other does. The precise interpreta-
tion of those functions might not matter for the behavior under analysis, but might do so under 
different structural incentives.
 “Utility” in this formulation is a completely empty concept. It does not represent anything 
“experienced,” such as “happiness,” or “satisfaction,” or “desire.” It simply represents the 
behavior of the person. We assume that the behavior is going to be consistent – that is, when a 
person strictly prefers x to y, they will always choose x from the opportunity set {x, y}. In other 
words, “utility” does not provide a reason for choosing x over y. Someone might vote for a 
conservative party rather than a radical one for all sorts of reasons – they fear radicalism, they 
trust the conservative leader, distrust the radical leader, and so on. These are the person’s reasons 
for voting for the conservative and not the radical party. But the fact they have those reasons 
means that when they vote conservative (they choose x over y), they maximize their utility. A 
person’s reasons for choosing x over y are arguments in the person’s utility function; the func-
tion itself simply represents the conclusion of those arguments.
 Prediction is a necessary but not a sufficient condition for explanation; and explanation of 
behavior requires inputting an interpretation on to that behavior. Such interpretations can go 
astray. Again, though, this is no greater a problem for formal methods than for non- formal ones 
that also have to make these interpretative moves. For interpretation, further assumptions about 
the nature of preferences are required. Standard assumptions include material self- or group- 
interest and knowledge of the policy positions of the candidates or parties. Political economy 
models standardly assume that voters vote for parties or candidates whose policy positions are 
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closest to the voter’s own position. The models assume thereby that voters vote in their own 
interests, though those interests can be broadly defined not only in personal but also in family, 
group or class terms. Material self- interest, even understood broadly, brings the first oft- noted 
challenge to political- economic models of voter behavior. Of course, such assumptions are not 
simply those of classic political economy. Many social psychologists also work with such group-
 oriented self- interest. Weeden and Kurzban (2014) reconstruct party support in the USA across 
diverse subsets of voters, arguing that interest is what motivates all ideological and partisan 
support.
 Nevertheless, the material self- interest assumption motivates the first important issue for 
political economy. How do we explain collective action, given underlying material self- interest? 
The collective action or free- rider problem arises because many actions to attain certain goals 
that require a large number of people also do not need everyone who would gain from the 
attainment of those goals to take part. If taking part is costly, then it is in each person’s interest 
to be in the free- riding subgroup that does not actually engage in the collective act. Each person 
can assume or hope that others, because it is in their interest to secure some outcome, will work 
to attain it, allowing the individual herself to spend her time on other activities also to her 
benefit. If all reason in that way, no one will act and the collective interest will not be assured.

Rational turnout

We can easily recast this problem as a strategic game with multiple possible outcomes, some 
optimal, some sub- optimal. One of the earliest solutions for such collective action problems is 
the provision of selective benefits giving individuals private as well as collective benefits (Olson 
1965, 1971). Such selective incentives need not be positive; much state regulation that, argu-
ably, exists for the collective interest provides punitive incentives. Voting can also be seen as a 
collective action problem, but one not simply solvable through selective benefits. There are two 
related questions. First, is relatively high turnout explicable in rational choice terms? Second, are 
rational choice models consistent with high turnout? The second question enables us to admit 
that rational choice theory cannot get people to the polls – but once voters are in the polling 
booth it provides good explanations of their behavior there. Most rational choice scholars want 
to take on the first question.
 So can political- economic models explain why people bother to vote at all? The rational 
turnout problem has long been associated with rational choice models (Dowding 2005; Fed-
derson 2004). Given that the chances of being pivotal or decisive in any election are so small 
and that voting has costs, why would anyone vote (Riker and Ordeshook 1968; Tullock 1967)? 
Olson’s solution for general collective action is selective incentives, but there are few selective 
incentives on offer for voters.
 The problem of getting rational actors to the polls has been tackled on many fronts. Some 
writers address the calculation associated with the problem, arguing that the probabilities of 
pivotality are higher than generally thought (Gelman et al. 1998) or that the costs of voting are 
too low for most people to consider at all (Aldrich 1993; Olson 1965, 1971; Palfrey and 
Rosenthal 1983). Others suggest that there are potential costs of not voting that can lead some 
to the polls (Ferejohn and Fiorina 1974). Rather than relying on the decision- theoretic logic of 
the simple calculation, game- theoretic models suggest that strategic consideration can lead 
people to vote. After all, if no one votes, then a single individual’s voter would be decisive. Fol-
lowing such logic demonstrates that a mixed strategy for voting or not voting is a Nash equilib-
rium. However, these models predict levels of turnout far below those than actually witnessed 
(Ledyard 1984).
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 One early and standard solution is to return to a selective incentive, but an internal rather 
than an externally provided one. Riker and Ordeshook (1968), among the first to examine the 
turnout problem, suggest that people believe in a duty to vote. Empirical evidence supports this; 
and those who say that there is a duty to vote are both more likely to vote and less likely to be 
deterred by marginal increases in the costs of voting, such as bad weather (Blais 2000). Some 
believe that adding duty to a utility function trivializes the answer to the question (Barry 1976); 
however, to the extent that it captures a real factor in a utility function, there is no reason for 
not so adding it. Taking non- instrumental factors into account is further extended by those who 
argue that voting brings participation benefits (Brennan and Lomasky 1993). Such models have 
some important normative implications that I will explore below, but they are perfectly com-
patible with the spatial models that form the heart of most political- economic modeling.
 The turnout problem is in many respects orthogonal to the ways in which political economy 
models are used to explain voting patterns and party behavior. The models are used for marginal 
predictions – differences that are made by changing costs and benefits or through shifting party 
position in ideological space. The strategic considerations are relevant for those concerned about 
whom to vote for rather than whether to vote at all. The rationale of voting depends in part 
upon the voter’s party or candidate differential: that is, what it would mean for the voter if one 
or another side won the election. That party differential need not be simply self- interest nar-
rowly understood, but also what the voter understands more broadly for the country as a whole 
(Weeden and Kurzban 2014). Certainly there is evidence that the greater the ideological diver-
gence amongst candidates in two- horse races, the higher the turnout. Turnout is also higher in 
elections which matter more, measured by the power of the relevant government; and increases 
too with the closeness of the expected result (Blais 2000: 58). Conversely, small increases in the 
cost of voting reduce turnout, again showing that marginal factors matter. Policy makers have 
tried to reduce the costs of voting with the strategic placement of polling booths, making postal 
voting easier and so on. Even in countries where voting is compulsory with fines for not voting, 
such as Australia, turnout is about 80 percent of the voting age population. These suggest that, 
for at least part of the population, voting costs are not trivial. These considerations suggest that, 
even if political- economic models cannot explain why people vote, they are useful for helping 
to explain the way people vote.
 One factor might simply be that people do not much consider the costs if they develop the 
habit of voting and if they do not really understand the probabilities. It has been shown that, 
whilst people have a good understanding of high probability estimates, they are very bad at 
behaviorally distinguishing low probability estimates.1 Furthermore, parties and candidates do 
not want to win by a single vote: they want large majorities for both safety and stability and also 
for legitimacy – and voters might feel the same. The problem with the turnout paradox is that 
it is set up with the wrong utility function.
 Alongside these considerations, for many people voting should be understood less instru-
mentally than expressively (Brennan and Lomasky 1993; Schuessler 2000). When people vote, 
they are expressing their views in a public forum. Some take that to mean elections are not 
necessarily Pareto- efficient signals in the same manner as purchasing in markets (Caplin 2007). 
This seems to downgrade the legitimacy of democratic decision- making. Whilst republicans, 
for example, might argue that people have a duty to vote, others suggest that the ignorant have 
a duty not to vote, since their participation reduces the rationality of the decision (Brennan 
2012). However, if some people vote with due consideration and others vote randomly, the 
random voters will not affect the direction of the decision. Only if the ignorant systematically 
voted against their own interests could we believe that the quality of voting is reduced by 
ignorance.
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 Some simple agent- based models applied initially to turnout decision, but also to informa-
tional cascades which lead people to behave simply according to utility post their decision, even 
if the utility level is not causally determined by their behavior. So one might vote for an incum-
bent government if one’s standard of living has risen during its tenure, but for an opposition 
party if it has stagnated. Surprisingly, such simple decision models show robust results in terms 
of more complex decision processes. These models can be considered rival to standard political 
economy models, as they depart from any assumptions over completeness of preference order-
ings. However, the utility functions they contain are still well- behaved.
 Such considerations do not create problems for spatial modeling, since empirically both voter 
and candidate locations in policy space are based upon assessments made by voters. The major 
theoretical results of spatial voting are thus not affected by the nature of voter preferences.

Conclusions

Rational choice or political economy models are often thought to be based upon the idea that 
voters and politicians act out of material self- interest, and such assumptions do lead to the rational 
turnout problem. However, most models assume some form of spatial calculation where voters 
vote for the parties closest to them in ideological space. Where voters located themselves will be 
based upon considerations of their family interest, but that is not unrelated to the interests of most 
of the country when it comes to economic interests, and not unrelated to ideology. Indeed ideo-
logy is an important fact given the issue of rational ignorance. Voters do not know the detailed 
policies of candidates or parties and so work out what their views are likely to be over a range of 
issues based upon signals they receive. Signals over the ideology of the candidates and parties are 
important for voters. Other signals, for example, over the honesty and consistency of candidates, 
are important, though if candidates play fast and loose with facts but in a way that mirrors the 
attitudes of voters, the signal that voters receive is that this candidate thinks like they do. Thus 
they might be expected to behave in power as the voter would, whatever the facts are. This 
might explain why personal dishonesty is punished more than dishonesty over general facts about 
the economy, immigration or other social- economic issues. A bigger problem for the spatial 
models is valence issues where competence is the key factor in voting decisions rather than spatial 
position. Where valence issues dominate, spatial position as usually measured will not be predic-
tive of outcomes, and specifically we should not expect candidate or party convergence.
 The strength of political- economic models is the clarity of the theory and the prediction that 
the models produce. Often these models use stylized facts or make assumptions that are much 
simpler than the complex reality. In doing so, the models are normative comparators providing 
a standard by which to judge reality, where departures from the model predictions provide the 
explanations of outcomes as much as the models themselves. Some of the models are normative 
in a stronger sense revealing problems with basic assumptions in the normative desiderata of 
democracy and show how strategic manipulation becomes possible. All of these issues suggest 
that, whilst political economy models are an important explanatory technique in our under-
standing of electoral and party competition, they constitute a weapon that is best used alongside 
other methods.

Note

1 The fact that academics cannot agree over the probabilities only serves to reinforce this point (Brennan 
and Lomasky 1993; Gelman et al. 1998; Mueller 2003; Owen and Grofman 1984; Riker and Orde-
shook 1968 – to name but a few).
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4

InstItutIons and VotIng 
BehaVIor

B. Guy Peters

The study of political institutions and voting behavior are generally kept far apart in con-
temporary political science theory. This separation is unfortunate, given that the two aspects of 
political life are, in practice, closely linked and an understanding of one can inform the under-
standing of the other. Elections are generally about the capacity to control an institution or 
multiple institutions. And institutions – notably legal institutions – shape the manner in which 
elections are conducted and can directly influence the outcomes. While some academic division 
of labor is inevitable, that division should not go so far as to exclude important factors arising in 
different elements of the discipline, or allied disciplines.
 As well as the more empirical justifications for linking institutions and mass political behavior 
such as voting, there are theoretical reasons as well. Most obviously, these are the two sides of the 
classic structure versus agency problem in the social sciences (Giddens 1979; Thornton and Ocasio 
2003). Do we explain observed outcomes based on the nature of institutions and other formal 
structures or do we explain those outcomes through the behaviors of individuals? The most satisfy-
ing answer to this somewhat false dichotomy is both. But that answer requires elaboration, and the 
interactions between structure and agency must be developed theoretically as well as empirically.
 For the study of voting behavior and other forms of mass politics, the usual assumption about 
explanation has been agency, with individual voters being the relevant actors. These actors may 
be embedded in a social and political system but their attitudes, partisan identifications and per-
ceptions of self- interest have dominated the discussion of voting (but see Blais, Singh and 
Dumitrescu 2014). While accepting that individual choice is central in voting and other forms 
of mass participation, we should also consider the role that political institutions have in shaping 
the opportunities for participation, and in providing incentives and disincentives for voting, and 
even for voting in certain ways.
 This chapter will look at the reciprocal influences of structure and agency on political 
participation. The impact of voting and other aspects of political behavior on institutions 
is perhaps the more obvious direction of influence, given that voting will determine the occu-
pants of institutional positions, at least in democratic regimes. I will, however, begin by attempt-
ing to demonstrate how the nature of institutions influences the behavior of individuals as well 
as the collective behavior of interest groups and political parties. In this perspective, institutions 
comprise the locus in which political participants engage in order to shape policy and the 
performance of the political system. Or, in the terms of Douglass North (1990; see also Khalil 
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1995), institutions are the rules of the game and political parties and other organizations are the 
teams playing the game. Also, for elections, individual voters can be conceptualized as partici-
pating in the “game” that is structured by the institutions.
 The discussion to this point has been primarily in terms of formal institutions and their capa-
city to shape political behavior. But informal institutions, including norms, values and organiza-
tional routines can also be important in shaping the behaviors of individuals.1 For example, 
campaigning for office may have relatively few formal rules but the behavior of candidates is 
constrained by understandings and informal protocols. Likewise, within formal institutions of 
government there are informal expectations and standards of behavior that also shape how indi-
viduals perform their roles.2

Institutional effects on individual and group behavior

Individuals are, by definition, the primary actors in mass politics but they are always acting in a 
context defined by formal and informal political institutions. In addition to the effects of those 
institutions on individuals, the institutions influence the behavior of organizational actors such 
as political parties and interest groups. Further, we can also conceptualize the political parties 
and interest groups themselves as institutions (see Peters 2010) that in turn interact with one 
another and also shape the behavior of individual citizens.3

 I will be arguing that institutions have two primary effects on political participation and 
voting. The first is that institutions are opportunity structures, and the more open these structures 
are to the involvement of citizens then the greater encouragement they will provide for parti-
cipation. The other effect of institutions on participation will be through information. To the 
extent that institutions can reduce the information costs of potential participants in the political 
process, the more likely those citizens are to actually participate.

Institutions as opportunity structures

One general way of conceptualizing the impact of institutions on individuals is to think of them 
as opportunity structures for individuals. That is, the formal institutions in the public sector can 
provide opportunities for political action, or they may be designed in ways that discourage or 
actively repress participation and involvement. These opportunities, or lack thereof, can be 
developed from the level of macro- constitutional structures all the way down to the structures 
of political parties and interest groups themselves. Further, the institutional features affecting 
behavior need not be formal organizations, but rather may also be legal prescriptions or pro-
scriptions on behavior that affect the opportunities for involvement.4

 In his conceptualization of opportunity structures, Kitschelt (1986) focused on the openness 
of institutions, as well as the effectiveness of institutions in making and implementing policy, to 
define types of structures. In this model, open systems, and especially those with effective gov-
ernments, provide the greatest opportunities for participation, and have a style which attempts 
to assimilate social movement or other attempts to influence policy. On the other hand, more 
closed and ineffective political systems tend to provide fewer real opportunities and produce 
more confrontational styles of governing.
 The term of opportunity structure has been employed in a variety of ways in the literature 
on political participation. The dominant use of the idea of opportunity structures has been in 
relationship to the development and success of social movements (McAdam, McCarthy and 
Zald 1996). In this perspective, the openness of the state to its citizens and their articulation of 
interests will influence the capacity, and the necessity, of those social movements to form and to 



Institutions and voting behavior

43

have demonstrable effects on policy. On the other hand, the capacity of the state to employ 
repression to prevent mobilization of movements will obviously limit the opportunities for 
those movements to have any success.
 I tend to subscribe to Giovanni Sartori’s (1970) tenets about the dangers of concept “stretch-
ing.” There is an inherent danger that by stretching the concept it loses meaning and is applied 
in circumstances in which it is inappropriate and may, in fact, cloud meaning rather than con-
tribute to understanding. In this case, however, I do think it may be useful to extend the discus-
sion of opportunity structures to encompass the various ways in which political institutions 
shape the opportunities available to citizens for participation. This stretching does not under-
mine the basic content of that concept in any significant manner, even though it does apply the 
concept to a much wider range of phenomena, in terms of both the institutions and the actors, 
than originally intended.5 This should also be understood in a context in which some versions 
of institutionalism may themselves be considered “stretched” when compared to a formal, struc-
tural conception of that term.
 In the following discussion, I will be examining the influence of institutions on opportunity 
structures for individuals and groups in society. The same logic that has been applied to social 
movements can be extended to a range of phenomena. While the study of social movements has 
tended to focus on the movements themselves, this analysis will focus more on the institutions 
that present the opportunity structures for participation, and which may even shape the direc-
tion of participation for citizens. The primary “dependent variable” for this discussion will be 
voter turnout, but other patterns of participation will also be considered.

Opportunity structures at the macro- level

As noted above, the concept of opportunity structures can also be applied at the macro- 
institutional or constitutional level as well as for mass participation. Several of the conventional 
institutional differences among political systems can be conceptualized as differences in oppor-
tunity structures for participation. While institutional differences such as those between pres-
idential and parliamentary systems, and between federal and unitary regimes, are usually discussed 
in terms of their impacts on governance capacities (Lijphart 2012; Weaver and Rockman 1993), 
these different institutional structures also can be argued to influence levels and types of political 
participation of individuals.
 If we begin with the classic distinction of presidential and parliamentary systems, we could 
posit several potentially contradictory hypotheses about the effect of these institutional struc-
tures on mass participation. On the one hand, the presence of two independent structures in 
presidential systems that have influence over policy provides citizens with multiple opportun-
ities for voting, and for voting that actually does influence the policies being adopted by govern-
ment. Parliamentary regimes, on the other hand, allow only one set of votes that in the end 
determine the occupants of both executive and legislative offices.
 The alternative hypothesis would be that voters want the chance to actually choose policy 
when they vote, and therefore parliamentary regimes, especially parliamentary regimes with the 
opportunity to produce a one- party government, or a coalition with a limited number of parties, 
may provide them greater opportunities to shape policy directly. Voting for the parliament that 
in turn will determine the nature of the executive does not confront the voter with as great a 
probability of gridlock and dilatory institutional politics as is possible, or even likely, with pres-
idential governments and their checks and balances.
 The opportunities provided voters to make decisions about both executive and legislative 
officials in presidential governments appear to be taken by voters, and often result in divided 
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government (Mayhew 1991). Divided governments emerge frequently at both the federal and 
the state government levels in the United States. There is a seemingly disproportionate number 
of elections that result in divided governments, with voters – whether consciously or subcon-
sciously – choosing the legislature from one party and the executive from the other. If this 
outcome is intentional on the part of voters, then those choices would appear to contradict the 
assumption that voters like to choose governments and thereby to select public policy. Rather, 
these voters appear to be selecting inaction and gridlock.
 Divided governments are not, however, solely an American phenomenon (Elgie 2001). In 
semi- presidential regimes such as France, there have been several periods of cohabitation since the 
formation of the Fifth Republic (Tsai 2008). Likewise, other countries copying the French 
model, especially in Eastern and Central Europe, have also had periods of divided government, 
sometimes with negative consequences for governing (Gerghina and Mosciou 2013). Leaving 
the governance consequences aside for the moment, the capacity to vote separately for the legis-
lature and for the president provides more opportunities for participation and perhaps for dif-
ferentiated choices by voters.
 There are several possible effects on participation of having a presidential form of govern-
ment. On the one hand, voting for president appears to focus attention on that election and to 
make voters believe that their participation is particularly important (Blais 2000). With the 
presidentialization of parliamentary systems (Poguntke and Webb 2007), the connections 
between voting for candidates and the choice of executive appear to have become clearer in 
many parliamentary systems, notably those with a limited number of possible post- election 
coalitions. However, when the coalition possibilities are not known ex ante the connections 
between voting in parliamentary elections and the governmental and policy outcomes of the 
election may be more difficult for voters to identify.6

 At an extreme, the numerous elective positions in many American state and local govern-
ments can provide both opportunities for participation and a source of potential confusion for 
voters (see, for example, Green and Gerber 2015). Some American states in the South and 
Midwest provide for up to a dozen statewide elected officials in the executive branch – not 
counting legislators or judges. And then there are numerous local government officials to vote 
for as well, especially when local governments are nested within larger units.7 These multiple 
opportunities for participation can at some point impose such great information demands on 
voters that they may opt out of voting. The multiple elections can also produce voter fatigue, 
especially with, as in Switzerland, multiple referendums (Rallings, Thrasher and Borisyuk 
2003).

Federalism

The division of powers among levels of government, and the degree of autonomy available to 
sub- national governments, is another standard institutional question in the public sector. This 
question is usually phrased as federalism but the formal constitutional differences between federal 
and unitary systems tell only part of the story. For example, there are marked differences in the 
powers available to the provinces or states within federal regimes (Fenna and Hueglin 2010). 
Likewise, in some instances, sub- national governments in nominally unitary regimes may have 
more autonomy to raise taxes and make autonomous policy decisions than do those in federal 
regimes.8

 We should therefore tend to think of this question of sub- national government more in 
terms of the degree of decentralization existing within a regime (Falleti 2005). What powers are 
decentralized – whether to provincial or local governments – and what powers are retained in 
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the center? And to what extent are political powers decentralized? This division of power 
among various levels of government presents opportunities and barriers to voters attempting to 
control public policy. On the one hand, more decentralized forms of governance present more 
opportunities for citizens to participate. On the other, however, more decentralized regimes 
may make influencing overall patterns of policy more difficult; a party or an interest group 
would have to be successful in a number of different venues to shape national policy.
 Although decentralization is the more generic concept for addressing the question of the 
allocation of powers among tiers of government, the formal institutions associated with fed-
eralism also have some relevance. In particular, having a sub- national tier of government with 
some degree of sovereignty and having autonomy over some aspects of governing – especially 
when that involves own- source revenues – creates arrangements that can influence the utility of 
voting, as well as the pattern of voting.
 To be more precise, federalism creates the possibility of another form of divided govern-
ment. Voters can, if they wish, create patterns in which the central government is controlled by 
one party or coalition and the states or Länder are controlled by another political group. These 
voting opportunities have special relevance when, as in the case of Germany and Austria, those 
Land governments send representatives to the second chamber of parliament. These second 
chambers cannot dismiss a government formed in the lower house, but they can make the life 
of that government rather difficult, as is true in any form of divided government.

The bureaucracy and participation

Bureaucracy and democracy are usually thought of as antithetical concepts, albeit both having 
substantial relevance for governing. However, the structure of bureaucracies may have some 
impact, albeit very indirectly, on the behavior of voters and the politicians whom they elect. 
The accountability function is central to any democratic regime (Brandsma and Schillemans 
2013) and elections are far from irrelevant for promoting that accountability. This is especially 
true if, as Keane (2009) has argued, democracy is increasingly about monitoring government 
activities rather than voting to attempt to make grand policy decisions.
 In addition to the argument concerning the monitory nature of contemporary democracy, 
the increased presidentialization of governments (see Poguntke and Webb 2007; Savoie 2008; 
but see Norton 2013 on the United Kingdom) may also emphasize voting as a mechanism for 
accountability rather than for policy choice. If in parliamentary regimes power is moving toward 
the executive and parliamentary democracy has in essence become prime ministerial demo-
cracies, then voting may be an even blunter instrument than in the past for controlling policy. 
That is especially true for multi- party systems in which the coalition that will emerge after an 
election is not known.9

 The diminished capacity to control policy through the election appears to be a reality of 
contemporary democracies, and with it there may be a decrease in the real and/or perceived 
efficacy of voting for many citizens. That said, the necessity of controlling governments retro-
spectively will, if anything, have been increased by executive dominance in government. With 
the powers of the political executive parliaments increasing significantly, voters can react to 
perceived poor policy choices, or other perceived failures, through replacing that executive 
through a subsequent election.
 At the same time that political executives have been increasing their powers relative to 
parliaments, there have been significant changes in the nature of public bureaucracy that also 
have made the voting act seemingly less efficacious in controlling the bureaucracy. As early as 
the 1980s (Day and Klein 1987), it had become clear that the classic form of parliamentary 
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accountability was becoming less dominant and other forms of accountability depending more 
on the use of social actors and stakeholders were ascendant.
 The shift in accountability is only one manifestation of changes in the public bureaucracy 
that may have some effect on voting, at least indirectly. Part of the logic of the New Public 
Management (see Christensen and Laegreid 2011) has been to emphasize the role of public 
administrators in making policy and denigrating their nominal political masters. As well as a 
general cultural shift within the public sector, structural changes, such as the use of agencies, 
tended to reduce the control of political leaders over the bureaucracy (Verhoest 2010).
 While this shift in the linkage of voting to accountability over the public bureaucracy may 
tend to devalue voting, the positive side of the story is that these transformations may open dif-
ferent opportunities for participation. Although reforms of the public sector have tended to 
emphasize the autonomy of the bureaucracy, that autonomy is also limited by increased powers 
for clients and participants at the level of the individual facility (Gilley 2009). If voting does not 
provide the public with the type of influence over the executive that should exist in a demo-
cracy, there may still be effective forms of participation available for those citizens.

Information costs and voting

Information costs can be a second major variable affecting voting, and especially voting turnout. 
High information costs can be considered a major deterrent to potential participants in the polit-
ical process. If voters have to invest heavily in acquiring information then they will be less likely 
to participate. Either the costs will be too high and they will not seek out the information, or 
they will not want to consider themselves ignorant when they go to the polls, so will not go. 
Institutions in the political system, and especially party systems and the nature of political parties, 
can raise or lower information costs, and hence affect turnout.
 Campaign laws themselves may increase information costs for voting. In some countries, 
such as the United Kingdom, there are limits to the distribution of campaign information, and 
an inability to purchase media time. In others, campaigning may end a day or several days before 
the poll, so that last- minute potential voters have less information. And in the interest of pre-
venting bandwagon effects, opinion poll information can be restricted. While done in the 
interest of fairness in most cases, these mechanisms do impose greater information costs.
 While lowering information costs for voters may in general be a positive value for the political 
system, like so many aspects of designing institutions there will be trade- offs with other important 
values (Smith 2009). For example, lowering information costs for voting by reducing the number 
of parties and making the party system more stable (see below) will tend to reduce the representa-
tiveness of the party system and the parliament. Likewise, lowering information costs for voters 
through reducing the number of elective offices, or by reducing opportunities for referendums and 
initiatives, will potentially have a negative effect on democratic controls over government.

Credible commitment

The concept of credible commitment has been used to describe the need for public sector insti-
tutions, such as central banks and regulatory agencies, to make policy choices that will survive 
beyond a single term of office (Majone 2002; North 1993). Again, if we stretch the concept of 
credible commitment further, we can argue that political parties as institutions should make 
credible commitments to policy positions and ideology to reduce the information costs of voters. 
And if they can reduce those information costs then citizens will find it easier to make choices 
and to vote.
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 To some extent, the choice to maintain consistent policy positions is the decision of the party 
itself. If it wishes to maintain a stable approach to policy across time, there are few constraints 
on its doing so, other than perhaps electoral success. That said, the electoral systems and electoral 
laws may also influence the capacity of the party to maintain a predictable position. If we return 
to Duverger’s (1951) classic distinction between parties of maneuver and parties of position, we 
could argue that parties of maneuver, usually parties in two- party or limited multi- party systems, 
will provide more unstable, or perhaps merely ambiguous, policy positions. In contrast, parties 
in more extreme multi- party systems will maintain more consistent positions and thus lower 
information costs for voters.
 Proportional representation also tends to reduce the need for tactical or “sophisticated” 
voting. Perhaps only when there are questions of getting an allied party over a threshold is there 
much reason to vote for the party representing the voters’ real preferences. In single- member 
districts, however, there are often significant incentives to vote for a less preferred alternative in 
order to prevent the least preferred party from winning (see Kiewiet 2013). The possible advant-
ages of this type of voting in turn require higher levels of information from voters than would 
be true in other voting systems.
 Unfortunately, there appears to be an equally viable alternative hypothesis about the role of 
multi- party systems. More extreme multi- party systems offer fewer barriers to entry for new 
parties, whether these be personalistic “flash” parties or attempts to create more stable and 
enduring parties. When there are a number of new parties entering the electoral market, then 
voters will have to sort through more options and acquire more information in order to make a 
rational choice among the options. Or they may simply opt not to participate.
 The above discussion assumes that voters are indeed making their voting choices based prim-
arily on their policy preferences. We have assumed the same already in some of the discussion 
of opportunity structures, with the argument being that when multi- party coalition systems 
obscure the connection between voting, the coalition that is formed, and policy choices, then 
potential voters may think that their vote is too blunt an instrument to affect the final choices 
made by government (see Selb 2009). In this case, the necessity of frequently renewing one’s 
stock of relevant political information to take into account new parties that come, and may soon 
go, may lead potential voters to spend their time and energy elsewhere.

Electoral laws and voting behavior

I have already discussed some general analytic and theoretical approaches concerning the role of 
institutions in affecting voting. I will now look more specifically at the most significant institu-
tion affecting voting, namely electoral laws. These laws will influence voting behavior through 
both of the mechanisms mentioned above, and may have some more specific effects on the 
behavior of individuals as they become involved in the political process, as well as on the role 
of political parties that have an indirect effect on individual behavior.
 Law is a fundamental institution of society, and for the political system. For the purposes of 
defining the opportunities for participation, and defining the impacts of voting behavior, elect-
oral laws represent a crucial legal framework (Bowler 2006). From at least the time of Maurice 
Duverger (1951), we have understood clearly that electoral laws affect the party system, with 
two- party systems being likely to occur only in electoral systems with first- past-the- post systems. 
More recent scholarship (Taagapera and Shugart 1999) has refined the linkage between electoral 
laws and the capacity of electoral systems to produce outcomes that represent closely the divi-
sion of votes among parties, and have discussed the effects of various electoral systems on the 
outcomes of elections.
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 We can hypothesize that this basic impact of electoral laws on the number of parties and the 
diversity of the ideologies (or at least electoral platforms) offered by the parties will affect the 
behavior of voters, as well as their political activities beyond voting. For example, the general 
argument – supported by some evidence – is that proportional representation systems are related 
to higher levels of turnout than are single- member district, first- past-the- post systems (Ladner 
and Milner 1999). This linkage between electoral law and the representativeness of parliaments 
is a manifestation of the logic of opportunity structures discussed above. If the electoral laws 
provide more opportunities for parties to enter politics, and therefore make it easier for voters 
to select parties whose policies they support, then citizens may be more likely to participate.10

 The general assumption has been that proportional representation is linked to higher levels 
of turnout (see Brockington 2004, for a nuanced perspective). The effects of proportional 
representation on turnout appear to be manifested through several paths. The most obvious is 
that, with multiple parties running for office, the voter is likely to find a party that is close to his 
or her political views than in the more constrained selection of parties available under other 
electoral systems. In addition, the voter may feel more efficacious in a proportional representa-
tion system, knowing that their party or candidate has a greater opportunity to gain at least some 
representation.
 There may, however, be some point at which the electoral institutions can permit too many 
parties to participate, and with that cause confusion and impose significant information costs on 
voters. Leaving aside small and obviously idiosyncratic parties, the Dutch general election of 
2012 had 20 parties participating, while the Peruvian elections of 2016 for president had candid-
ates representing 18 parties.11 Especially if the party system is not well- institutionalized and there 
are numerous shifts in party names and composition between elections, this proliferation of 
parties can impose a major information burden on voters.
 As well as the possible negative effects of a large number of parties on turnout, the informa-
tional demands imposed by more complex electoral systems, such as the Single Transferable 
Vote (STV), may also suppress participation. If a voter has to rank all candidates in a multi- party 
election then all but the best informed and most diligent of voters may feel somewhat reluctant 
to participate. Thus, those electoral systems that provide voters the greatest power over out-
comes may also demand the most from those voters. Thus, in this setting there may be a conflict 
between the opportunities provided to, and the information required of, the voters.
 Even in single- member districts, however, there may be effects of other aspects of electoral 
law on voter turnout. For example Jackman (1987) found that in the United States elections in 
competitive districts tend to have higher turnout than in those that are less competitive. The 
same appears to be true in most British elections (Denver 2015). In the competitive districts 
there was something to vote for, while in less competitive districts there may be little reason to 
vote, other than to express systemic support. Thus, in American elections with congressional 
districts and state legislatures increasingly gerrymandered to ensure one party or the other wins 
consistently, already low levels of turnout should be expected to worsen (Angstrom 2013). The 
relative absence of gerrymandered and safe seats in proportional representation systems provides 
voters with greater incentives to turn out to vote on a more consistent basis.
 While these two basic notions of the linkage between electoral institutions and voting are 
useful, there may be several more detailed points that should also be made. The first is that the 
relationship between electoral laws and turnout is more suggestive than conclusive, and there 
are certainly cases in which the effects are the opposite of those argued above. The degree of 
representativeness produced by electoral laws and the capacity of voting to ensure the formation 
of government are inversely related. Therefore, voters may be deterred from voting if they 
think that their vote will not be related to the outcomes of the election. That said, however, 
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majoritarian political systems tend to have lower levels of political participation than do propor-
tional representation, arguing that voters appear to value having their views represented more 
than they do producing winners.
 The presence of threshold values for the representation of a party in the parliament may affect 
the strategies of voters more than it affects the level of turnout. For example, if a political party 
A likely requires another particular party B as a coalition partner, then voters who actually prefer 
A may decide, or even be encouraged, to vote for B in order to ensure that B surpasses the 
electoral threshold. For example, the rather high threshold of 5 percent in German elections 
may encourage Christian Democratic Union adherents to vote for the Free Democrats in order 
to ensure that their usual coalition partner is indeed present in parliament.12

 The threshold requirement may also affect turnout. If adherents of a particular party do not 
think their party can surpass the needed proportion of votes, then they may choose not to vote 
unless one of the other available parties is acceptable to them. While the presence of a threshold 
was intended to deter, at least in part, the representation of radical and anti- systemic parties in 
parliament, it may have a more pervasive effect of institutionalizing a particular cartel of parties 
and in the process discouraging voters who want to move away from the status quo, even if in 
benign directions.
 Finally, other changes in electoral laws may also be able to influence turnout, and in a pos-
itive direction. Mechanisms such as postal voting, early voting, extending the time period for 
voting and Sunday elections all appear to increase turnout (Franklin 2001). These mechanisms 
appear to be especially important in the United States for increasing the electoral participation 
of members of minority groups.

Other reasons for voting

The above discussion has been premised on an assumption that voters choose parties, or candid-
ates, for policy reasons. We know, however, that voters in many countries tend to be more 
interested in the capacity of politicians to provide constituency service, and to “bring home the 
bacon,” than they are in their policy stances. That is, voters want representatives who will serve 
as intermediaries with the bureaucracy, and who can bring public money (whether as infrastruc-
ture or government contracts for local firms) to their area. For politicians, then, taking policy 
stances runs the risk of alienating voters while successful constituency service only makes 
friends.13

 If we leave aside for a moment the more clientelistic forms of relationship between voters 
and their elected representative (Piattoni 2001), we can still identify the presence of an inter-
action among electoral laws, the provision of benefits for individuals and districts, and voting. 
First, for this relationship to function, there needs to be some close connection between the 
voter and the representative, something that is more likely to exist in first- past-the- post majori-
tarian systems.14 The relationship is, however, confounded by the tendency for these voting 
systems to produce incumbency and safe districts, reducing the incentive for voters to turn out. 
Voters can therefore be free riders, taking the benefits of constituency service when needed but 
not having to invest time and effort in voting.

Political parties and participation

Not only do electoral laws affect the participation of individuals in politics, as I have argued 
above, political parties themselves may, as one type of institution, offer more or fewer oppor-
tunities for individuals to participate and to be effective in that participation.15 At one extreme, 
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one can find the American party system in which the leadership of the party has little control 
over the party and who can run for office in the name of the party. The primary system allows 
outsiders who have not worked their way up the hierarchy within the party – namely, Donald 
Trump and Ben Carson – to parachute into candidacy and, especially in state and local elections, 
even to win office. While the endorsement of the party may still be necessary for election – if 
nothing else being assured of places on the ballot – that endorsement is possible for an extremely 
wide array of individuals.
 At the other end of this spectrum of political parties, those that function in closed list elect-
oral systems can control not only who runs in their name but also the order in which they 
appear on the ballot. These more formalized structures and roles for political parties in the elect-
oral process enable them to control political recruitment, but may also provide fewer opportun-
ities for voters to express their views, especially of individual candidates. The capacity to control 
recruitment and placement of candidates strengthens parties as institutions, but also provides 
greater predictability for voters and thus lowers the information costs for those voters.
 This powerful role assigned to the leadership of parties will be effective when there are strong 
party loyalties and commitments, as has been true for traditional parties in Europe and, to some 
extent, Latin America. But the commitment of voters to parties has been decreasing significantly 
for the past several decades (van Bizen, Mair and Poguntke 2012) and appears likely to continue. 
The former cartel parties (Katz and Mair 2009) are facing increased competition from “flash 
parties” and other less institutionalized parties (Barr 2009).

Summary

This chapter has attempted to demonstrate the connection between the institutional design of 
political systems and the behavior of voters. Although these institutional effects may appear far 
removed from more proximate causes of voting, such as attitudes and policy preferences, they 
are nonetheless important for understanding patterns of behavior at an aggregate level. These 
connections also point to the interactions between individuals and institutions that are important 
for institutional theory.
 As well as the importance for institutional theory, this discussion is obviously very relevant 
for understanding how political participation – and most notably, voter turnout – can be shaped. 
While affecting attitudes toward government and a sense of civic duty toward voting may be 
difficult, institutions can be manipulated more readily. But, as already noted, attempts to affect 
levels of public participation may be only one of a number of criteria that institutional designers 
may consider when shaping institutions. Political institutions are complex structures with a wide 
range of effects on their members and on politics as a whole, and their role in political participa-
tion should not be underestimated.

Notes

 1 The sociological approach to institutionalism (March and Olsen 1989) defines institutions in terms of 
these concepts, and does not differentiate clearly between formal and informal institutions. For the 
purposes of this analysis, I will focus on formal institutions defined in more legalistic and structural 
terms.

 2 One of the best examples of this influence is Matthews (1960).
 3 One of the standard understandings of institutional theory is that the environment of any one institu-

tion is composed of other institutions.
 4 Elinor Ostrom (1990) defined institutions as structures of rules that permit, prescribe and proscribe 

behaviors by individuals.
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 5 In Sartori’s terminology, this application of the concept of opportunity structures involves increased 
extension of the concept, although in this case there is not any significant reduction of the intension of 
the concept.

 6 Richard Rose (1976) developed a model of party government that linked voting choices, the charac-
teristics of the individuals occupying government positions and policy choices. He argued that even in 
majoritarian political systems such as the United Kingdom the linkage between voting and the choices 
of governments was tenuous.

 7 For example, I vote for officials at the county level as well as for the borough in which I reside. And I 
also vote for school board members.

 8 For example, Swedish local governments have substantially more taxing powers than do sub- national 
governments in federal regimes such as Germany.

 9 Of course in some moderate multi- party systems, to use Sartori’s term, there may be only a limited 
number of possible coalitions so that voters would have a much better chance of assessing ex ante likely 
policy choices.

10 For an analysis of the effects of proportional representation as opposed to the first- past-the- post system, 
see Dunleavy et al. (1998).

11 Perhaps the tradition of compulsory voting in the Netherlands mitigates some of the effects of so many 
choices for the voters.

12 In the 2013 election, this strategy failed and the Free Democratic Party did not pass the threshold. The 
Social Democrats have had a somewhat similar relationship with the Green Party, especially at the Land 
level.

13 This logic is at least part of the reason for high levels of reelection of sitting members of legislatures. For 
the classic statement, see Fiorina (1977).

14 That said, the STV voting system in Ireland, with the capacity of voters to rank candidates, may create 
some of the same patterns. See Collins (1985).

15 On political parties as institutions, see Peters (2010, Chapter 8).
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5

The Big PicTure
Turnout at the macro- level

Jack Vowles

This chapter examines the “big picture” of electoral turnout: research at the aggregate or macro-
 level in search of temporal, contextual, and institutional explanations of variation in turnout. It 
begins with a brief review of the field and its methodology, moving on to assess the extent of 
change over time. It reviews debates and empirical evidence about the possible consequences of 
variation in turnout for partisan politics, public policy, and social and economic inequality. It 
concludes by addressing the reasons for variation in turnout, with particular attention to the 
order of elections, competitiveness, and electoral systems.

Development of the field and its methodology

Systematic aggregate- level cross- national analysis of electoral turnout began in the 1980s as a 
growing time series of continuously democratic elections began to accumulate (see, for example, 
Powell 1980). Countries and the elections nested within them could be treated as “country- 
election” cases. By the 1990s, as the number of individual- level sample- survey election studies 
multiplied around the world, research mixing aggregate and individual- level data began to 
emerge. Since 1996, the Comparative Study of Electoral Systems (CSES) has been collecting 
data from election studies around the world, providing easy access.1 Multi- level models make it 
possible to combine analysis at both the aggregate and individual levels, estimating not only the 
direct effects of macro- variables but also the extent to which their effects run through and 
interact with other explanatory variables at the individual level. This approach is now at the 
cutting edge of both aggregate and individual- level observational electoral research on turnout. 
This chapter will therefore address the use of macro- level explanatory variables both in aggregate-
 level and in some multi- level analyses of turnout.
 From the research so far, one set of findings stands out. Between- country differences in 
turnout cannot be explained by individual- level differences within them: indeed between- 
country differences in turnout exceed differences that are the consequence of individual- level 
characteristics. Change over time within countries is strongly shaped by processes of genera-
tional replacement that can be modeled at both the individual and aggregate levels (Franklin 
2004; Franklin, Lyons, and Marsh 2004; van der Brug and Franklin in this volume). But 
between- country differences also are generally much greater than those associated with change 
over time.2
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 Aggregate- level electoral research presents methodological challenges. Countries differ in 
their cultures, in their social and economic development, and in their institutions. Change in 
these variables is slow. Institutional change is rare. Change within countries occurs more in the 
character of elections: in how much elections are perceived to matter, changes in the nature and 
strategies of actors, and in consequent voter perceptions of efficacy. Examining temporal change, 
one can cautiously make causal inferences. But because many country characteristics are within-
 country constants, modeling those relies on cross- sectional variation (for important exceptions, 
see Franklin 2004; Vowles, Katz, and Stevens 2015), and thus there is rarely empirical evidence 
of causality: such inferences rely largely on theory.
 Time series analysis within cross- sectional panels presents further challenges. Trending in 
dependent and independent variables presents dangers of spurious correlation. Autocorrelation 
and the possible presence of unit roots in dependent variables add to the difficulties, as does the 
risk of heteroscedasticity. All these can be addressed through batteries of diagnostic tests and 
“fixes” (Beck and Katz 1995; Beck 2001; Wooldridge 2002; Wilson and Butler 2007). Over the 
years, awareness of such problems has grown and standards in recent research (following the 
hugely influential Beck and Katz 1995) are higher than in the past.

Up, down, or trendless?

Debate continues about electoral turnout trends. The Institute for Democracy and Electoral 
Assistance (IDEA) maintains a valuable database on electoral turnout around the world. The 
IDEA data estimate turnout as a percentage of those registered to vote, and also on an age- 
eligible population basis. These distinct statistics are the focus of another debate in the literature. 
Turnout on a registration basis excludes those not registered, which can be a significant number. 
Some people may be registered more than once. The list may contain people who have died or 
left the country. Turnout on an age- eligible population basis requires census data based estim-
ates, and in many countries the denominator of the fraction will contain non- citizens, non- 
residents, and others ineligible to vote. The choice between the two means of estimation is 
difficult: some analysts choose one, some the other, and increasingly both (Geys 2006: 
638–640).
 Some may argue that seeking to generalize about turnout trends internationally is pointless: 
there is too much inexplicable country- level variation, and too much potential for error. None-
theless, there remains a demand for systematic descriptions of this kind. IDEA provides further 
information in its database: the type of election (European Union, parliamentary, or presiden-
tial), whether or not voting is compulsory, and the Freedom House score of political and civil 
rights, the latter only available in the data from the beginning of Freedom House data collection 
from the early 1970s.
 For national presidential and parliamentary elections, Figure 5.1 shows the trend of turnout 
change over this period in countries that have consistently scored one or two on the Freedom 
House Index, and in which an uninterrupted time series begins at some point in the 1970s or 
earlier: 31 relatively long- term free or full democracies with populations over 200,000.3 The 
data are averaged over five- year time periods, allowing most countries to contribute at least one 
election to each estimate. Regardless of use of the registration or age- eligible base, average 
turnout is down by 11–12 percent from a peak in the period around 1980 to the present: by 77 
to 65 percent on an age- eligible base, and 82 to 71 percent on a registration base. The peak is 
not at the beginning of the time series, but part way in. Examination of data prior to the 1970s 
suggests increasing turnout to about 1980 from a somewhat lower level in 1945, but the mix of 
countries in the earlier period is a smaller subset. In various regressions unreported here, fixed 
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country effects models controlling for lagged turnout, compulsory voting, parliamentary versus 
presidential, and population show that variation between countries is far greater than change 
over time, but change over time is highly significant, its slope after those controls closely reflect-
ing those in Figure 5.1.

the consequences of turnout variation

Does the level of turnout matter, and if so, how and why? Normative debates inevitably enter 
the picture. For some, high turnout is intrinsically a “good” that maximizes inclusiveness, a key 
conceptual element of democracy (Dahl 1973). For others, high turnout is to be valued or not 
valued because of its consequences, with normative principles still very much in the debate.
 From evidence indicating that many people know little about politics, some infer that the 
votes of people who are ill- informed about politics are not worth having, and the democratic 
process might be better off without them (for example, Caplan 2006; Rosema 2007; Brennan 
2009). In a canonical contribution, Converse (1964) reported that repeated survey research 
indicates low levels of ideological consistency among many citizens, over time and even within 
an interview. In response to survey questions to which they did not know how to respond, 
people were sometimes prone to construct “non- attitudes.” There are very few people who 
know enough about politics to fit into a model of the fully informed citizen (Delli Carpini and 
Keeter 1996; Bartels 2008; but see Bølstad in this volume, and Erikson in this volume). Low 
knowledge is also found among many people who vote regularly. Claims about “low quality 
voters” fail to consider the threshold below which, on those assumptions, one might decide that 
even people who vote now might be better off not doing so.
 The majority of citizens are not perfect deliberators. Even the most informed often fail to 
change their opinions when confronted by contrary evidence (Kuklinski et al. 2000; Taber and 
Lodge 2006). High levels of knowledge do not guarantee well- considered choices. Given this, 
there is a case for valuing everyone’s preferences: the more who are counted, the more likely a 
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collective choice will be better for everyone (Surowiecki 2004). While a high number of com-
pletely random choices among the uninformed would do nothing to enhance elections (Katz 
1997: 245), if those choices are random they are unlikely to create bias. There may be very few 
choices made that are completely random: voters can often get by with very little information 
and still make the choices that they would have made with more information (Popkin 1991; 
Page and Shapiro 1992; Lupia 1994). Such cues may be biased, but so may be the sources of 
information from which more knowledgeable voters draw: they too may have cognitive biases. 
The debate about whether or not we should value maximum or minimum turnout in terms of 
vote “quality” is at heart normative, and cannot be resolved by empirical analysis.
 However, empirical research can seek to uncover the consequences of differential turnout on 
which basis some judgments might be made. Key (1949: 527) observed that politicians are 
“under no compulsion to pay much heed to classes and groups of citizens that do not vote.” As 
Burnham (1987: 99) put it, “if you don’t vote, you don’t count.” In the United States and else-
where, those who are less likely to vote are to be found among the young, those on low 
incomes, and those with low levels of education (Verba, Scholzman, and Brady 1995; Leighley 
and Nagler 2013) – often the same individuals. One might therefore expect less government 
attentiveness to the young, the poor, and the less educated, among whom low turnout is con-
centrated (Solt 2010). Studies of turnout and policy bias across the American states confirm the 
claim that unequal participation, income inequality, and policy bias are linked, some pointing 
the causal arrow in one direction, some in the other, and some denying a relationship. Avery 
(2015) reviews the literature. Using a variety of robustness tests, he confirms that the strongest 
evidence supports causality from turnout bias through policy bias to inequality.
 Drawing on international evidence, the debate is more strongly contested. Many argue that 
low turnout tends to generate a bias among those who can or do vote toward those on higher 
incomes (for example, references in Lijphart 1997; Giger, Rosset, and Bernauer 2012). Again, 
policy consequences are identified. As in the American literature, these are not necessarily 
reflected in the partisan composition of governments or legislatures (Grofman, Owen, and Collet 
1999; Bernhagen and Marsh 2007). Instead, the case is made in terms of policy outcomes. Gov-
ernments of left or right alike will deliver public policy in the interests of the young and poor if 
those groups vote at levels comparable to the rest of the population (Kenworthy and Pontusson 
2005; Mahler 2008; Boix 2003: 184–191). Otherwise, policies will target the better off (Griffin 
and Newman 2013). Policies aimed to benefit the young and poor reduce inequality and provide 
incentives for people in those groups to vote, potentially breaking the cycle of inequality in both 
participation and incomes. Compulsory voting is often recommended to achieve better repres-
entation of those on lower incomes (Fowler 2013; Carey and Horuichi 2014).
 There are findings that more equal societies tend to have higher turnout (Mahler 2002). 
However, the relationship between inequality and turnout remains contested. In a study con-
taining data from 101 countries between 1970 and 2010, Stockemer and Scruggs (2012) find no 
such relationship, whether for developed countries separately or throughout their full dataset. 
Their estimate of inequality comes from Gini coefficients. Solt’s (2008) study is a multi- level 
analysis based on 23 developed countries merging aggregate and survey data from the 1980s and 
1990s. Developed countries are the focus. Solt argues that in less developed countries clientelis-
tic politics will distribute goods to groups powerful enough to claim them, not promoting 
equality. Because his analysis is multi- level, Solt can interact the Gini coefficient with household 
income and estimate effects on the basis of income quintiles. He finds that inequality minimizes 
turnout most among the poor.
 This is the key claim in the debate: not so much that inequality is associated with low turnout 
overall, but that inequality is associated with lower turnout among the poor. Kasara and 
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Suryanarayan (2015) argue that under conditions of high state capacity and redistribution of 
incomes that reduce inequality, the rich may be disposed to vote more than the poor in order 
to reduce their tax exposure. But they question Solt’s finding that the poor are less likely to vote 
in developed countries where inequality is high. In less developed countries, where state capa-
city to redistribute is low and inequality is high, the rich have less need to vote, and the poor 
may be more likely to do so because of vote- buying and clientelism. The relationships between 
inequality, state capacity, redistribution, and turnout therefore remain unclear. At high levels of 
inequality, redistributive spending is low, and turnout has slightly negative effects on the size of 
government (Ansell and Samuels, 2014: 141–170; Boix 2003: 191). Progress toward greater 
consensus in this debate requires multi- level models because both macro- and micro- level data 
are needed.
 Before turning to review three of the main areas of research in the aggregate- level study of 
turnout, one should note the very useful meta- analysis of the literature up to 2006 provided by 
Geys (2006). Summarizing findings about which there is no space to discuss here, Geys found 
that the majority of studies that included it found an effect for population size: turnout is lower 
in larger countries, higher in smaller ones. Population concentration in urban versus rural areas 
is much less frequently found to have an effect. Work based on aggregate measurements of 
individual- level characteristics indicates that stability of population and asset ownership as meas-
ured by the proportion of home- owners also had consistent effects when tested. Ethnic hetero-
geneity tends to reduce turnout, in proportion to the size of minority groups. Past levels of 
turnout are also a good predictor of present turnout. Campaign expenditure is another good 
predictor, with some effects for its tone and negative/positive balance. Compulsory voting 
delivers one of the most robust positive findings for turnout, depending on its level of enforce-
ment. Ease of registration and ease of voting generally also tend to have consistent positive 
effects.

the differences of “order”

The establishment of direct elections to the European Parliament was a landmark in the develop-
ment of electoral politics: the first major experiment in cross- national democracy. In terms of 
turnout, the result has been disappointing. This experience led analysts to the concept of “second-
 order elections,” those deemed to be of relatively low importance by voters, parties, and the mass 
media (Reif and Schmitt 1980; Van der Eijk and Franklin 1996). National elections determining 
the holders of state executive power are “first order.” Lower- level federal, regional, and local 
elections also fall into the “second- order” category. Second- order election behavior is shaped by 
the politics of the related first- order elections, citizens taking cues from the performance of their 
national governments, not so much from politics at the second- order level.
 Second- order election theory is most applied to European Parliamentary elections. Low 
turnout is a major indicator of second- order status, raising issues of circularity given that low 
turnout is one of the theory’s key predictions. Research in the Netherlands indicates that the 
prediction of low turnout, while confirmed at the aggregate level, is less well supported by 
individual- level data. Because turnout in second- order elections is more affected by mobilization, 
the absence of mobilization may be more important than perceptions of voters and non- voters 
themselves (Lefevre and Van Aelst 2014). The alternative claim that apathy and skepticism about 
the European project itself may outweigh perceptions of “less at stake” is either refuted (Franklin 
and Hobolt 2011) or shown to be weak (Schmitt, Sanz, and Braun 2008). Switching into non- 
voting is also related to discontent among those who had voted for the incumbent national 
government, although only where party systems are most institutionally entrenched in Western 
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Europe, where the European election was timed near the middle of the national electoral cycle, 
and found more strongly under single- party governments (Schmitt, Sanz, and Braun 2008).
 Outside the politics of the European Parliament, local government provides opportunities 
for second- order analysis. From the beginnings of the systematic analysis of local elections 
(Morlan 1984), findings of lower turnout are consistent with the theory. However, the cat-
egories of first and second order may be too blunt. In the United Kingdom, turnout has tended 
to be higher in local than European elections because it is perceived that there is more at stake 
locally than across Europe (Heath et al. 1999). Cross- national comparison including both Euro-
pean and non- European countries indicates that turnout in local elections is not always lower 
than in national elections. Coining the term “turnout twist,” Horiuchi (2004) has operational-
ized an independent indicator of how much is at stake from tax revenues and government 
expenditures that explains such cases.
 Second- order election theory comes down to two claims: first, that high- stake elections will 
affect behavior at low- stake elections. This assumes that the same actors are in play at the differ-
ent levels: non- partisan local elections do not fit in this picture. Another possibility has also been 
investigated: behavior at low- stake elections could have marginal but significant effects on those 
with high stakes. Turnout at United States presidential elections is correlated with that at 
previous mid- term elections, more so than with turnout at the previous presidential election 
(Franklin 2004: 107). Direct elections to the European Parliament have reduced turnout in 
European national parliamentary elections (Franklin and Hobolt 2011). Another “twist” comes 
from findings that in parliamentary systems where the Head of State is independently elected, 
turnout in parliamentary elections is adversely affected, although offset if those elections are 
concurrent (Tavits 2009). Concurrent presidential and legislative elections may boost turnout 
generally (Fornos, Power, and Garand 2004; Geys 2006: 652).
 The second important claim of second- order theory is that people will vote or not vote 
according to how much is at stake, usually communicated to the electorate by party mobiliza-
tion and media coverage. As developed by Horiuchi (2004), independent estimates of what is at 
stake seem the best way forward. Analysis linking the effects of the character of elections to 
turnout within individual countries use manifesto data or survey- based perceptions of party 
differences to show that turnout is higher where elections matter in these terms (see for exam-
ples Heath 2007; Vowles, Katz, and Stevens 2015).

the competitiveness model

Theoretically and empirically, the most comprehensive research on turnout at both aggregate 
and individual levels remains Mark Franklin’s Voter Turnout and the Dynamics of Electoral Competi-
tion in Established Democracies Since 1945 (2004). Franklin develops the insight that elections must 
matter to encourage people to vote and incorporates it within a general theory of electoral 
competitiveness. That competition should matter follows from the classic Downsian model 
where “p,” the probability of one’s vote having an effect, interacts with “b,” the benefits one 
might anticipate if one’s preferred candidate or party were elected (Downs 1957). Competit-
iveness is usually identified as the closeness of the race perceived by voters and parties. In 
district- based systems, parties will tend to target their mobilization efforts in the most com-
petitive areas, reducing “c,” the costs of voting, the third element on the right- hand side of the 
Downsian equation. Defined broadly, competitiveness tends to particularly encourage young 
people first entering the electorate to vote, and helps establish a habit of voting or not voting 
that subsequently “sticks,” reducing the effects of later short- term influences, and establishing 
the foundations of variations in turnout between generations or age cohorts.
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 Ups and downs in the development of habits of voting or non- voting might remain relat-
ively constant around a mean without any clear trend toward higher or lower competitiveness. 
However, in countries where elections have become less competitive and policy differences 
between parties more narrow, turnout decline is highly likely and non- competitiveness may be 
the most important driving force. For example, in the case of Britain, it has been claimed that 
there has been no trend toward lower competitiveness in terms of election margins that can be 
linked to turnout decline (Heath 2007) or that changes in electoral margins have had little or no 
effect on turnout (Blais and Rubenson 2013). Contrary evidence also taking account of genera-
tional replacement (see van der Brug and Franklin in this volume) is provided by Vowles, Katz, 
and Stevens (2015).
 Much depends on how the electoral margins are used to define competition in terms of the 
closeness of the race. Most analysts use the vote share gap between first and second place at the 
election in question, measured at the national level, and the vast majority of studies up to 2006 
have found a significant relationship (Geys 2006: 647). Where competition takes place in dis-
tricts, margins can also be estimated at that level. Even when the race is not close nationally, a 
close local contest will still have effects (Franklin and Evans 2000). Most analysts calculate an “ex 
post” margin from the results of the election in question, effectively assuming that voters and 
non- voters could predict it exactly, thus biasing estimates. “Ex ante” margins work better (Geys 
2006: 648). These can come from two sources: the margins from the previous election, or an 
average of polls, usually taken in the last week of the campaign. However, polls can only be used 
at the national level as even if there is any district- level polling it is usually fragmentary. The 
almost invariable choice of vote margins at the national level is, however, peculiar, particularly 
in non- proportional systems where seat margins at the previous election are a much better guide 
to the possibility of a change of government. Because there are multiple indicators of closeness, 
it makes sense to use as many as can be estimated in order to specify the full effects (for example, 
see Vowles, Katz, and Stevens 2015).
 For example, Franklin (2004) incorporates an additional measure in his concept of competit-
iveness, a measure he later refers to as one of clarity of choices: the size of the largest party rel-
ative to 50 percent. Where the largest party receives half the votes, the contest is simplified to 
one of that party against the rest. As the gap between the largest party and 50 percent increases, 
the stakes in the contest become harder to assess, so this aspect of competition is also linked to 
the measure of electoral stakes already discussed.
 Where PR systems operate entirely with national lists, there is no district margin to add to 
the mix. Yet many PR systems do use districts, and/or regional lists, and in these cases district 
margins can also be estimated. Indeed, at least three means of doing so have been suggested, one 
angle being to most closely approximate the first/second- place margin approach (Blais and Lago 
2009; Grofman and Selb 2009), another being to estimate the chances of the previous plurality 
party losing its position (Kayser and Lindstadt 2015). Competitiveness can also be measured on 
a multi- party basis (Endersby, Galatas, and Rackaway 2002). So far, these new and more soph-
isticated measures of competitiveness have not been applied widely. It remains to be seen 
whether they will make much difference to what now must be approaching a consensus: close 
elections do matter.
 A question remains: why do they matter? Is it the expectation that a governing executive 
may be dismissed (Kayser and Lindstadt 2015)? Or is the key mechanism a more general percep-
tion of uncertainty? Where polls indicate an incumbent government will be re- elected, or a 
candidate is strongly entrenched in a safe electoral district, those considering their vote will be 
very certain that it will make no difference. Where the margin is close, one cannot rule out the 
chance that one’s vote could make a difference, unlikely though it may be. One might think of 
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casting a vote in such circumstances as like buying a lottery ticket: one becomes a minor parti-
cipant in the game. There may be a payoff by way of anticipation of the result and vicarious 
engagement. However, party elites do most of the thinking of this nature. They mobilize the 
vote and provide cues, targeting their campaigns in order to maximize turnout among their 
supporters according to the logic of the system in their country.

the Pr debate

One of the most strongly contested debates in the literature on electoral turnout is about the 
effects of electoral systems. Systematic comparative empirical analysis kicked off in the 1980s, 
with work by Powell (1980, 1986). Powell found a positive effect for “nationally competitive 
electoral districts.” Jackman (1987) took up that challenge, adding a variable measuring electoral 
disproportionality. He also included an estimate of party system fragmentation. While propor-
tionality enhanced turnout, party system fragmentation had the opposite effects. Party system 
fragmentation increases uncertainty that votes will directly affect executive power, also true of 
Franklin’s clarity of choices measure. In such circumstances, government formation may be 
determined more by elite bargaining.
 Following Jackman, Blais and Carty (1990) took the analysis further, including elections back 
to the nineteenth century and employing a pooled time series model, setting the standard for all 
subsequent studies. They estimated the effects of electoral institutions formally, rather than in 
terms of proportionality. They estimated the effects of plurality, majority, and majority multi- 
member districts against PR systems as the reference category. On top of controls including 
compulsory or voluntary voting, and the logged size of the legislature as proxy for population, 
they found a 7 percent positive effect for PR against their defined alternatives.
 The next step was to expand the analysis beyond the old established democracies, and here 
the consensus began to break down. Analysis of post- communist countries confirmed the 
finding (Kostandinova 2003) but no effects were found in Latin America (Pérez-Linàn 2001; 
Fornos, Power, and Garand 2004). Blais and Dobrzynska (1998) found only a weak 3 percent 
positive effect for PR when incorporating both old- established and more recently established 
democracies. Reviewing the findings, Blais and Aarts (2006) summarized a set of positive effects 
for turnout under PR, with the exception of Latin America, but were skeptical because of the 
weakness of the findings and uncertainty about their micro- level foundations.
 The PR debate inevitably draws on the analysis of electoral competitiveness. If competit-
iveness is about expectations that a government might be dismissed, those expectations could be 
weaker under PR where party system fragmentation is high. On the other hand, if competit-
iveness is about uncertainty, PR maximizes uncertainty, particularly in terms of a vote affecting 
a single seat shift. PR also means that those wishing to vote for small parties unlikely to win 
single- member districts can vote without the certainty of knowing their parties will be unsuc-
cessful. For the most part, PR systems abolish safe districts, again removing a source of certainty 
that many votes will not effectively count.
 Indeed Selb (2009) has found the lack of competitiveness in safe districts under plurality 
systems to be largely responsible for lower turnout than under PR. His data was from aggregate 
district- level turnout data from 28 national parliamentary elections and 1113 electoral districts. 
To compare ex post margins comparable with single member plurality districts for multi- 
member PR districts, for the PR districts he estimated the margin for the contest for the last seat 
to be allocated (Selb 2009: 537). The data were confined to the old democracies with the addi-
tion of a scattering of newer democracies: Hungary, Mexico, Poland, Portugal, Spain, and 
Romania.
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 The problem of inconsistencies between the old and the new democracies was addressed by 
Endersby and Krieckhaus (2008). They criticized the use of registration- base turnout figures. 
Using an age- eligible base, they found that in fully democratic countries PR increases turnout 
by 5–10 percentage points compared to plurality- majority systems. The effects are higher in 
fully democratic countries. PR has no effects in partially democratic countries. This may explain 
the paucity of findings for Latin America. The use of a registration- based turnout estimate in 
earlier research also reduces the PR effect. The authors argue strongly for an age- eligible base 
estimation. Disaggregating non- PR systems, they find that it is majority systems and non- 
compensatory mixed systems that have the lowest turnout as compared to PR systems. The sign 
for simple plurality systems is negative but not significant.
 However, most of this research has a major weakness. Because systems rarely change, most 
analysts draw their leverage almost entirely from cross- sectional country differences. Marking 
further progress in this debate, Cox, Fiva, and Smith (2015) investigate Norway’s 1921 electoral 
reform and confirm the logic of Selb’s (2009) findings: after change, variance in turnout across 
districts contracts toward an intermediate level. Where under the previous system the majority 
of districts were noncompetitive, a change of system to PR will increase average turnout. 
Turnout goes down in formerly competitive districts where elite mobilization was high, but 
rises elsewhere to more than compensate.
 On the other hand, Vowles’ (2010) macro- micro analysis of New Zealand elections, six 
before and four after the country’s change to mixed- member PR in 1996, finds no robust elect-
oral system effects. After a short- lived initial upturn, turnout continued to go down in con-
ditions of lower overall vote mobilization, lower levels of national vote competition, disruptive 
electoral boundary changes, and the replacement of higher- voting earlier generations by lower-
 voting recent generations. Consistent with the findings of Cox, Fiva, and Smith (2015), district-
 level variation in turnout was reduced to insignificance. Some models indicated somewhat 
higher voting among those entering the electorate after the change compared to those begin-
ning to vote before, but these findings were not robust or consistent. Consistent with the 
finding that “habit” matters (see Dinas in this volume), more elections under the new system 
may be needed for an identifiable difference to emerge. As things stand, the claim that PR 
enhances turnout still has the most support, but the debate will continue.

Conclusions

This review of macro- level explanations of variance in turnout illustrates both the strengths and 
the weaknesses of aggregate- level explanations, despite their strong explanatory power. We can 
confirm that turnout is declining in countries that have generated a sufficiently long time series 
for measurement. There is now a reasonable consensus that closeness of electoral margins 
matters, as well as policy differences between parties. PR does probably promote turnout if it 
abolishes non- competitive districts. Turnout can be low among the poor, but might be offset by 
higher turnout among the rich who vote to reduce their tax liabilities where market incomes 
are unequal but income redistribution is high. Bias in turnout probably does have public policy 
consequences, with less government attention paid to those who do not vote. But the inter-
national findings remain somewhat inconclusive. Aggregate- level analysis alone is insufficient to 
address many of these problems: the future lies in multi- level analyses bringing together and 
interacting variables at the macro- and micro- levels.
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Notes

1 The CSES website can be accessed at www.cses.org.
2 Countries that have, during the period under study, experienced multiple changes in election rules and 

practices (e.g., Switzerland) can show turnout variations that rival between- country differences (Frank-
lin 2004: 11, Table 1.1).

3 The countries are Australia, Austria, Bahamas, Barbados, Belgium, Canada, Costa Rica, Cyprus, 
Denmark, Finland, France, Germany, Greece, Iceland, Ireland, Israel, Italy, Japan, Luxembourg, Malta, 
Mauritius, Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, Trinidad and 
Tobago, the United Kingdom, and the United States.
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6

Demographics anD the 
social Bases of Voter 

turnout

Eric Plutzer

Demographics as the essential core of political behavior research

The term “demographics” conjures up the idea of personal characteristics whose categories are 
typically reported in national censuses and government reports. In every nation, sex, age, marital 
status, educational attainment and some measure of economic status comprise the core concepts 
typically reported. In addition, the “essential core” might include language spoken at home in 
Canada and Switzerland; race, religion and residential mobility in the United States; or ethnicity 
in Uganda and Nigeria.
 For scholars of political behavior generally, demographic characteristics represent highly 
accessible data that are often correlated with behaviors such as turnout, participation, issue pref-
erences and party affiliation. Although scholars may consider different approaches to coding and 
measurement, the operationalization of demographic concepts has been relatively uncontrover-
sial in comparison to the definition and measurement of concepts such as efficacy, alienation and 
other psychological traits believed to be causes of political behavior. The relative stability of 
many demographic characteristics also makes them attractive because reverse causality is (often) 
less plausible. For example, voting in a recent election is unlikely to fundamentally alter a citi-
zen’s reported age, sex, education or income.
 For these reasons – ease of access, uncontested conceptualization and exogeneity – demo-
graphic characteristics have formed the essential core of any analysis that seeks to explain why 
citizens differ in their political behaviors.
 The roots of this can be seen in all the classic studies of political behavior. Lazarsfeld, Berel-
son and Gaudet (1944), for example, examined age, education, occupation, age, place of resid-
ence and sex as predictors of political participation and engagement. Demographic predictors 
were used at least to some extent by Centers (1949) in The Psychology of Social Classes, Key’s 
(1961) Public Opinion and American Democracy (1961), The American Voter (Campbell et al. 1960) 
and most notably in the essays Lipset published in the volume Political Man (1960).
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The declining usefulness of simple demographics

Demographic variables’ ease of use, however, can easily lull even experienced scholars into 
superficial – dare I say lazy – social research. Indeed, there are five common and recurring 
threats to valid inference.
 First, lurking beneath the apparent consensus on measurement are multiple and conflicting 
meanings – for example, what exactly do we mean when we say one citizen is more highly 
educated than another? Might someone who attended Oxford for two years without attaining 
a degree have “higher” education than a graduate of my own Penn State University? Is a degree 
earned in 1980 comparable to a degree from the same school in 2015?
 Second, observed differences such as gender gaps, ethnic cleavages and socio- economic gradi-
ents are the result of complex social processes that ideally should be understood and modeled 
directly.
 Third, differences in measurement quality can sometimes tip the scales in favor of the better 
measured concept, leading researchers to incorrectly conclude that one variable is “more 
important” than another (for a modern review and some novel solutions, see Blackwell, Honaker 
and King 2015).
 Fourth, some demographics are less stable than others, which can mislead scholars in inter-
preting their apparent effects. Instability can be of two types. First, there is instability in the 
actual construct – when a citizen is classified as married, divorced or single this might reflect a 
condition that has influenced current behavior for a few weeks, a few years or a few decades. In 
short, two individuals with the same demographic classification could have very different expo-
sures to the actual causal factors that the demographic proxies are designed to capture.
 Instability can also be a function of survey response – as in answering questions about sexual, 
racial or religious identification differently from time to time. Someone may identify today as 
African American and tomorrow as mixed race and this type of instability poses a different chal-
lenge to inference – with implications for questionnaire design as well as interpretation.
 Fifth, and most fundamentally, society has changed dramatically since the pioneers of behavi-
oral research began using demographics to predict political behavior. Social life was more rigid in 
1950s and 1960s Europe and North America than it is today. Four examples illustrate this well.
 First, men’s and women’s ideal roles were highly proscribed, and this gave the binary variable 
“sex” a clear referent that was reflected in observable differences in political engagement 
(Andersen 1975). Second, a sizable blue collar work force was not only a “class in itself ” but, 
because of strong unions and labor- oriented political parties, blue collar workers comprised a 
class “for itself.” For these reasons, the blue–white collar distinction was highly predictive of 
many political behaviors, such as political party affiliation, and authoritarian attitudes (Lipset 
1960). Third, in Europe especially, university education was restricted to a small group and con-
noted privileged status. But the democratization of higher education and the growing diversity 
of higher education options create significant heterogeneity within traditional groupings of 
educational attainment. Finally, race and ethnicity tended to also put individuals “in their place” 
with relatively rigid expectations; in contrast, a growing number of citizens now claim multiple 
racial and ethnic identities – identities that might differ in salience from one day to another. 
This, along with rapidly changing competition and coalitions among cultural minorities, com-
plicates any attempt to measure and assess the political consequences of racial and ethnic 
affiliation.
 In short, simple demographic classifications were never perfect, but they represented justifi-
able ways of operationalizing the social bases of politics in the 1950s and 1960s. They may still 
be useful, but we have graduated beyond their uncritical use.
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 If “demographic effects” are not as simple as they seem, they remain essential to any effort to 
understand political behavior. Humans are social animals and the political choices we make are 
arguably circumscribed by the social worlds we inhabit. For example, our workplaces structure 
political information we receive (Mutz and Mondak 2006); our neighborhoods and our income 
determine the extent to which political parties seek to mobilize us (Huckfeldt and Sprague 
1995) or seek contributions (Verba, Schlozman and Brady 1995). Thus my goal in writing this 
chapter is to provide a guide to the social bases of political behavior that will help scholars – both 
novice and established – to engage in rigorous research that does justice to the complexity of 
social life and the group affiliations that demographic variables connote. Scholars armed with an 
appreciation for the complexity underlying these deceptively simple variables will be better 
equipped to conduct research that is creative, that more closely models the underlying social 
processes, and is more useful in guiding reforms in public policy.

Ascription, achievement and the fluidity of identity

Anthropologists and sociologists traditionally (see, for example, Foner 1979) distinguish between 
ascribed traits that do not change (e.g., year of birth, sex) from achieved traits that are the result 
of individual and social processes (such as education and occupation). That distinction may have 
been useful as a simplification, but now obscures the importance of identity in translating social 
location into politics. The binary distinction between male and female has given way to sexual 
and gender identities that challenge traditional roles and challenge traditional notions of biologi-
cal determinism (Waylen 2013). While European Jews and African Americans in the 1930s had 
little power over the categories that others placed them in, racial and religious identities are now 
more fluid (Huddy 2001; Junn and Masuoka 2008; Putnam and Campbell 2012) and more 
personal (Bellah et al. 2007).
 While binary distinctions may be useful as simplifying assumptions for empirical research, we 
can no longer assume uncritically that these distinctions do a good job of capturing the politically 
relevant aspects of personal characteristics. Yet this is exactly what a good deal of contemporary 
research does. Whether as “control variables” or as potential causes of political behavior, many 
contemporary scholars continue to use traditional demographic variables and interpret them 
along outdated, culturally conventional lines.
 In that light, my goal in this chapter is to provide readers with a review that empowers them 
to engage in research that does justice to the underlying social dynamics that give many demo-
graphics their explanatory power. Demographics matter – but determining how and why is hard 
work that can no longer rely on social conventions about “people’s place” in the social order.
 To do so, I will focus on four of the core clusters of variables that animate politics today. 
(1) I will begin with demographics that help us to understand political development over the life 
course: variables such as age, family formation, retirement. (2) I then discuss the cluster of 
demographics that comprise socio- economic status (SES): especially social status, education and 
income. (3) We will then move to variables that often interact in domestic life: sex, gender, 
family structure and labor force participation. (4) Finally, I turn to variables that represent 
national and geographic heritage – race, ethnicity and national origin. In each case, issues of 
conceptualization, operationalization and measurement are key considerations.
 This is not, of course, an exhaustive list. This chapter will not discuss religion, residential 
mobility or place of residence (e.g., the urban–rural nexus). However, these variables are strongly 
illustrative of the key demographic variables that influence political behavior and the general 
principles that have led to major advances in the other clusters can be applied to other 
domains.
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 Scholars armed with an appreciation for the complexity underlying these deceptively simple 
variables will be better equipped to conduct research that is creative, that more closely models 
the underlying social processes and that will be more useful in guiding public policy.

Political participation over the life course

Of all demographic factors, none is more prevalent than age. Writing more than 50 years ago, 
Milbrath (1965: 134) cited eight papers that showed the same empirical pattern: very low 
turnout characterized the youngest eligible voters, followed by a steep rise in young adulthood 
followed by gradual increases until voters reach their sixties. Similar patterns are seen in all estab-
lished democracies (Franklin 2004; Melo and Stockemer 2014) and emerging democracies (Pot-
gieter 2013). Recently, fine- grained analyses suggest a slight fall in turnout when young voters 
leave the homes of their parents rather than a uniform monotonic rise (Bhatti and Hansen 
2012a), but the broad pattern remains. This broad pattern, however, probably over- estimates 
the causal impact of age because age- specific mortality is higher for low- SES, low- turnout 
citizens, so each cohort becomes slightly more economically advantaged as it ages (Rodriguez 
2012).
 Whether and to what extent turnout falls off during old age is less often examined than the 
rise in young adulthood. This is partly due to the fact that many electoral surveys limit their 
sampling frame to the non- institutionalized population, thereby excluding citizens who live in 
nursing facilities. The result of this exclusion is that the small number of surveyed respondents 
who are among the old and oldest- old are disproportionately healthy, mobile and fit. For this 
reason, analyses of American National Election Studies, for example, fail to find a falling off in 
old age (Miller and Shanks 1996). However, when scholars have access to government electoral 
data that can be linked to census and health statistics, there is clear evidence of a steep decline in 
old age as well (Bhatti and Hansen 2012b).
 Three broad explanations have been advanced to account for age effects. The first lies in the 
gradual clarification of interests and preferences. Younger citizens may not have a clear sense of 
their own current and future political interests (Achen 2006) – at the age of 18–20 they may be 
in university, in military service or in an apprentice position and lacking a clear sense of whether 
they are on track to benefit or not from high tax rates, tough workplace regulations or most 
government policies. These clarify over time, and seem to do so in ways consistent with Baye-
sian updating (Achen 2006). Likewise, new citizens may not fully appreciate how political 
parties differ (Plutzer 2002) so, even with clear values, it is difficult to map those values on to 
particular candidates or parties – diminishing the motivation to vote.
 The second broad explanation is the gradual internalization of societal norms – adults are 
expected to start a family, keep up with the news, settle into a permanent residence of their own 
and participate in the civic life of the community. Markers of maturation and the adoption of 
adult roles, therefore, may be better predictors of turnout than age, per se (Highton and Wolf-
inger, 2001). The challenge of examining key “life cycle” events, however, is that many are not 
simply markers of maturation, but also of competing demands for time and attention (such as 
the raising of young children – Stoker and Jennings 1995; Plutzer 2002).
 The third explanation focuses on how aging is associated with changes in social networks and 
peer groups. Young adults may first become eligible to vote while living with parents and while 
in schools that encourage civic engagement. But they soon find themselves living among other 
young people who lack electoral experiences – they go from a high turnout context to a low 
turnout context, with a corresponding reduction in social cues and expectations of civic parti-
cipation (Bhatti and Hansen 2012a). As citizens near the ends of their lives, this process reverses 
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as frailty and mortality both reduce the size of networks and impair the political involvement of 
close ties (Bhatti and Hansen 2012b).
 No doubt, these three processes are all in play, sometimes in ways that are mutually reinforc-
ing. The demographic variable of age, therefore, provides a window into the operation of key 
social and cognitive determinants of voting. There are important opportunities to enhance our 
understanding of participation by focusing theories on these underlying dynamics and seeking 
to model them directly, rather than by inferring their impact via the variable of age.
 Of course, while “age” has a clear theoretical connotation, the variable of age in a cross- 
sectional data set is confounded with generational effects. For example, we often refer to “baby 
boomers,” children of the welfare state, or Thatcher’s or Reagan’s children. Coming of age in 
particular political epochs has been explored extensively with respect to values (see, for example, 
Inglehart 1990), and vote choice (see, for example, van der Brug 2010), but less so for turnout 
(though see Miller and Shanks 1996).

The S in SES: social status

Socio- economic status, or SES, is not a variable but, rather, a catch- all term that encompasses a 
wide range of potential characteristics. In the 1960s and 1970s, when data and computational 
capacity exploded to create the modern discipline of political behavior, most researchers assumed 
that the various aspects of SES were so highly correlated that it made sense to think of them as 
comprising a single, unidimensional concept (Duncan 1961). For example, the occupational 
gradient of unskilled, skilled blue collar, clerical, management/professional was highly corre-
lated with education and income (and, in the US, race as well). Scholars found it attractive to 
subsume these characteristics into a single concept because this would simplify both theory and 
analysis. Indeed, many data sets shipped with pre- calculated composite measures of SES – such 
as “Duncan’s SEI.” Today, few scholars find the unidimensional concept useful and our under-
standing of political behavior has been enhanced by close examination of the various 
components.

Social status and social exclusion

Max Weber famously wrote that collective political power can derive from class (the control of 
capital), status (one’s group- based social standing), and party (the power of numbers) (Weber 
1978 [1922]). For the purposes of political behavior research, however, these are amorphous 
concepts. The “S” in SES has given rise to many different concepts and operational variables. It 
is useful to recognize that, for Weber, “status” was a categorical variable. He used the word, 
“standt,” which is best translated as “estate,” and Weber was likely thinking of the political 
power that was wielded by the first estate (monarchs ruling by the social convention that they 
have a “divine right”), the second estate (clergy, to whom people defer even when they lack 
coercive power of the state or the power of money) and the third estate (landowners, who 
derive certain rights, most notably suffrage, as a consequence of their status).
 The concept was later Americanized. America, many believed, had no social classes and no 
state church, but a continuum of statuses based on occupation – white collar professionals 
derived prestige and influence that was not necessarily linked to their income. A school teacher 
held more prestige than a unionized factory worker who might actually have higher earnings.
 The key takeaway is that power and privilege can derive from the formal and informal pres-
tige that a society grants to groups because of esteem, respect or tradition; and that this power 
and privilege is analytically distinct from power deriving from the group’s economic resources.
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 Recently, this idea has found its expression most clearly in studies of social exclusion – when 
societal norms discourage the active participation of groups deemed to be outsiders or insuffi-
ciently integrated into the dominant culture. For example, Heath and his colleagues (2013, 
Chapter 8) show that ethnic minorities in the United Kingdom abstain from voting at especially 
high rates even after accounting for differences due to lower education, class and age; Aasland 
and Fløtten (2001) show similar impacts of Slavic minorities in Estonia and Lativa. The notion 
of social exclusion also has motivated former felons (Pettit and Sykes 2015; Bevelander and 
Pendakur 2011) and alienated youth (Bentley and Oakley 1999).

Education

Other than age, no demographic variable has received as much attention as education (see 
Burden 2009 for an excellent review). It is almost always the first or second strongest predictor 
of voter turnout and political participation, and education’s presumed causal influence was 
unchallenged for four decades in spite of the obvious paradox that turnout in many Western 
nations declined even as educational attainment soared (Brody 1978; Franklin 2004). As late as 
1992, Miller and Shanks (1996: 84) could write of the pre- New Deal generation that “educa-
tion completed a half century earlier apparently subsumes all other social differentials as an influ-
ence promoting turnout.” Miller and Shanks (1996: 85–92) similarly report education to be the 
strongest influence on turnout for New Dealers and the largest effects were found among the 
post- New Deal generation.
 Early attempts to discern the causal influence of education by instrumental variable methods 
produced numerous contradictory findings. Milligan, Moretti and Oreopolus (2004) and Dee 
(2004) showed statistically significant net effects of education, while Tenn’s (2007) analysis 
shows education’s impact to be spurious – at least during the period of completing one’s 
education.
 Some analyses show that the impact of education is not absolute but apparently relative. Pers-
son’s (2013) cross- sectional analysis of 37 countries shows relative education is more predictive 
than absolute. At the individual level, Nie, Junn and Stehlik- Barry (1996) show that education 
effects are relative to one’s generational cohort. The notion that education effects are relative 
can be interpreted in both causal and non- causal terms.
 Hence it is relevant that a series of empirical analyses in the last decade have seriously under-
mined the idea that education has a causal effect on turnout. Persson’s (2013) panel analysis of 
Swedish voters shows education effects present before education is complete. Highton (2009), 
looking at political sophistication using US panel data, finds exactly the same thing. Berinsky 
and Lenz’s (2011) clever use of regression discontinuity designs shows no causal impact of 
education among young Americans in the Vietnam generation. While more research is yet to 
come, it seems that the stronger the research design in terms of causal inference, the less likely 
it is to find any impact of education whatsoever.
 This then raises the question of what accounts for the strong correlation between education 
and turnout. It does not seem to be the result of products of education, such as cognitive ability 
or future earnings – for if it were, unmediated causal analysis would show an impact of educa-
tion. Rather, it points us to precursors of education located in the family of origin, in personality 
and early socialization. In short, at this time, it appears that education effects likely reflect selec-
tion mechanisms and social forces that sort people into tracks of relative privilege.
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The E in SES: class analysis and income effects

The economic components of SES have received considerably less attention than education in 
recent decades, with studies usefully located in two broad traditions. The first is more com-
monly employed in European political science and in North American political sociology, and 
relies heavily on the traditional notion of social class. The second is focused on consumption and 
therefore typically focuses on family or household income.

Class analysis

The Weberian and Marxist tradition of class analysis views politics in historical context and 
social classes as collective actors that make political history. Most of the research on social class 
derives from the presumed conflicts of interest that are created by an individual’s location in the 
economic order. Anticipating Marx, Madison (1787) famously wrote in Federalist #10 that “The 
most common and durable source of factions has been the various and unequal distribution of 
property. Those who hold and those who are without property have ever formed distinct inter-
ests in society.”
 During the 1960s, 1970s and 1980s, class was most typically operationalized based on whether 
the head of a household could be classified as a white collar or blue collar worker (see, for 
example, Burnham 1987). Starting in the late 1980s, the operationalization of social class became 
more nuanced. The two leading approaches augmented occupational titles with information on 
where a worker fit in the class structure, such as whether a worker owned a business, or whether 
she/he supervised lower level workers (see Manza, Hout and Brooks 1995 for a review). By and 
large, class effects on turnout tend to be modest in size in the United States and minimal in 
Europe. Drawing on three decades of evidence, Gallego (2010: 239) concluded “inequality in 
election turnout is not universal.” According to records, in many countries, particularly Euro-
pean democracies, education and income are not associated with voter turnout. The small effect 
of class is in part due to the effective mobilization by trade unions and union- based political 
parties. Class effects are more evident for broader measures of civic participation (e.g., Li, Pickles 
and Savage 2005).
 A second aspect of class analysis is class identification – do individuals think of themselves as being 
members of a particular class? The classical notion that class identity creates a class “for itself ” implies 
that when lower income individuals self- identify with a working class movement, the group iden-
tification can be empowering (Mann 1973). Yet, the limited empirical evidence does not support 
this idea. For example, Walsh, Jennings and Stoker (2004) examined a multi- generational panel 
study and found that political participation was negatively related to working class identification 
(though they did not directly test the implied class × class identification interaction).

Income effects

Individual- level income effects are small or non- existent in Europe (Franklin 2002). When such 
effects are identified, they are typically modest or conditional on other factors – for example, 
Martikainen, Martikainen and Wass (2005) show small income effects on turnout among older 
Finnish citizens.
 In contrast, income matters quite a bit for political participation in the United States. Leigh-
ley and Nagler (2013) demonstrate persistent effects of income on turnout in the United States 
over a 40-year span. In the US, the role of economic status has seen something of a renaissance 
in recent research. All scholars working in this area recognize that money is not a resource that 
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can be directly utilized to increase participation, except in the narrow case of campaign contri-
butions (Verba, Schlozman and Brady 1995). Rather, income is a proxy for more difficult- to-
measure factors that directly or indirectly impact on participation in general and the turnout 
decision in particular.
 Most of this work has focused on the lower end of the income distribution. Pacheco and 
Plutzer (2007, 2008) argue that economic hardship in young adulthood is a precursor to brushes 
with the law, crime victimization, interrupted education and early parenthood, all of which – in 
turn – disrupt the development of habits of civic engagement. Recent work by Holbein (2017) 
suggests that these experiences likely presage low turnout through their correlation with social 
skills such as inter- personal problem solving, emotional and impulse control, and overall life 
management – a finding consistent with Plutzer and Wiefek’s (2006) speculation that income 
mobility effects on turnout might reflect non- cognitive traits such as personal organization and 
perseverance, and with Ojeda’s (2015) demonstration that mental illness – in this case, depres-
sion – can impact voter turnout.
 In short, recent advances have sought to unpack the complex social and psychological proc-
esses that are the proximal causes of observed income gradients in political participation. As 
Holbein shows, doing so can uncover actionable findings – methods to address the underlying 
causes may be far more practical than seeking to enhance participation by changing national 
distributions of income.

Measuring income

Even as income’s effect is presumed to be indirect, the presence of substantial total effects of 
income is important, because it has important implications for the functioning of democracy and 
social justice (Bartels 2009). Ojeda (2017) posited that if income effects reflect an individual’s or 
family’s purchasing power, then political science research might benefit from work in eco-
nomics that seeks to better measure this accurately. In particular, Ojeda shows that operational-
izing income in terms of the ability to meet basic needs reveals larger income effects than would 
be the case using traditional ordinal or log- scaled measures. His approach of adjusting income 
by creating a ratio of current income to the relevant poverty threshold for an individual’s family 
represents a promising approach that can be implemented in most electoral data sets.

Sex and gender, work and family

As recently as 1975, Kristi Anderson (1975: 439) could observe that “politics almost everywhere 
is a male dominated enterprise. … Sex differences in political participation are enormous.” Yet 
even a half century ago, sex differences in most forms of participation were small. Indeed, 
Campbell et al. (1960: 484) show only a 10 percent difference in turnout in the 1956 presiden-
tial election. Ten years ago, Paxton, Kunovich and Hughes (2007: 264) could review the extant 
literature and conclude that “Women’s fight for formal political representation is mostly won … 
women are more likely to vote than men in the United States … and across most countries 
women vote at rates fairly similar to men.”
 If turnout differences are small, there are some additional gender gaps in other dimensions of 
participation. For example, women are less expressive in open- ended questions and more likely 
to give “don’t know” answers in political surveys (Atkeson and Rapoport 2003), they are less 
active in deliberative forums (Karpowitz, Mendelberg and Shaker 2012) and they score lower 
on scales measuring political knowledge, political interest and political efficacy (Verba, Burns 
and Schlozman 1997).
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 Family structure is another topic that has been investigated, with consistent findings that 
married citizens have higher turnout than unmarried citizens (Stoker and Jennings 1995; Denver 
2008), with especially low levels for single parents (Wolfinger and Wolfinger 2008; Plutzer and 
Wiefek 2006). In addition, parental divorce during childhood can have lasting impacts that 
depress turnout in young adulthood (Sandell and Plutzer 2005).
 By and large, these factors – gender, family structure and work life – have been studied in 
isolation, even though it might be expected that marriage, divorce, parenthood and career ori-
entation are experienced quite differently for men and women. It is surprising then, that few 
have examined within- gender differences through the lens of a gendered society that differen-
tially channels politically relevant resources to men and women. The major exception is the 
groundbreaking book by Burns, Schlozman and Verba (2001). They found that women whose 
work life was more career oriented had higher levels of participation than those with jobs that 
were less demanding or who had no employment at all. Though frequently cited, however, few 
have sought to build on this approach to develop a mature and cumulative research program on 
how the intersection of these factors may impact upon political participation.

Race and ethnicity

The enslavement of African Americans, their systematic disenfranchisement under Jim Crow 
laws and the slow implementation of the Voting Rights Act of 1965 creates a particular histor-
ical context for the study of race and politics in the United States. Not surprisingly, the electoral 
participation of African Americans lagged behind that of whites at the dawn of the era of beha-
vioral political science. The authors of The American Voter, for example, estimated that black 
turnout was less than half the rate of whites even in the northern United States (Campbell et al. 
1960: Table 11–6). Based on data from the American National Election Studies, Rosenstone 
and Hansen (2003) estimate an average 15-point racial gap in turnout between 1952 and 1988. 
That gap, however, has closed with African American turnout exceeding that of whites in the 
2008 presidential election.
 Critically, however, early studies examining the black–white gap in participation found that 
the effect disappeared or reversed after accounting for the much lower SES of African American 
voters (see, for example, Guterbock and London 1983). This then represented a puzzle: why did 
African Americans “outperform” the levels of participation that might be expected for white 
Americans of similar age, education and income? The research that sought to solve this puzzle 
is broadly generalizable. Though empirical results have been mixed, they represent approaches 
that have been applied to other minority groups in the United States, and have the potential for 
application to minority politics throughout the world.

Linked fate

The concept of linked fate was initially proposed in Dawson’s seminal book, Behind the Mule. 
Gay, Hochschild and White (2014) describe it this way: 

due to historical and contemporary experiences of group disadvantage and discrimina-
tion, one’s own life chances depend heavily on the status and fortunes of Black Ameri-
cans as a whole. That perception has led, in turn, to the rational substitution of group 
utility for individual utility in political decision- making, and often to a strong moral 
and emotional commitment to the group. 
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The similarity of linked fate to the earlier ideas of class consciousness – how a class transforms 
from the class in itself to a class for itself – is clear, and the concept can in principle be applied 
to any group in any country that has endured periods of disadvantage and discrimination. Indeed, 
it has been applied to many groups in the United States by adapting Dawson’s original question, 
“Do you think what happens generally to Black people in this country will have something to 
do with what happens in your life?,” by substituting other groups in place of the word “Black.” 
The empirical results, however, have been mixed. Effects for African Americans (Philpot, Shaw 
and McGowen 2009; Gay, Hochschild and White 2014), Latinos (Stokes 2003; Stokes- Brown 
2006; Sanchez 2006; Gay, Hochschild and White 2014) and Asians (Kim 2015; Junn and 
Masuoka 2008; Gay, Hochschild and White 2014) have typically been small or not statistically 
significant in the expected direction.

Political empowerment

A long- standing argument is that members of racial and ethnic minorities may be mobilized by 
political empowerment – that is, descriptive representation can lead to feelings of pride and 
efficacy, and a reduction in cynicism, thereby spurring higher turnout (Bobo and Gilliam 1990). 
This argument is more complicated than it seems at first glance, however, because of feedback 
to majority member citizens. The political empowerment model is silent on (for example) the 
impact of an African American office holder on the mobilization of white voters (Washington 
2006). If the political empowerment thesis is tested by examining black–white gaps, a significant 
effect could be due to larger black mobilization, white demobilization, or both. Likewise, a 
conclusion of “no effect” could be the result of black political empowerment and white reaction 
of similar magnitudes.
 Most recently, Logan, Darrah and Oh (2012) confirmed the empowerment thesis for African 
Americans, showing a small but significant effect for Latinos, but a negative impact for Asian 
Americans.

Religious mobilization

A third explanation with broader applicability focuses on religious mobilization. When racial 
and ethnic groups attend religious institutions that cater specifically to members of their own 
members, the mobilization effect of religious attendance may be amplified – a conclusion 
reached by Segura and Bowler (2012) based on their review of the empirical literature (see 
Harris 1994 and Jones- Correa and Leal 2001).
 In sum, every racial and ethnic minority group has a unique history – a history that may 
begin with enslavement, escape from war or civic violence, or in economic migration. The 
social and political exclusion of the first generations of the group are also critical in establishing 
patterns of political participation – and of course the institutional framework of the national and 
subnational governments play outsized roles. Amidst such diversity, can we build a broader 
theoretical framework that can guide our research and interpretation of racial and ethnic demo-
graphic variables? The three approaches reviewed here – linked fate, political empowerment 
and religious mobilization – represent promising ideas on which to build.

Summary and conclusion

Demographic variables represent an essential core of quantitative research in political behavior. 
Despite the rapid pace of social change, we continue to observe turnout gaps related to age, 



Demographics and social bases of turnout

79

ethnicity and education. As a consequence, any serious analysis must control for these key vari-
ables, which structure opportunities, mobilization and information acquisition in modern 
democracies. Yet in every instance, a close look at the best empirical research suggests that no 
demographic variable embodies a simple causal story. In some cases, such as education, new 
research is overturning decades of political wisdom. In other cases, such as the linked fate and 
class consciousness paradigm, the empirical effects are relatively small in comparison to qualit-
ative accounts of these processes. In every instance, we are reminded that society never holds 
“all else equal” so it becomes difficult to isolate the effects of age from income, income from 
race, race from class, class from work status, or work status from gender.
 Because it is not possible to experimentally manipulate demographic variables, advances will 
necessarily come from unpacking the mechanisms that link social group membership to political 
engagement – mechanisms that will vary within demographic groups and which, in some cases, 
might be good candidates for experimental research. Better use of longitudinal research may also 
be promising, and clever exploitation of quasi- experiments (e.g., changes in voter context due 
to redistricting) may provide the basis to better specify theories such as those related to political 
empowerment. Finally, attention to measurement – especially for income, education and group 
identity – has substantial promise to enhance our understanding of how and why demographic 
variables consistently predict differences in voter turnout.
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TurnouT and The CalCulus 
of VoTing

recent advances and prospects for integration 
with theories of campaigns and elections

John H. Aldrich and Libby M. Jenke

The “calculus of voting” is the rational- choice based theory of turnout and vote choice that has 
been at the base of the choice- theoretic studies of campaigns and elections since its first formal 
statement by Downs (1957) and especially by Riker and Ordeshook (1968). Perhaps because of 
its initial formal results about turnout that are ordinarily understood to be both pessimistic and 
empirically wrong, a number of years passed with relatively little theoretical advancement, while 
theories of voting, political parties, and campaigns and elections developed, often with little to 
no attention to the voters’ calculus.
 In this chapter, after a review of the basics of the calculus of voting with respect to turnout, 
we consider two relatively new theoretical advances: the development of a fully articulated 
theory of expressive voting; and specification of the (spatial) utility function, to consider a theo-
retically coherent account of “abstention due to alienation,” and its relationship to the (spatial) 
account of moral convictions.

Turnout and decision theory

Rational choice theoretic accounts understand political behavior as a series of choices made by 
individuals. The choices they make are assumed to be considered and deliberate (but not neces-
sarily carefully considered or deeply deliberated) and thus choices seen as applications of decision 
theory. The question is: what form of decision theory?
 Downs (1957) began the systematic inquiry into rational choice and turnout by posing the 
problem as one in expected utility. This was a perfectly sensible move and led to a rich research 
tradition, but that is actually the second step in applying decision theory to turnout. A second 
step is needed because basic decision theory (especially under certainty) yields an incomplete 
theory. That is, in some circumstances the basic decision problem yields no answer, and it does 
so in an especially important circumstance, that of close elections. Using the logic of expecta-
tions is only one way to complete the answer to the question of when to vote. So, we begin 
with the basic problem and consider alternatives.
 All decision theoretic accounts model choices as a balance of the costs and benefits associ-
ated with the actions the decision maker is choosing among. Costs and benefits are under-
stood as the utility derived from outcomes, and these are used to associate the comparative 
costs and benefits of voting or abstaining – that is, the utility associated with the various 
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available actions. One then takes the action associated with highest utility. In the US election 
case, the standard choice over actions is whether to vote for one of two candidates or to 
abstain.1 By convention (and without loss of generality), let 1 be the utility gained when the 
preferred candidate wins and 0 when the other candidate wins.2 While those are the entire set 
of possible (collective) outcomes, each outcome is differently valued if the preferred candidate 
wins (yielding 1 utile) and the citizen abstains, compared to the case where the preferred 
candidate wins (also yielding a net benefit of 1) and the citizen votes. They are different 
because there are differential costs and differential benefits associated with turning out to vote 
compared to abstaining. In addition, it is plausible to suppose that these comparative costs and 
benefits of the act of voting are relatively high in relation to the costs and benefits of the col-
lective outcomes.3 This would be unlike the case of, say, ordering at a restaurant, where the 
costs of ordering are treated as relatively tiny and inconsequential compared to getting versus 
not getting the preferred meal.
 The costs of voting can be understood as the difference in decision making costs and in 
performing the act of voting (actually registering and going to the polls, etc.) compared to 
abstaining. Whatever the differential costs are, it is usually assumed that the costs are higher 
for turning out than for abstaining. These differential costs may be denoted Cv, Cv > 0 (for 
the difference between the costs of voting and of abstaining), although we follow convention 
by simply writing the costs as C. Similarly, there may be differential benefits for the act of 
voting compared to abstaining. Downs (1957) suggested such benefits of voting flow from 
helping assure the continuation of democracy. Riker and Ordeshook (1968) associated these 
benefits with the already well- known social- psychological concept of citizen duty, as employed 
by Campbell et al. (1960). Fiorina (1976) associated these benefits with the act of supporting 
one’s preferred candidate (or opposing a detested candidate), regardless of whether the 
candidate wins or loses. In each of these cases, the voter realized these differential benefits 
(or, perhaps, avoids costs, such as guilt in failing to do one’s duty) which the abstainer does 
not realize. By assumption these differential benefits from voting, say D, are positive, D > 0 
for turning out, regardless of the outcome (and for whom one votes). C and D may be large 
or small relative to the 1 associated with the preferred candidate winning compared to 
losing.
 In this simple, stylized case there are five distinct combinations of costs and benefits, associ-
ated with five sets of outcomes, as seen in the decision table in Table 7.1. One case combines 
all instances in which the preferred candidate is winning by more than one vote before consider-
ing this citizen’s action. A second case is where the preferred candidate is winning by exactly 
one vote, and another is where that candidate is exactly tied. The final two cases are the reverse 
of the first two, where the preferred candidate is losing by exactly one vote and losing by two 
or more votes.

Table 7.1 Turnout: basic decision matrix for the two-party case

Vote for Preferred candidate is:

Winning by more 
than one vote

Winning by 
exactly one vote

Tied Losing by exactly 
one vote

Losing by more 
than one vote

1 1 – C + D 1 – C + D 1 – C + D ½ – C + D 0 – C + D
2 1 – C + D ½ – C + D 0 – C + D 0 – C + D 0 – C + D
Abstain 1 1 ½ 0 0



Turnout and the calculus of voting

85

 The decision problem yields some conclusions. As noted in Aldrich (1993: 251):

1 Never vote for the less preferred candidate. Voting for the less preferred candidate is “dom-
inated” by voting for the preferred candidate – the latter always yields at least as much 
utility, and sometimes more;

2 If D – C is low, (D – C) ≤ – 0.5, which means the costs outweigh the benefits by an amount 
greater than the value of a tied outcome, always abstain;

3 If D – C is zero or even positive (i.e., when the benefits are greater than the costs of voting), 
always vote for the preferred candidate, as that choice dominates abstaining;

4 If 0 > D – C > – 0.5, the basic model is silent.

Thus, decision theory, per se, is silent in at least some cases involving the middle columns, and 
alternative rational choice models of turnout differ over ways to handle those middle cases.

The “calculus of voting,” or the expected utility model of turnout

Downs developed a specific way to close the theory, expected utility, which was proving fruit-
ful in economics and other social sciences, and like so much in his case, he did so in a way to 
translate popular discussions of turnout into a scientific form. In his case, the popular idea was 
that you should vote when your vote matters, that is, if the election is close. Scientifically, 
Downs used expected utility theory to formalize this idea: The benefits one gets from the elect-
oral outcome are conditional on the chances that one’s vote makes a difference in the outcome. 
Consider the probability of being in each of those cases in Table 7.1, and from that probability, 
consider the expected benefit of the outcome, PB. Since D is about the performance of the act, 
it is independent of the closeness of the election. The calculus of voting (as Riker and Orde-
shook 1968 dubbed their extension of Downs) has been tested extensively, and three terms – the 
valuation of the outcomes, the costs of voting, and the benefits associated with voting – have 
been found to be strongly and consistently related to the choice. Closeness of the outcome has 
led to mixed results, strongly associated with turnout in aggregate data models and often weakly 
related (if related at all) to turnout in individual level models.4 Moreover, because the theoretical 
concept of closeness is whether one’s vote makes or breaks an exact tie, and because so many 
millions vote in elections, the “P” term, properly understood, seems to require that P, and likely 
therefore PB, be vanishingly small. And if it is so vanishingly small, then the middle columns are 
essentially irrelevant to turnout, and the expected utility terms never “really” make a 
difference.

Minimax regret and game theoretic models of turnout

Aldrich (1993) provides a more detailed consideration of two other models of the turnout deci-
sion that are consistent with decision theory but differ from expected utility maximization. 
Ferejohn and Fiorina (1974; 1975) apply minimax regret to the turnout decision problem (akin 
to Table 7.1, and indeed from which we developed Table 7.1). The minimax regret notion is 
that probabilities are not and perhaps cannot meaningfully be calculated, and thus expected 
utility is not meaningful. But one could imagine asking the question, “How would you feel if 
you woke up on the day after the election having not bothered to vote and heard that your 
favored candidate lost by a single vote?” Minimax regret formalized that feeling and uses it to 
close the remaining gap in the decision theoretic account, as Downs did with the P term. 
Expected utility maximization extends decision making theory from “under certainty” (in which 
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one knows exactly what outcome occurs, given one’s choice of actions) to “under risk” (in 
which one’s actions lead to a set of outcomes with a known probability distribution over each 
element in the set). Minimax regret is the most useful of the various ways of dealing with deci-
sion making “under uncertainty” (in which case one’s actions lead to a set of outcomes, but one 
does not know their probability of occurring). It has its own disadvantages, in that, like the 
calculus of voting, minimax regret hinges on the same existence of an exact tie or of a one- vote 
lead, even if these are not given specific probabilities. Also, applying it to the three or more 
candidate/party case, minimax regret leads to no “strategic voting” at all, whereas the calculus 
of voting does (and in ways that are empirically supported, where “closeness” does matter). 
Both models, that is, are not fully satisfying to most voting theorists, and both models have 
problematic empirics. These disadvantages do not rule out either model, but both do point 
toward areas for theoretical improvement.
 The most important way in political science to resolve the indeterminacy from decision 
making under uncertainty is not typically to use decision- theoretic concepts such as minimax 
regret, but to apply game theory. Of course, that means that the indeterminacy needs to be due 
to the actions of others, but that is true in this case. As Aldrich (1993) reviews, there are 
important game theoretic models of turnout. They have complications of their own. The most 
important one here is that most rest on a base of the calculus of voting, or more accurately, they 
assume “modern” game theory, in which citizens are assumed to be Bayesian decision makers, 
à la Harsanyi (1977), and thus fully capable of generating well- behaved probabilities, such as the 
Downsian P.
 We believe that the most important theories of democratic choice are game theoretic models 
that have candidates and other “elite” actors understanding their choices as contingent not only 
on the choices of these other elite actors (e.g., the other candidates) but also on those of the 
citizens. Similarly, citizens’ choices should be understood as contingent on elite behavior, and 
possibly on the choices of the rest of the citizenry. However, to the extent that the Harsanyi- 
based understanding of game theory in which the players in the game can calculate well- formed 
probability distributions (applying Bayes’ rule to virtually anything applies), game theoretic 
models of turnout, per se, at least as they are currently developed, also do not fully let us get 
around the same problems as affect the calculus of voting and minimax regret. Or, at least, these 
are the arguments that underlie a new development in rational choice models of turnout, expres-
sive voting.

A note on strategic voting

Our account has focused on the case in which there are exactly two serious candidates. Even in 
the US, there are regular instances in which a third candidate enters with enough strength to 
attract attention and enter into citizens’ calculations, and this is not only a strength of the calcu-
lus of voting, but also such matters as the scientific explanation of Duverger’s Law (1959) which 
rest on accounts that assume the calculus of voting (see, for example, Cox 1997). Here, we con-
sider a small part of the decision matrix and how the calculus of voting for three, rather than 
two, choices yields not only an explanation of turnout but one of strategic voting as well.
 In Table 7.2, we provide a partial representation of the decision matrix for the three- party 
case, where we denote the candidates as 1, 2, and 3, in order of the citizen’s preferences, and in 
particular we present the cases in which, as one contemplates voting, there is one or another sort 
of tie in the election. We continue to assign utility to the election of the most preferred candidate 
(candidate 1) as 1 and candidate 3 as 0. The second- ranked candidate has a value of S, where S 
is “in between” that of candidates 1 and 3, 0 < S < 1. Here, we separate out (in anticipation of 
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expressive voting) the positive return one gets for voting for one’s favorite, call it B, and leave 
all costs and any other benefits for voting (e.g., acting on one’s duty) as C and D. We do so 
because expressing support for one’s favorite candidate comes only if one votes for that can-
didate. All other costs and benefits of voting come from voting, per se, regardless of whom one 
votes for.
 The key point is that it is no longer true that voting for the preferred candidate dominates 
voting for the second choice candidate, as it does in the two- candidate case (although voting for 
1 does dominate voting for 3). In particular, if candidates 2 and 3 are tied, voting for the pre-
ferred candidate may or may not be the better choice. If S/2 < B, then one should vote for the 
most preferred candidate. If, however, S/2 > B – that is, the value of having the second choice 
win is greater than twice the value of supporting your first preference, regardless of outcome – 
then one should “defect” from voting for one’s first choice and vote for the second choice, 
which is what we mean by strategic voting (for more formal presentation, see McKelvey and 
Ordeshook 1972; Ksleman and Niou 2010; Niou 2001). That is to say, if you back a hopeless 
candidate you might support your second choice who is apparently running a close race against 
the least- liked alternative.

Expressive voting

Fiorina (1976) notes the terms “instrumental” and “expressive” were first used for understand-
ing voting behavior by Butler and Stokes (1969) in their magisterial account of British voting. 
It appears to be Fiorina, however, who first developed the formal accounting of the two con-
cepts for understanding turnout. Schuessler (2000a, 2000b) developed this logic further. Brennan 
and colleagues extended the logic in two important ways. One was to provide a substantive 
economic and philosophic foundation for justifying expressive voting, and the other was to 
embed it in a spatial context.
 Fiorina argued for a model that combines instrumental and expressive components, just as we 
do here. Indeed, he laid out the basic parameters that are the key for such a model. The 
decision- theoretic matrix in Table 7.3 presents the account in our notation, and it is quite 

Table 7.2 Turnout: partial decision matrix for the three-party case

Vote for 1–2 tie 1–3 tie 2–3 tie 1–2–3 tie

1 1 – C + D+ B 1 – C + D + B S/2 – C + D + B 1 – C + D + B
2 S – C + D ½ – C + D S – C + D S – C + D
3 ½ + S/2 – C + D – C + D – C + D – C + D
Abstain ½ + S/2 ½ S/2 – C + B (1 + S)/3

Table 7.3 Turnout: basic decision matrix for the two-party case with expressive rewards

Vote for Preferred candidate is:

Winning by more 
than one vote

Winning by 
exactly one vote

Tied Losing by exactly 
one vote

Losing by more 
than one vote

1 1 – C + D + B 1 – C + D + B 1 – C + D + B ½ – C + D + B – C + D + B 
2 1 – C + D ½ – C + D – C + D – C + D – C + D
Abstain 1 1 ½ 0 0
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simple. Voters care about the election outcome, the 1, 0, or, in case of a tie, the 0.5 values in 
each cell. The instrumental part is that they may be simply Downsian/Riker- and-Ordeshook 
voters, that is, expected utility maximizers. Like their accounts, there are non- outcome-terms, 
those associated with the costs and benefits of voting, per se. That is, there are the C and D 
terms of long- standing. Fiorina added a value, we call it here B, to denote an expressive benefit 
that comes from being able to express one’s support for the favored party or candidate.5 
He focused particularly on B as a benefit that comes to partisan identifiers for voting for 
the candidate of the party that forms the major part of their political identity, and he drew 
some interesting and important derivations from this account. That expressive benefits come 
only to partisans is an assumption that narrows the potential generality of the B term. We could 
imagine non- partisans being so enthused in support of, say, Barack Obama in 2008 – the first 
opportunity for African- Americans to vote for an African- American with a real chance of 
winning – regardless of their partisanship. Or we could imagine voting for, say, George Wash-
ington or Dwight Eisenhower as genuine war heroes, to support their election regardless of 
party. Fiorina finds his (slightly less general) model rich enough to derive 16 testable hypotheses 
from it.
 Brennan and colleagues maintain the Fiorina account of expressive voting but break apart the 
hybrid nature of the account so they can contrast the “pure theory” of instrumental voting 
(where there is no expressive B term, i.e., B = 0 for all) from the “pure theory” of expressive 
voting (where P = 0 for all). Doing so allows them to make two important additions that have 
not fully penetrated into the study of voting, and thus we attend to their consequences by way 
of arguing not for the “pure theory” of expressive voting, but for serious attention to the hybrid 
account. Brennan and Hamlin (1998) embed this mixed calculus of voting into a spatial model 
of elections (drawn from a different chapter in Downs 1957), so we begin there and then treat 
the topics of alienation and indifference and of pragmatic versus moral issue preferences.
 Brennan and Hamlin (1998) compare their expressive voting model of an election with Led-
yard’s (1984) famous voting game that uses the calculus of voting in a spatial policy setting.6 In 
it, Ledyard concluded that candidates converge to the policy that maximizes the sum of citizens’ 
utilities (or in other models converge to the median or even to the mean citizen ideal point), 
and no one votes (see Brennan and Hamlin 1998: 153). Their model, by contrast, yields reason-
ably high levels of turnout in most cases, candidates tend to converge to modes in citizen prefer-
ences, and there are equilibria in many, rather than few, cases (Brennan and Hamlin 1998: 
72–3).7 Convergence is not guaranteed.8 As they note, they see these two models not as rival 
models but as “… distinct aspects of a more complex whole” (Brennan and Hamlin 1998: 173), 
a point with which we agree.
 The idea is that turnout is higher if voters are expressive rather than instrumental. This is so 
because the positive benefits come from voting whether the favored candidate wins or not, and 
whether the election is close or not. An expressive- oriented citizen will vote when the most 
preferred candidate is valued sufficiently (and undiscounted by P) to outweigh the costs of 
voting. As Brennan and Hamlin (1998: 157) point out, “More generally, some citizens would 
be willing to vote in an election even when there is little or no doubt about the result of the 
election.” As a result, we would ordinarily anticipate that turnout in a purely expressive elect-
orate will be rather high, but it will be quite low in a purely instrumental electorate.
 We note that this model could be used to predict moderately high turnout in two- party 
contests, such as in the US and (sometimes!) the UK, because parties would try to pick policies 
and candidates attractive to voters, that is, with reasonably high B values for many. Expressive 
models should be expected to predict even higher turnout in truly multi- party systems. This 
would be so because of the greater number and diversity of parties and candidates and of policy 
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platforms presented to the public. Expressive voting occurs as long as there is at least one can-
didate with a high B value for the citizen, so with many contenders, there would be many such 
voters.

Alienation and indifference

Substantively, it is common to say that someone might fail to vote because they do not care 
whether one candidate or the other wins. The outcome is simply immaterial to them; they are 
indifferent. That may be a characteristic of a single citizen, but it also may be a characteristic of 
the entire electorate. If Downs is correct, the two candidates will offer exactly the same plat-
form, that is, converge to each other.9 If so, every citizen receives exactly the same value if 
candidate one wins as they receive if candidate two wins. This form of abstention is referred to 
as “indifference.”
 It is also widely argued that people may abstain if there is a better alternative but even this 
“better” candidate offers an abhorrent possibility. In that case, we say that people abstain due to 
“alienation.” Hinich and Ordeshook (1969) developed the spatial accounting. Brody and Page 
(1973) tested these two notions systematically.
 The “pure” theories of the instrumental voting (as we now call the calculus of voting) and 
of expressive voting have very different approaches to alienation in particular.10 In the traditional 
spatial model, alienation is measured by the distance between the closer candidate’s location and 
the voter’s ideal point. The idea is that if the closer candidate is far away from the voter, the 
voter will be disenchanted by both candidates and find the “lesser of two evils” too evil to 
support.
 That concept makes intuitive sense, but it is not consistent with the standard spatial model. 
From Davis, Hinich, and Ordeshook (1970) on, the most common assumption about how 
spatial position is translated into utility for the voter is that utility is quadratic in distance. This 
reflects not just standard spatial modeling, but standard economics in general, where it is argued 
that most decision makers, most of the time, are risk averse, and quadratic utility is the standard 
way to formulate that notion.11 In Table 7.1, et seq., the choice is how much better is one can-
didate compared to the other? If, say, the first candidate is one unit from the voter, that would 
be a utility from that candidate’s election of –1 (–[12]) whereas, if the other candidate is 2 units 
away, that would be a utility of –4 (–[22]), for a difference in the choice of 3 units of utility. If, 
however, both candidates are quite far away, say 5 and 6 units from the voter, the difference is 
(–25) – (–36) or 9 units of utility. There is more than twice the outcome- based-utility reasoning 
for supporting the closer, if far away, contender. This is general, so that alienation in the design 
as traditionally used in spatial modeling is inconsistent with the verbal description of alienation. 
In fact, Brennan and Hamlin (1998: 154–155) note that “there is no scope for the idea of citizen 
alienation in [the Downsian] model … Indifference rather than alienation is the key to non- 
participation.” But they do not make it a central focus of their analysis. In the next section, we 
develop a different account of utility which is consistent with spatial modeling of this traditional 
form and also consistent with the intuition underlying alienation.
 Brennan and Hamlin, by contrast, have the easier case. With B being a utility for supporting 
the preferred candidate, per se, it is easy to translate the “lesser of two evils is too evil to support” 
into expressive voting terms. Since B is simply the utility for the preferred candidate and not a 
difference between the utilities for the two candidates, the farther the voter is from the preferred 
candidate, the less the voter likes that candidate, and at some point (e.g., when expressive ben-
efits are less than the costs of voting), the expressive voter will not turn out. They just don’t like 
the best choice enough to vote for her.
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Spatial voting with moral and non- moral preferences

Spatial modeling derives from the thinking of rational- choice-based micro- economic reasoning. 
The standard good, whether that be an economic good like apples or a political good like gov-
ernment health insurance policies is understood to be amenable to trading off with other goods. 
It is thus reasonable to imagine an overall utility function over numerous goods (policies in the 
spatial voting case) with some sort of distance metric defined over it, capturing the smooth 
nature of trading off one dimension or policy for another. Some goods in politics, however, may 
admit no trade off at all, or do so only under very extreme conditions. These are likely to deal 
with issues that are directly tapping voter’s ethical, moral preferences, such as abortion, measur-
ing the valuation of the life of the fetus and/or of the rights of the mother. People may not be 
sure just what the government can or should do to control, say, inflation, but they value – and 
can evaluate – life and liberty. This suggests a different structure for preferences over issues about 
which voters have strong moral convictions, and this different structure has consequences for 
how the intuition about alienation can be derivable from the traditional spatial model.
 This difference in voters’ ability to trade off issues that are moral versus those that are not can 
be captured by changing their utility functions. This idea of different functional forms for utility 
builds on previous work. For example, Poole and Rosenthal base their NOMINATE model on 
a utility function that is shaped like a normal distribution (Poole 2005). However, in order for 
this to be precise, we would still need justification for such a conceptual expansion in terms of 
psychological intuition. Two cognitive mechanisms could explain alienation according to a 
logic based in indifference. It could be that alienated voters perceive little to no difference in 
utility between distant candidates. That is, alienated voters are just distant, indifferent voters. If 
this is the case, then quadratic utility is not applicable and another way of equating distance with 
a voter’s utility is needed. Alternatively, it could be that these voters do perceive a difference 
between two far- away candidates but feel disinclined to vote. That is, alienated voters are not 
indifferent, but something gained from abstention makes up for the potential utility loss in the 
case that one’s favored candidate loses. If this is the case, it is not sufficient to say that the voter 
is just alienated; as explained already, this formulation is inconsistent with the spatial model. So 
a theory of why voters stop caring about the difference between candidates, and at what prox-
imity this variable begins to affect the participation calculus, is needed.
 Jenke (2017)12 proposes a theory in the vein of the first argument – that “alienated” voters 
are simply indifferent voters who are far away from all available candidates. She suggests this 
specification is appropriate for voters with a high level of moral conviction. These voters are of 
particular interest in regards to alienation, since they tend to locate at the extremes of the policy 
spectrum (Ryan 2014) and are thus the section of the electorate traditionally held to be alien-
ated. Most importantly, previous research on moral conviction provides a psychological basis for 
the idea that such voters are unique in terms of their utility loss.
 Recent research in political psychology has defined a moral conviction as an opinion rooted 
in beliefs about an absolute sense of right and wrong that transcends normative conventions and 
cultural context (Skitka and Bauman 2008). Moral conviction is associated with a propensity to 
view political issues in a one- sided manner: voters with moral convictions show an increased 
animosity toward candidates and individuals who disagree with their opinions (Skitka, Bauman 
and Sargis 2005; Tetlock et al. 2000). Such respondents are also uniquely unwilling to compro-
mise: moral conviction predicts opposition to politicians willing to compromise with the 
opposition (Skitka, Bauman and Sargis 2005; Toner et al. 2013; Ryan 2017). These findings are 
related to those by Tavits (2007), who examines the electoral effect of policy shifts on pragmatic 
versus principled issues.13 She finds that candidates who shift their policies on principled issues 



Turnout and the calculus of voting

91

experience an overall decrease in votes, while policy shifts on pragmatic issues lead to an increase 
in votes. This finding suggests that voters may dislike even small movements on the policy spec-
trum away from their ideal points when the issues connect with their value systems.
 Moral judgments by definition defy the assumption of gradual utility loss inherent in linear or 
quadratic models. They are “evaluations (good vs. bad) of the actions or character of a person that 
are made with respect to a set of virtues held to be obligatory by a culture or subculture.” And 
moral reasoning “consists of transforming given information about people in order to reach a 
moral judgment” (Haidt 2001). Thus, we can think of a model of moral conviction as the trans-
formation of the policy space into a binary utility space: high utility for the “right” thing and low 
utility for the “wrong” thing. As specified by Haidt, a moral judgment has only two outcomes; 
a moral judgment of right or wrong does not lend itself to magnitudes, such as the “really right 
(wrong) thing,” “somewhat right (wrong) thing,” or “neither right nor wrong thing.”
 This binary view of utility translates directly into a step function, where the step (down) 
occurs at the point where the individual switches from viewing the policy as the right thing to 
do to the wrong thing to do. For the policies that an individual deems “right,” she has a high 
and relatively flat level of utility; for those that she deems “wrong,” she has a similarly flat but 
low level of utility.
 This type of utility function has an important application to theories of voter alienation. A 
utility function with a long, flat tail offers a theoretically coherent explanation as to why one 
group of extreme voters may abstain due to alienation: once candidates are located outside of 
the realm of policies that the individual deems “right,” the voter sees little difference between 
them and abstains. At the decision theoretic level, the cause of abstention is indifference between 
two “wrong” policies. But the result is consistent with the intuitions of the alienation hypo-
thesis. Unlike quadratic utility, it predicts that indifference (and thus abstention) is higher when 
voters are far removed from candidates. Thus, this explanation yields the predictions of what 
looks like “alienation” in the common language origin of the term, but flows from the decision-
 theoretic logic of indifference.
 Figure 7.1 demonstrates the difference in utility loss that a voter has between two candidates 
as their location moves from two versus three policy units away from the voter’s ideal point to 
eight versus nine units away (their distance from each other remaining the same). The figure 
contains three utility functions: a quadratic function, a linear function, and a step function. On 
the quadratic function, the voter loses only five points of utility by moving from a candidate one 
unit away to a candidate two units away. But when the candidates are eight and nine units away, 
there is a difference in utility of 17 points between them. Thus, the voter will be more moti-
vated to vote for the closer candidate when the candidates are further removed from her. The 
linear function similarly does not support the idea of alienation, having a constant slope. The 
voter is no more likely to abstain when the candidates are far removed, since the utility loss 
between them remains constant. Only in the step function is the idea of alienation supported: 
the difference in utility between the candidates decreases from 100 units when they are close to 
0 units when they are further away. Thus, such a function supports the idea that a voter will 
choose not to vote for anyone when all candidates are far away, but it does so through the logic 
of indifference.
 Thus, Jenke (2017) proposes that there are two types of voters. Morally convicted voters 
have a flat tail of utility loss, and are often indifferent (“alienated”) when presented with distant 
choices. All other voters have the commonly assumed quadratic utility. This interpretation 
stems directly from the idea of what alienation is: the threshold is the policy that voters deem 
morally acceptable. The alienation is derivative of the utility function, which is derivative of a 
theory of how morals function in a decision.
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 This is therefore a different kind of explanation of alienation from the Brennan–Hamlin 
expressive voting form. Of course the moral- preference explanation is based on the transforma-
tion of distance into preferences over a Downsian- style policy space. It is therefore an explana-
tion that is fully consistent with the pure theory of instrumental voting, the pure theory of 
expressive voting, and the hybrid model that combines the two, as Fiorina, Brennan and Hamlin, 
and we prefer.

Conclusion

The purposes of this chapter have been to review the nature of rational choice models of the 
turnout decision and to present two theoretical developments to such models. A basic decision 
theoretic account of turnout gets us only so far. In cases in which the difference between the 
costs and benefits of voting is between –0.5 and 0.5, decision theory is silent on whether the 
individual should turn out. Because the difference in utility from having your more preferred 
candidate win or lose is 1 unit, that indeterminate range spans a great deal of the space, at least 
in terms of voter utility. Alternative rational choice theories of voting are distinguished by the 
way in which they close this decision problem. These include transforming the decision problem 
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into one of expected utility maximization (Downs 1957), transforming it into a minimax regret 
formulation (Ferejohn and Fiorina 1974), or embedding the expected utility account in a game 
theoretic analysis. One problem with these accounts is that they depend on the existence of an 
exact tie or a one- vote lead, whether or not these are given specific probabilities.
 A third option is to expand the theory from its instrumentalist roots to develop a theory of 
expressive voting (Fiorina 1976; Brennan and Hamlin 1998). This option may be done in a 
stand- alone fashion (the “pure theory of expressive voting”) or in combination of the two theo-
ries. As the name suggests, voters gain an expressive benefit, that is, one that comes simply and 
directly from the act of supporting their favored candidate or party. Brennan and Hamlin’s (1998) 
hybrid account, mixing instrumental and expressive voting, is particularly beneficial when 
embedded in a spatial model of elections. It predicts relatively high levels of turnout, movement 
of candidates to modes in citizen preferences, and equilibria in many, rather than few, cases.
 We then turned to examine a contradiction between the verbal statement of alienation as a 
form of abstention and its formal representation. At least in the “pure theory” of instrumental 
voting, and as long as utility functions are assumed to be linear or quadratic in distance, the 
standard spatial model yields either no decrease in relative utility for two candidates as the ideal 
point becomes farther removed from the closer candidate’s position (under linear utility) or 
even makes the relative utility increase (under quadratic utility). Thus, while it seems intuitively 
reasonable to assert that the farther away the closer candidate is in spatial distance, the more 
“alienated” the voter becomes, it actually happens that voting for the preferred candidate 
becomes more, not less, important to the voter. Here we offer two accounts that can be used to 
transform the intuition of alienation into an appropriate theoretical form. One is expressive 
voting, in which it follows straightforwardly that voters become increasingly less happy with 
their preferred option, the farther away it is from their ideal point. We offer a second account, 
one developed by Jenke (2017), which assumes that voters whose choice is based on policies 
that, to them at least, are based in moral convictions yield a different functional relationship 
between policy distance and utility than in the standard spatial model. Instead of linear or 
quadratic- based transformations of distance to utility, morally convicted voters have a unique 
utility function which drops off more quickly than other (what we refer to here as “pragmatic”) 
voters, and then it turns to have a flat tail at great distances. This function captures the behavior 
of such respondents, who view politics through a lens of “right” and “wrong.” Such voters are 
more likely to be indifferent between distant candidates, thus explaining the behavior predicted 
by the alienation hypothesis through the logic of indifference.
 Downs (1957) presented his account as a way to transform common political understandings 
into scientifically rigorous form: candidates in that era sought the policy center, offering “tweedle 
dee and tweedle dum” policies. The public is (and ought to be) largely ignorant of politics. 
Citizens should vote only if the election matters to them and the candidates are engaged in a 
close contest. Riker and Ordeshook (1968) completed this formalization of the calculus of 
voting in particular by building on the already well- established empirical work of social scientists 
to justify their formalization. It sometimes seems that this interaction between observations of 
the real political world and that of theoretical social science has too often been lost.
 This chapter is an attempt to revive this creative synthesis – to the benefit not only of theor-
etical political science but also to generate new political insights. Here we develop two relatively 
new versions of such a synthesis: the theory of expressive voting (actually not very new, Fiorina 
1976 but newly developed into an integrated theory of voting and democratic politics, such as 
in Brennan and Hamlin 1998), and the theory of moral sentiments.
 We believe that these help reopen an opportunity to embed an expanded version of a calcu-
lus of voting into a richer theory of democratic politics. Brennan and Hamlin (1998) provide an 
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exemplar of this strategy. They embedded the pure theory of expressive voting into a spatial 
model and were able to not only make better sense of the voters’ decision problem but also 
developed new and different derivations about candidate behavior. This was the motivation 
underlying Downs’ original work, and we conclude by encouraging development of these 
models such that we approach a richer and deeper understanding of the workings of democracy, 
not just of individual behavior.

Notes

 1 If there is at least one consequential third candidate, then the calculus of voting needs to be expanded 
(see McKelvey and Ordeshook 1972) and strategic voting considered; see below.

 2 Ties are assumed to be broken randomly, and the outcome of a tie is therefore worth 0.5.
 3 Or, looked at from a different direction, the differential utility associated with who wins and who loses 

is relatively small.
 4 See Aldrich (1993) for citations and consideration of the reasons that macro- and micro- data results 

differ.
 5 Note that this concept implies that D and perhaps at least parts of C are also “expressive” components 

of the vote decision. We reserve the term “expressive” in the rest of this chapter for expressing support 
for a particular party or candidate, not, say, expressing support for the health of democracy, as Downs 
(1957) defined the D term.

 6 Part of the importance of Ledyard’s model is due to the fact that he was the first to have a fully 
developed equilibrium model of voting and candidate strategy.

 7 Turnout is highest among those closest to a candidate in their model, rather than from extremists in the 
Ledyard model, if any vote in his model at all.

 8 In the traditional spatial model, convergence is “guaranteed” in the sense that if there are any equilibriums 
at all, there are ones in which both candidates converge, that is, take the same spatial position. See 
McKelvey (1972) for proof.

 9 For the original formalization and generalization of Downs’ spatial model, see Davis, Hinich, and 
Ordeshook (1970) and McKelvey (1975).

10 Indifference, however, seems simply to be indifference, no matter how the decision problem is 
formulated.

11 While quadratic utility is often employed in spatial models (as was true from their earliest formalization, 
reviewed in Davis, Hinich, and Ordeshook 1970), and while many economists prefer risk aversion 
formulations, there is nothing in particular that favors quadratic utility over other forms, especially 
linear utility. McKelvey (especially 1972; 1975) derives his results from “quadratic- based,” which is a 
much more general formulation, including all forms studied here, including the curvilinearity of moral 
utility functions. Empirically, there is some support for linear and some for quadratic formulations. 
However, Singh (2014: 47) provides perhaps the most rigorous testing between these two forms and 
finds as one of his three major conclusions: that “Third, on average, over all countries, the linear loss 
function also outperforms the quadratic loss function in terms of voter turnout.”

12 Much of the following text is taken from Jenke (2017).
13 We took the term “pragmatic” from her work.
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Voting and the expanding 
RepeRtoiRe of paRticipation

Jan W. van Deth

Introduction: expanding repertoires

Since elections are the hallmark of democracy voting occupies a unique position among the 
many ways people can be engaged in politics. Only elections have formal consequences for the 
distribution of political power and the legitimacy of political decisions and decision- making 
procedures. Democracy, therefore, cannot exist without general suffrage. The widely recog-
nized significance and uniqueness of voting and elections for the quality of democracy have 
been challenged by two seemingly related developments: whereas citizens in many countries are 
staying away from the polls in record numbers, other forms of political participation have 
become increasingly popular. By now, the repertoire of participation is virtually endless cover-
ing forms as different as casting a vote, signing petitions, demonstrating, donating money, 
attending flash mobs, contacting public officials, buying fair- trade products, signing petitions, 
boycotting, guerrilla gardening, volunteering, organizing blogs, and suicide protests.
 The downward trends in voting turnout in many countries and the continued rise of new 
forms of engagement attracted the attention of many scholars and pundits. Do these processes 
imply a transformation “From Voters to Participants” (Gundelach and Siune 1992) and is voting 
crowded out by the evident appeal of these new modes in “Zero Sum Democracy” (Peters 
2016)? Can the spread of new modes of participation be seen as a kind of “compensation” for 
declining turnout? Are we confronted with parallel but causally unrelated developments or with 
flip sides of the same coin? At first sight, these questions can be easily answered by referring to 
broad processes of societal, social, and political change implying the weakening of the nation- 
state in a globalized world. As the scope of government activities and responsibilities expanded 
considerably since the 1960s, the domain of political participation grew too; that is, political 
participation became relevant in areas that would be considered private, social, or economic 
only a few decades ago. Furthermore, with the rapidly increasing interdependencies and com-
plexities in a globalized world “nongovernmental politics” and non- state actors are becoming 
increasingly important (Feher 2007; Hutter 2014; Sloam 2007; Walker et al. 2008), especially to 
deal with the immense ecological, socioeconomic, and demographic challenges facing mankind 
(Bauman 1998). Consequently, the decline of voting and the rise of new forms of participation 
are both stimulated by the expansion of government interventions and especially by the rise of 
non- state actors.



Voting and participation

97

 Plausible and enticing as these broad interpretations might be they usually avoid offering 
explanations for the exact mechanisms that would enforce people to withdraw from conven-
tional government activities or nation- state politics. In his seminal article on profound political 
changes in democratic societies, Ronald Inglehart (1971) probably presented the most famous 
and widely used approach to explain these developments comprehensively. In his view, declin-
ing voter turnout and the rise of new modes of participation are clearly connected because they 
both rely on the combined effects of the spread of postmaterialist value orientations and the rise 
of cognitive competences among the populations of advanced democracies. According to Ingle-
hart, this mainly generationally driven change will increasingly result in a decline of support for 
authorities, conventions, and material advantages as well as a downward trend in voting 
turnout.
 In this chapter, four aspects of these debates are considered. First, the main developments in 
political participation in the last decades – declining electoral participation and expansions of the 
repertoire – are depicted. Second, the distinctions between the various modes of participation 
are explored in order to see whether casting a vote has lost its initial uniqueness with the growth 
of all- embracing repertoires of political participation. Third, the empirical soundness of the 
widely accepted idea of a generationally based process of value change counting for both declin-
ing turnout and increasing popularity of newer modes of participation is evaluated. Finally, the 
evidence for a direct relationship between casting a vote and other forms of participation is con-
sidered: do protest and voting strengthen or exclude each other? The findings all suggest that 
voting and other modes of participation should neither be studied separately nor should they be 
considered simply as substitutable specimen of political engagement: “When we conceptualize 
political engagement only as periodic voting we miss the richness and dynamic potential of 
democratic citizenship” (Berger 2011: 41).

Changing participation

As can be easily illustrated with the publication of a few landmark studies in empirical political 
participation research, a continuous expansion of the repertoire of participation is hard to over-
look.1 More specifically, the introduction of new forms and modes of participation gradually 
lessened the initial strong focus on elections as the main arena for democratic participation. This 
emphasis is evident in the seminal voting studies of the 1940s and 1950s that restricted political 
participation mainly to casting a vote, campaigning, and further party- or election- related activ-
ities (Berelson et al. 1954; Lazarsfeld et al. 1948). For the authors of “The American Voter,” 
political participation was broadly understood as activities concerned with constitutional polit-
ical institutions – mainly related to electoral activities by politicians and parties – but also 
included public contacts between citizens and government officials (Campbell et al. 1960). 
Because of the growing relevance of community politics these forms of participation were 
expanded with direct contacts between citizens, public officials, and politicians in empirical 
studies in the late 1960s and early 1970s (Verba and Nie 1972; Verba et al. 1978). The repertoire 
of political participation covered by these seminal works in the first post- war decades includes 
all accepted activities in representative democracies which later became known as conventional or 
institutionalized modes of participation.
 Even if one does not buy the romantic and exaggerated depictions of the late 1960s as a revo-
lutionary area, it is clear that the waves of protest in many countries established a major shift in 
political engagement. Obviously, political participation could no longer be restricted to broadly 
accepted forms or “proper” activities. Protest, opposition, and rejection are clear expressions of 
citizens’ interests and opinions and therefore should be included in the repertoire of political 
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participation (Barnes et al. 1979; Marsh 1977). Because these protest forms of participation were 
not in line with social norms of the early 1970s they have been labeled unconventional modes of 
participation – a depiction that continued to be used long after social norms changed in favor of 
these activities. New social movements such as women’s or pacifists’ groups also belong to this 
category (Dalton and Küchler 1990). Many protest actions and activities by new social move-
ments challenge the conventional understanding of the scope and nature of politics and stress 
political struggles. To underline this character labels such as contentious politics (Tarrow 1998) 
or elite- challenging modes of participation (Inglehart 1990; Inglehart and Catterberg 2002) 
are used.
 The rise of new social movements in the early 1970s already indicated that the traditional 
understanding of politics as being limited to governments, politicians, and electoral processes 
rapidly vanished. Recent expansions of the repertoire of political participation all show the 
further dissolution of the borderline between political and non- political spheres in many coun-
tries. First, in the early 1990s the revival of Tocquevillean and communitarian approaches lead 
to an expansion of the repertoire with civil activities such as volunteering and social engagement 
in all kinds of voluntary associations (Verba et al. 1995). In these approaches, the quality of 
democracy is directly related to the existence of a vibrant civil society (Putnam 1993). Second, 
many citizens detected that their power as consumers could be used successfully to achieve 
social or political goals by boycotting or “buycotting” certain products or firms (Micheletti 
2003). In a relatively short period of time political consumerism became one of the most popular 
forms of participation (Stolle and Micheletti 2013). A third major development concerns the 
spread of internet- based technologies – especially social media – as means for political participa-
tion. Because of their extremely low opportunity costs, these technologies appear to be efficient 
ways to raise public awareness and the visibility of all kind of causes and issues almost instantly 
(Shirky 2008). Moreover, the production and dissemination of political news on the internet 
hardly can be restricted or manipulated by authorities. Several authors argue that these implica-
tions and consequences of the use of internet technologies already gave rise to a new type of 
“connective action” replacing “collective action” (Bennett and Segerberg 2013).
 With these recent expansions of the repertoire, the nature of political activities changed. 
Whereas older forms of participation such as voting or demonstrating are specific activities 
mainly devised and used to influence political decision- making processes, newer modes such as 
political consumption or guerrilla gardening are non- political activities used for political aims 
(van Deth 2010). These activities do not require any organization or collective action and estab-
lish what Micheletti (2003: 25; see c.f. Stolle and Micheletti 2013: 36–39) nicely depicted as 
“individualized collective action”: to be effective, a large number of people should behave in a 
similar way, but they can all act individually, separately, and with distinct aims and motivations. 
Usually these activities have an unmistakable emphasis on the expression of moral and ethical 
standpoints, which gradually seem to replace the older, more instrumentally based motivations 
for political engagement. The spread of internet- based technologies strongly facilitates these 
non- private, individualized, and expressively motivated actions.

The uniqueness of the vote

The continued expansions of the repertoire of political participation since the Second World 
War have increasingly dissolved the distinctions between political and non- political activities 
and by now almost every conceivable form of non- private activity can be understood as a mode 
of political participation sometimes (van Deth 2001, 2014). As mentioned, the initial strong 
focus on elections as the main arena for democratic participation gradually diminished with the 
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introduction of new forms of participation. Although the rise of each new activity implies the 
expansion of the general repertoire of political participation, it does not mean that we simply 
observe the addition of new forms of participation to available ones. In fact, empirical research 
consistently shows that the repertoire of political participation encompasses distinct forms – or 
actions – grouped into several modes of participation.2 More importantly, empirical analyses of 
these (latent) structures largely show similar results in many countries. After Milbrath (1965: 18) 
had suggested a pyramid- shaped distribution of active and passive forms of participation, already 
Milbrath and Goel (1977: 20f.) and Verba and Nie (1972: 60–75) applied advanced statistical 
methods to distinguish four major modes of political participation in the US: “voting,” “cam-
paign activity,” “communal activity,” and “particularized contacting.” The distinction between 
conventional and unconventional modes was also based on the application of data reduction 
techniques (Barnes et al. 1979: 540–550). Parry et al. (1992: 50–62) found six modes of parti-
cipation in Britain: “voting,” “party campaigning,” “collective action,” “contacting,” “direct 
action,” and “political violence.” In a similar vein, Verba et al. (1995) expanded the list of four 
modes of participation developed by Verba and Nie more than twenty years earlier with 
“protest” and divided campaign activities and contacting further into subcategories. Moreover, 
they added activities in voluntary associations and volunteering to the repertoire of participa-
tion. These last- mentioned activities also show up in Norris’ three- dimensional space distin-
guishing “civic activism,” “protest activism,” and “voting turnout” (2002: 196). In the most 
extensive empirical study in Europe, Teorell et al. (2007: 344–345) grouped the many forms of 
participation they found into five modes: “voting,” “contacting,” “party activity,” “protest 
activity,” and “consumer participation.” Recent analyses of the structure of the repertoire 
of participation also report five modes: “voting,” “conventional participation,” “protest,” 
“consumer participation,” and “digitally networked participation” (Theocharis and van Deth 
2016).
 The specific number and depictions of the various dimensions reflect the forms of participa-
tion considered relevant for these studies – obviously this relevance varies by time and place. 
Yet, if we look behind the different labels used, probably the most remarkable and consistent 
empirical result is the fact that casting a vote is not only the most widely used form of engage-
ment, but always arises as a distinct mode of participation. No matter how many other forms of 
participation are included in the analyses voting apparently cannot be combined with other 
forms of participation into a more general mode of participation. Besides, casting a vote is the 
only form of participation that requires such an exclusive position; all other forms of participa-
tion can be combined to establish specific modes of participation. It should be noticed, however, 
that these conclusions are all based on the application of data reduction procedures aiming to 
find independent dimensions of the latent spaces constructed.3 The use of item response models 
(especially stochastic cumulative scaling techniques) allowing for multiple instead of independent 
scales suggests that voting is related to several other forms of participation. In a unique and very 
extensive study, García-Albacete (2014) reviewed all cross- national surveys since the 1970s and 
painstakingly developed equivalent instruments for political participation in various countries 
based on the use of item response models (Mokken scaling). These analyses show that “voting” 
is included in an identical scale for “institutional participation” together with “contacting politi-
cians” and “working for a political party.” For the construction of equivalent measures this scale 
can be expanded with “membership in a traditional organization” and “donating money” in 
several countries. The inclusion of casting a vote in these scales causes several minor problems 
– especially in Denmark and Italy – but does not challenge the idea that voting can be con-
sidered to be a specimen of an “institutional” mode of participation (García-Albacete 2014: 
25–39). The use of scale models instead of dimensional analyses, then, shows that, on the one 
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hand, casting a vote is associated with a few forms of participation directly related to the main 
actors in the electoral process. On the other hand, it is clear that voting definitely does not belong 
to the larger “non- institutional” mode of participation, which includes forms such as demon-
strating or signing petitions.
 A second way to explore the relationships between voting and other forms of participation 
is to compare their respective antecedents. The study by Parry et al. in Britain follows this design 
and shows that the “pattern” of individual resources determining participation is very similar for 
all modes of participation, but “only voting shows a different pattern” (1992: 84). Using soph-
isticated models, Oser (2016) is able to show that predictors of being a “high- voting engaged 
participant” differ clearly from those for other groups. The seminal study of Verba and his col-
leagues (1995) on political and social involvement in the US covers many forms of participation 
and a large number of antecedents. Summarizing the huge amounts of information they col-
lected the authors strongly stress the “uniqueness of the vote” and conclude their empirical 
analyses with a clear warning:

with respect to every single aspect of participation we scrutinize, voting is fundament-
ally different from other acts. (…) To repeat, on every dimension along which we 
consider participatory acts, voting is sui generis. For this reason, it is a mistake to gen-
eralize from our extensive knowledge about voting to all forms of participation.

(Verba et al. 1995: 23–24; emphasis original)

This “uniqueness of the vote” probably stimulated the separate development of voting studies 
and participation research in the last decades4 and the spread of terms such as “non- institutional” 
or “non- electoral” participation.
 Looking at contextual impacts provides a third way to study differences and similarities 
between casting a vote and other modes of participation. A growing number of studies argue 
that voting and these other modes of participation are essentially different because they depend 
on the institutional and political contexts in different ways. Although these studies are usually 
based on a rather limited number of actions – five or six forms of participation typically being 
the maximum amount available – the conclusions consistently underline the need to distinguish 
between casting a vote on the one hand and all other forms of participation on the other 
(Bolzendahl and Coffé 2013: 72; Brunton- Smith and Barrett 2015: 203). Typical specimens of 
this work are the cross- national analyses of Weldon and Dalton (2013) of the impact of the 
degree of “consensualism” – the attempts to integrate various interests instead of applying major-
ity rule – in advanced democracies on participation. Confirming very similar findings from 
other studies (Peters 2016; van der Meer et al. 2009; Vráblíková 2013, 2016; Vráblíková and van 
Deth 2017), they report contrary effects for different actions: “Consensual party- based electoral 
systems may stimulate turnout in elections – but they also appear to discourage an active and 
more robust democratic citizenship” (Weldon and Dalton 2013: 127).
 These three distinct approaches of the relationships and (dis)similarities between voting and 
other forms of participation – (i) dimensional analyses, and exploratory analyses of (ii) anteced-
ents and (iii) contextual impacts – do not have much in common. Nonetheless each of the ana-
lyses concerned corroborates the idea that casting a vote is not only a distinct form but also a 
distinct mode of political participation. Only incidentally voting is shown to be associated with 
a few forms of participation directly related to the electoral process, together establishing an 
“electoral” or “institutionalized” mode of participation. Even if casting a vote is not considered 
to be “the holy grail of political engagement” (Berger 2011: 164), it certainly is a unique 
specimen of being involved.
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The impact of values and institutions

The parallel developments of declining voter turnout and expansions of the participatory reper-
toire can be seen as different phenomena to be explained by different theoretical approaches. 
For instance, Mair (2013) strongly argued that the “failures of contemporary parties” are mainly 
responsible for much of the problems representative democracies face today, including growing 
political indifference among the populations. As with globalization theories focusing on the 
decline of the nation- state and the implied move toward non- governmental politics to explain 
waning turnout (see above), Mair’s explanation emphasizes the relevance of supply- side factors 
for the explanation of political participation. In these approaches, the rise of new modes of parti-
cipation is simply implied by assuming that, in a rapidly changing world, people will move from 
the nation- state to other areas and targets that are considered to be more relevant to express their 
political demands and opinions.
 Despite their intuitive plausibility, supply- side approaches to explain political participation 
have a modest empirical record. Therefore, explanations take situational and contextual factors 
into account increasingly, but emphasize demand- side factors; that is, circumstantial factors and 
characteristics of individual citizens and their micro- contexts are combined in integrated multi-
level models. For the study of changing political participation, probably the most influential 
approach following this recommendation is Ronald Inglehart’s theory of a “Silent Revolution” 
(1971). According to this theory, unprecedented economic prosperity and a lack of social turmoil 
after the Second World War triggered a process of value change in many countries. Especially 
among young people the satisfaction of existential needs gradually was taken for granted; con-
sequently they increasingly attached priority to self- fulfillment and the satisfaction of social needs. 
According to Inglehart, this generationally based transformation from “materialist” to “post- 
materialist” value orientations affects all aspects of life ranging from changes in religious beliefs, 
work motivation, parental goals, and attitudes toward divorce and homosexuality, to changes in 
the nature of political conflicts, the rise of Green parties, and the spread of cosmopolitan attitudes 
in a globalizing world. On average, these younger generations will also be much higher educated 
and will have much easier access to information than their predecessors. Postmaterialist value 
orientations, therefore, will be articulated by young citizens with a relatively high level of cogni-
tive skills, which enable them to deal with political abstractions and phenomena that are remote 
in time and space. In this way, value change and “cognitive mobilization” are very closely inter-
related (Inglehart, 1971, 1977, 1981, 1990; Inglehart and Catterberg, 2002).
 Already in the first extensive presentation of his theory, Inglehart dealt with the “apparent 
contradiction” (1977: 314) that the predicted increase in social and political engagement among 
postmaterialists very clearly does not hold for voting turnout, which is notoriously low among 
young people. According to Inglehart, the postmaterialist desire to move from “elite- directed” 
to “elite- challenging” modes of participation is strongly stimulated by the process of “cognitive 
mobilization” – together they provide the key to solve the “contradiction”:

This change does not imply that mass publics will simply show higher rates of parti-
cipation in traditional activities such as voting but that they may intervene in the polit-
ical process on a qualitatively different level. Increasingly, they are likely to demand 
participation in making major decisions, not just a voice in selecting the decision- 
makers.

(Inglehart 1977: 293; emphasis original)

In combination with the weakening of party identification and the declining attractiveness of 
conventional mobilization agencies such as parties, churches, and unions, these emerging 
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demands drive the dual developments of decreasing voter turnout and the spread of new forms 
of participation (Dalton 2012). In fact, the generationally based nature of this process implies a 
continuously declining trend in voting as well as a parallel but continuously increasing tendency 
in the use of newer modes of participation. While almost each aspect of Inglehart’s theory of 
value change has been criticized (c.f. Abramson 2015; Davis et al. 1999; Scarbrough 1995) the 
initial idea of a “Silent Revolution” has been further developed and expanded into a general 
theory of human development (Inglehart and Welzel 2005; Welzel 2013). Besides, it has been 
shown that values also have a substantial impact on political behavior as a(n) (aggregated) feature 
of a political culture and not just as individual properties (Jakobsen and Listhaug 2015; Welzel 
and Deutsch 2012).
 The impact of values on political behavior has been empirically demonstrated in a number 
of studies. However, the effects on political participation outside the ballot box are much clearer 
than effects on voting. Whereas, for instance, Gundelach concludes that “… postmaterialism 
plays a notable role in stimulating grass- roots activity” (1995: 432), Borg found that “… post-
materialist values have little impact on turnout levels” (1995: 459). Unfortunately, most studies 
available focus on a single aspect of these processes, use a very limited number of determinants, 
or do not compare potential effects on various modes of participation systematically (Vráblíková 
and Císař 2015). More importantly, most studies do not compare the impact of values with the 
impact of other, non- attitudinal determinants at both the micro and the macro level and, there-
fore, cannot be used for empirical evaluations of the idea that changes in participation are mainly 
driven by value change.
 In a rare combined comparative analysis of individual and contextual determinants of various 
modes of participation, Vráblíková (2016) studies the relative effects of institutional arrange-
ments and value orientations. Her main conclusion is that contextual factors need to be taken 
into account in combination with cultural aspects, but that institutional arrangements such as the 
separation of powers and the degree of competition frequently overshadow the impact of values. 
In other words: although the notion of a generationally based transformation of values and com-
petences triggering changes in many areas of life in many countries is widely accepted by now, 
it is also clear that this transformation is not the only relevant, and probably not the most 
important, factor to explain changes and cross- national differences in political participation.

A different logic

The analyses presented by Vráblíková (2016) also allow for an important conclusion on the 
relationships between voting and other forms of participation. When country- specific effects – 
including differences in institutional arrangements and value orientations – are taken into 
account, it becomes clear that casting a vote and other modes of participation do not exclude 
each other:

In contrast to the notion of displacement, which theorizes that non- electoral activism 
is driving out electoral participation, the literature and results reviewed above suggest 
that the structure of people’s political action repertoire is cumulative. The vast major-
ity of people who get involved in non- electoral activities also vote, and this repertoire 
composition holds regardless of the specific country context.

(Vráblíková 2016: 169)

On this crucial point, however, other researchers are less positive. Whereas, for instance, Stolle 
and Micheletti conclude that “the rise of political consumerism does not necessarily compensate 
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for the decline in traditional participation” (2013: 265), other scholars report modest but negative 
correlations between voting and new modes of participation (Norris 2002: 205; Theocharis and 
van Deth 2016: 16) or no correlation at all when “radical protest” is considered (Bean 1991: 
267).5 An extensive discussion of a “reciprocal relationship” is presented by McAdam and 
Tarrow (2010).
 Moving the focus of the analyses from the participation repertoires of citizens toward the 
study of political actors in various societies, a different type of analysis has risen recently. In a 
highly original study of the relationships between “electoral politics” and “protest politics” in 
Western Europe, Hutter (2012, 2014) stresses that the saliency of issue positions for newly 
emerging issues related to globalization, migration, and European integration plays a key role in 
our understanding of the roles and positions of political actors. He distinguishes three possible 
interpretations of the relationships: the “congruence thesis” (postulating a positive correlation 
between electoral and protest politics), the “counterweight thesis” (postulating that salient issues 
in the electoral arena will be less salient in protest politics – and vice versa), and the “different 
logics thesis” (postulating that the direction of the relationship depends on the political orienta-
tions of the actors involved: left- wing actors will show a positive relationship, right- wing a 
negative one) (Hutter 2012: 189–191; 2014: Chapter 2; see also Císař and Vráblíková 2015). 
The last interpretation is clearly corroborated by the empirical evidence available:

there are different logics at work with respect to the relationship between electoral and 
protest mobilization on the political left and right. The left can be expected to wax and 
wane at the same time in both arenas, while for the right, when its actors and issue 
positions become more salient in one arena their salience should decrease in the 
other.

(Hutter 2014: Introduction; see also Hutter 2012: 203)

The findings presented by Vráblíková and by Hutter suggest rather complex mechanisms relat-
ing voting to other modes of participation with conditional effects replacing simple direct 
impacts. Although dealing with political actors instead of individual citizens, the “distinct logic” 
stressed by Hutter (2012, 2014), however, once again shows that casting a vote should be dis-
tinguished from other activities if we want to understand political engagement in a globalizing 
world.

Conclusions and discussion

Elections establish the core of democracy and so voting should be at the center of discussions 
about political participation among mass publics. In this chapter, the seemingly related processes 
of downward trends in voting turnout and the increasing popularity of other forms of participa-
tion have been considered. Four conclusions can be based on the available evidence. First, it is 
clear that the repertoire of political participation rapidly expanded in the last few decades: by 
now, almost every non- private act can be used for political purposes and voting is only one of 
the many options available to citizens. Second, the repertoire of participation appears to be fairly 
similarly structured in many studies with voting always establishing a distinct mode of participa-
tion. This “uniqueness of the vote” (Verba et al. 1995) is corroborated by analyses of the ante-
cedents of different modes of participation as well as their contextual determinants. Third, 
generationally based shifts in values play an important role in approaches advocating that declin-
ing turnout and the spread of other modes of participation are flip sides of the same coin. Yet 
extensive analyses taking into account both value orientations and institutional arrangements at 
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the micro and macro level show a relatively stronger impact of institutional arrangements than 
values. Finally, empirical evidence does not support displacement or crowding out effects: 
citizens using one or more of the available newer forms of participation are likely to visit the 
ballot box too, but a “distinct logic” (Hutter 2012, 2014) explains the relationships differently 
for left- and right- wing politics.
 The popularity of new forms or participation clearly refutes the idea of a general decline in 
political involvement or a general shift away from social and political issues among the popula-
tions in many countries. Downward trends in voter turnout, however, suggest that also among 
activists electoral participation gradually becomes less important or attractive. The fact that 
voting apparently establishes a distinct mode of participation implies that a decline in turnout 
cannot be easily counteracted or compensated by the proliferation of other forms of participa-
tion. Even studies relying on a large number of different forms of participation do not reveal a 
reduction of the number of dimensions or the inclusion of voting into some broader range of 
forms of participation. On the other hand, it is clear that representative democracy without size-
able voter turnout and some party work cannot function. These findings all suggest that voting 
and other modes of participation should neither be studied separately nor should they be con-
sidered as substitutable specimen of political engagement.
 This delicate relationship between voting and other modes of participation also indicates that 
terms such as “Zero Sum Democracy” or “Positive Sum Democracy” (Peters 2016) correctly 
point to inherent relationships between various modes of participation but are probably too 
broad to be used for evaluations of the challenges democracies face. A vibrant democracy clearly 
necessitates the widespread willingness to cast a vote as well as broad support for other forms of 
citizens’ involvement. What is required, therefore, is that at least a part of the other forms of 
participation are integrated into institutionalized democratic policy- making processes to avoid 
that the erosional trend in electoral participation challenges the legitimacy of representative 
democracy. Several authors called for a “second transformation” of democracy that should entail 
exactly this integration (Cain et al. 2003). The complicated interdependencies between voting 
and other forms of participation summarized in this chapter should be taken as an incitement 
and stimulus for further work in this direction.

Notes

1 Whereas a “form” of participation is a specific activity, several forms sharing some feature are called a 
“mode” or “type” of participation. A “repertoire” of political participation unites all available forms 
(and modes) of participation.

2 That is, each form of participation can be depicted as a point in a latent space (the repertoire) defined 
by several directions or dimensions (the modes of participation).

3 Reducing data on participation using principal components analysis (PCA) with orthogonal rotation is 
standard praxis in the field. The use of orthogonal rotation procedures, however, is questionable 
because various modes of participation have shown to be correlated. For a different approach, see Oser 
(2016).

4 This split comes with distinct projects such as the Comparative Study of Electoral Systems (CSES) vs. 
the Citizenship, Involvement, Democracy project (CID), and with distinct journals such as Electoral 
Studies or the Journal of Elections, Public Opinion and Parties vs. more general journals such as Comparative 
Political Studies or Political Behavior.

5 Researchers using cluster- analytic or typological approaches instead of correlational analyses usually 
show that small numbers of voters are also engaged in other activities. See Oser (2016) for a very inter-
esting study along these lines.
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9

The AcquisiTion of VoTing 
hAbiTs

Elias Dinas

A stubborn stylized fact that has been established in the voting behavior literature is that young 
people vote at lower rates than older people. This age gap seems so persistent across a variety of 
political contexts and periods as to be often given the status of truism. Evidence abounds, both 
at the individual (Powell 1986; Highton and Wolfinger 2001; Wattenberg 2007) and the 
aggregate level (Franklin 2004).1

 Although there is hardly any disagreement about the presence of this gap, its origins remain 
contested. Even if implicitly, most explanations draw on the calculus of voting (Riker and 
Ordeshook 1968). According to the classic rational choice paradox, voting represents a col-
lective action problem. One the one hand, individual votes cast cannot affect the outcome and 
thus any utility derived from the implementation of the desired policy remains independent 
from individual participation. On the other hand, casting a ballot has non- zero opportunity 
costs. Taken together, these two conjectures render voting irrational.
 Seen from the perspective of rational choice theory, most attempts to account for the age gap 
in voting point to age- related differences in the cost attached to this action. For example, one 
set of studies attributes the importance of age to the role of resources (Blais 2007; Martikainen 
et al. 2005). As people move away from early adulthood, they accumulate life achievements 
(Plutzer 2002), extend their social networks (Zuckerman 2005), augment their stores of political 
knowledge ( Jennings 1996) and develop their political skills (Glenn and Grimes 1968). These 
resources can potentially reduce the cost of collecting political information and turning out to 
vote. Since these attributes tend to correlate positively with age, older people are expected to 
vote more frequently than younger ones.
 An alternative mechanism points to the role of residential mobility (Squire, Wolfinger and Glass 
1987). People tend to be more mobile at early adulthood than in later stages of their life trajectory. 
Voting necessitates information about where and how registration and actual voting take place. 
This information remains constant for those residing in the same location but varies as individuals 
change residence. Moreover, residential mobility weakens social ties, which serve as catalysts of 
electoral mobilization (Franklin 2005). Taken together, these mechanisms explain why the cost of 
voting is likely to be higher among young voters than among their older counterparts.2

 While still targeting the reduction in the cost accompanying the act of voting, a relatively 
recent literature on turnout has moved away from the standard cost–benefit framework, provid-
ing instead a more behavioral explanation for the age gap. The locus of these studies lies in their 
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conceptualization of voting as “habit forming.” Voting in one election facilitates voting in the 
next consequent election and thus makes turnout more likely (Fowler 2006). As elections accu-
mulate, individuals, it is argued, gradually develop inertia, which results into continuity in their 
voting trajectories. Voting becomes then a habitual response to the same contextual stimulus 
(Cebula, Durden and Gaynor 2008; Aldrich, Montgomery and Wood 2011). Those who start 
participating in elections are thus likely to end up becoming regular voters. Those who do not 
will find it more difficult to develop such voting habits.
 Using both observational and experimental data, various studies have tested the habit hypo-
thesis and tried to unpack its underlying roots. Although most of the evidence is favorable to the 
habit thesis, the mechanism driving the habit hypothesis remains unclear. How are voting habits 
formed? Is this habit formation process symmetric, yielding regular non- voters in the same way 
as it yields regular voters? Finally, the idea that early electoral experiences leave a long- standing 
imprint on people’s voting records implies that shocks that may affect turnout at a given point 
in time are likely to also have long- term effects. This pattern invites a reappraisal of the role of 
period, life cycle and cohort effects on the probability of voting.
 The chapter revisits these questions under the light of the new developments in the liter-
ature. The first section reviews the findings of the habit formation hypothesis. The second 
section builds on these findings to examine the role of early voting experiences. The third 
section draws on this evidence to assess interventions that have been either suggested or even 
adopted as an attempt to increase turnout and reduce inequality in electoral participation. As we 
will see, the habit thesis has informed the debate among policy analysts and commentators. The 
concluding section highlights a few new directions in this literature.

Voting as habit forming

Although the habit thesis rests on a very simple premise – that voting once increases the chances 
of voting in the future – testing this idea has been methodologically challenging. People choose 
whether to vote or not and the factors that explain this decision in one election apply also in the 
next election. Disentangling their effect from that of previous voting experience is very difficult 
with observational data. Two different research designs have been employed to overcome this 
selection problem.3

 The first strategy is based on the usage of the downstream benefits of experimentation 
(Gerber and Green 2002). The key idea here is that the selection problem can be addressed by 
randomly assigning a mobilization treatment (via a personal, telephone or mail Get- Out-The- 
Vote [GOTV] message) to induce exogenous variation in turnout in an election at time t1. If 
one is willing to assume that the mobilization impact of the treatment wanes after this election, 
any remaining gap in the turnout between the treated and the control group over the course of 
future elections can be attributed to prior voting experience. In other words, the initial boost to 
vote as a result of a GOTV message translates itself into a persistent gap in turnout rates as a 
result of the self- reinforcing nature of the act of voting. By responding to their treatment status, 
units receiving GOTV messages are also assumed to build voting habits.
 Gerber, Green and Shachar (2003) were the first to put this idea to the test. They randomly 
assigned a GOTV message to induce turnout variation in New Haven in the 1998 midterm 
election. Those who received the treatment appeared approximately 10 percentage points more 
likely to vote in that election than the control group. What is more important, however, they 
also kept voting at higher rates in the 1999 local election, one year after the previous election 
and without any further treatment having been assigned between the two elections. While 
trying to rule out the possibility of the GOTV message having had lasting mobilization effects, 
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the authors attribute the 1999 difference to the self- reinforcing nature of the act of voting. They 
find that having voted in 1998 increases the chances of voting also in 1999 by approximately 50 
percent. Similar effects were found in Britain, when Cutts, Fieldhouse and John (2009) repli-
cated this design, looking at the long- term impact of a GOTV experiment. Bedolla and Michel-
son (2012) extend this evidence by tracing the long- term effects of GOTV campaigns among 
ethnic minorities in California. The authors look at a series of primary and general elections 
between 2006 and 2008 and find that a significant part of the mobilization effect that is evident 
in the former type of election lasts up until the general election. Contrary to this evidence, 
Michelson (2003) finds no evidence that voting in a municipal election in California (as a result 
of a successful GOTV campaign) increases turnout in the coming primary election (one year 
later). Hill and Kousser (2015) report similar null findings, combined with significant first- stage 
GOTV effects.
 A key assumption in these studies is that of exclusion: the GOTV treatment does not impact 
turnout in election t2 in any other way than by increasing the propensity to vote in election t2. 
This assumption can be problematic, especially when the GOTV treatment aims at inducing 
mobilization by triggering specific attributes that are deemed to correlate with high turnout. 
Examples include GOTV setups that attempt to induce social pressure or civic duty (Gerber, 
Green and Larimer 2008, 2010; Panagopoulos 2010). As a way to address this concern, a differ-
ent research design has been employed to isolate the effect of prior voting on future turnout 
from possible confounders.
 Instead of making use of randomly assigned mobilization shocks, a few studies have used the 
discontinuities arising from voter eligibility status. The key idea here is to compare two groups, 
the first of which being marginally older than the second, yet sufficiently older so as to be eli-
gible to vote in election t1. If the age gap is small enough so as not to leave room for aging- 
related confounding, one can assume that in expectation eligibles and non- eligibles are similar 
in all other respects but for the fact that only the former could vote in election t1. Since some 
eligibles have voted in t1 but none of the non- eligibles did, eligibility operates in a similar way 
as the GOTV treatment, that is, by inducing as- good-as- random variation in turnout at election 
t1. Comparing these two groups in the next elections could then allow researchers to examine 
the impact of turnout at election t1 on voting at election t2. Once again, the key assumption 
upon which the design is based is that eligibility at election t1 affects turnout at t2 only via its 
effect on turnout in t1.

4

 The pioneering work in this strand of the literature belongs to Meredith (2009), who com-
pares cohorts of voters in California, showing that cohorts just eligible to vote in 2000 were five 
percent more likely to vote in 2004 than those born only a few weeks later but not eligible to 
vote in 2000. Similar findings have been reported by Dinas (2012), who uses a class- cohort 
study to compare 21-year old survey respondents who were just eligible to vote in the 1968 
presidential election with their classmates who were only a few months younger and thus not of 
age in that election. The author finds that the first group votes at higher rates not only in the 
1970 midterm election but also in future presidential elections. Extending this line of research 
to the study of vote choice, Dinas (2014a) finds that voting in 1968 also resulted into an endur-
ing increase in the strength of partisanship, which lasted at least until 1973. This finding echoes 
the results from Mullainathan and Washington (2009), who also employed eligibility- based 
comparisons to examine the attitudinal consequences of voting. The authors found that having 
voted in a presidential election strengthens support for the chosen candidate and reduces support 
for the non- voted alternative.
 That said, few studies have also reported negative eligibility effects. In particular, using the 
Florida voter file, Holbein and Hillygus (2016) find that those narrowly ineligible to vote in 
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2008 voted at higher rates in 2012 than 2008-eligibles. A re- analysis of these data by Nyhan, 
Skovron and Titiunik (forthcoming) confirm this seemingly counterintuitive pattern.5 De Kadt 
(2017) provides an interesting qualification to previous studies by looking at heterogeneity in 
first- voting effects according to whether the first election was considered a positive or negative 
experience. He uses data from South Africa and finds that the relatively low average treatment 
effects of first- time eligibility in the 1994 South African election are driven by the negative 
effects among the white South Africans. As the author explains, if the first electoral experience 
is dominated by a negative emotional state, it can leave a demobilizing shadow on future voting 
patterns.
 In an attempt to systematically combine the two strands of this literature, Coppock and 
Green (2015) assemble evidence from both GOTV experiments and eligibility- based disconti-
nuity designs. In both sets of analysis, the authors test the impact of voting in the upstream 
election (in which the encouragement- to-vote treatment has been applied) on the probability 
of also voting in the downstream election. They find overwhelming evidence in favor of the 
habit formation thesis. Although voting effects seem stronger when both upstream and down-
stream elections are of similar type, they hold for all combinations of elections – midterm to 
midterm; midterm to presidential; presidential to presidential; and presidential to midterm. The 
authors also try to explore whether the self- reinforcing pattern in turnout is due to internalized 
habit or alternative mobilization effects stemming from induced vote in election t1.

6 Voting in 
the upstream election might increase political engagement, which in turn leads to information-
 seeking behavior and attitudes. Such change is sufficient to encourage turnout in future elec-
tions even in the absence of habit. To test this possibility, Coppock and Green (2015) look at 
heterogeneity in eligibility effects according to the saliency of the upstream election. Being of 
age to vote in a more salient election should be accompanied by higher mobilization effects. 
However, there seems to be no substantive difference in the magnitude of eligibility effects on 
voting in subsequent elections between low- and high- saliency elections. By the same token, 
the authors report results from previous analyses (Rogers et al. 2014; Dinas 2012) showing 
negligible change in turnout- inducing campaign contact as a result of voting in election t1. 
Taken together, these findings lend support to the idea that at least in part continuity in voting 
patterns is driven by internalized habit.
 An intriguing finding from Coppock and Green (2015) is that the eligibility analysis denotes 
more durable effects than the GOTV analysis. A meta- analysis of eligibility- based discontinuities 
reveals enduring voting habits, which persist over a period of at least 20 years. The GOTV 
effects, on the other hand, appear to dissipate over time. As Coppock and Green note, a poten-
tial explanation for this divergence relates to the subgroup affected by the encouragement- to-
vote treatment. By definition, eligibility thresholds apply to first- time voters. In contrast, 
mobilization messages are assigned to the electorate as a whole. As a consequence, eligibility 
estimates voting effects for young voters whereas GOTV experiments provide a weighted 
average of treatment effects across the full range of age.
 The question that naturally follows from this explanation is why voting treatments exert 
stronger influence on young voters than older ones. The next section addresses this question, 
looking at new developments in social psychology, sociology and the voting behavior 
literature.

Early voting experiences

Applying the standard intuition of Bayesian inference, past research on political change has 
envisioned political attitudes as evolving through a process of continuous updating. Individuals, 
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it is argued, weight the information available to them and form political preferences based on this 
information (Achen 1992). More recent shocks are weighted more heavily than earlier informa-
tion that has accumulated into individuals’ mental storage (Gerber and Green 1998). Under this 
perspective, change is likely to occur at any point during the life cycle and to reflect more vividly 
the impact of current events, which gradually replace past experiences (Grynaviski 2006).
 This idea has been challenged by a strand of literature that sees non- trivial differences in the 
propensity for attitude change across different stages of the life trajectory. Individuals, according to 
the so-called impressionable years hypothesis, are more likely to change their political attitudes and 
voting patterns when they are still in their adolescence and early adulthood (Sears and Funk 1999, 
Krosnick and Alwin 1989, Osborne et al. 2011). Two reasons have been provided. The first is 
related to changes in the social and political environment. Early adulthood is characterized by 
increased levels of residential mobility, often accompanied by change in peers and the social context 
within which individuals operate. More often than not, these life developments introduce new 
political stimuli, which might question people’s priors (Huckfeldt and Sprague 1995). The second 
explanation points to age- related differences in the weight attached to political messages. Being still 
in the process of attitude formation, young individuals are more susceptible to new information and 
thus more likely to alter their views under the light of new political influences (Dinas 2014b).
 Empirical evidence seems to provide considerable support to this hypothesis. Sears and Val-
entino (1997) show that electoral campaigns serve to crystallize political attitudes among adoles-
cents, especially toward salient political objects, such as parties and their candidates. In so doing, 
elections operate as periodic catalysts of political socialization, leaving an enduring imprint on 
young individuals’ attitudinal and behavioral outlooks. Similar evidence is provided by Bartels 
and Jackman (2014), who use presidential elections as political shocks and develop a flexible 
model to allow differential weights on people’s partisan profiles. They find that shocks taking 
place in earlier stages of the life span are more powerful in coloring people’s partisanship. As 
they argue, the weight of the past is simply too heavy to be accounted for by tidy Bayesian 
learning models. This conclusion is echoed also in Ghitza and Gelman’s (2015) generational 
analysis, which shows that the dominant partisan tides during teenage and early adult years are 
pivotal in shaping enduring partisan predispositions. Looking at a more concrete example of the 
impact of political environment during early adulthood, Erikson and Stoker (2011) have dem-
onstrated the long- term implications of policy interventions. The authors show that young 
individuals with higher probability of being drafted to join the American army in the Vietnam 
war developed long- standing anti- Republican sentiments.
 Research in social psychology has explicitly tried to unpack the psychological mechanism 
explaining why young adults are more prone to attitudinal change. Schuman and Corning 
(2012) have used surveys in which respondents are asked which political events come closer to 
mind. On the one hand, Bayesian updating would lead to the expectation that more recent 
events are more easily sampled from the storage of political information. The formative years 
hypothesis, on the other hand, would lead to the expectation that events taking place during the 
period of adolescence and early adulthood exert a more notable impact on attitude crystalliza-
tion and are thus more likely to remain rigid in people’s memories. They provide ample evid-
ence in favor of the second hypothesis. Even at the advent of 9/11, respondents socialized 
during the 1960s referred to political events from that period. Dinas (2013) uses the Watergate 
scandal as a way to isolate the increased sensitivity mechanism from the change in social environ-
ment mechanism. He finds that the Watergate scandal altered people’s beliefs and attitudes 
about Reagan and the Republicans, but its effect was markedly more prominent among young 
adults (aged between 18 and 30 in 1972). Taken together these studies seem to provide solid 
evidence about the increased sensitivity of young adults to political stimuli.
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 This research has important implications about the habit formation thesis. It suggests that 
early electoral experiences are critical in establishing long- term voting patterns. Anticipating this 
idea, Plutzer (2002) developed a growth curve model of turnout that allows key predictors to 
exercise a differential impact on the probability of voting across different stages in people’s life 
trajectory. He found that all key predictors of turnout, such as life achievements, socioeconomic 
background and parental influence, play a fundamental role in bringing young voters into the 
polls. After a series of electoral experiences, however, their importance diminishes under the 
weight of inertia, generated by applying the same response to the same electoral stimuli. Using 
aggregate data, Franklin (2004) extends this evidence, showing that contextual predictors of 
turnout are more important among young adults, operationalized as those having experienced 
up to three general elections. More significantly, Franklin illustrates the gradual but long- term 
implications of policy interventions for aggregate turnout rates. Indicatively, he shows how the 
lowering of voting age from 21 to 18 increased the pool of first- time abstainers. Since some of 
them developed into habitual non- voters, this policy was partly conducive to the gradual decline 
in turnout rates that has been frequently reported and commented upon by media analysts and 
political commentators alike.
 Extending further this idea, Hobolt and Franklin (2011) reverse the logic of habit formation 
by examining the long- term effect of early low- mobilization experiences. Applying the logic of 
the vote eligibility design, the authors make use of variation in the saliency of first- eligible elec-
tions to explore the long- term impact on turnout of early low- saliency elections. In particular, 
they compared European voters according to whether their first- eligible election was a national 
general election or whether it was an election for the European Parliament (EP) – also known 
as a second- order election (Reif and Schmitt 1980). The key hypothesis is that early electoral 
experiences matter not only positively, by boosting turnout, but also negatively, by suppressing 
it. A national election, which attracts media attention, generates a context that favors turnout to 
a higher extent than an election of less importance both for elites and for the media. Consistent 
with the idea of negative early voting experiences, the authors found that, all else being equal, 
coming of age to vote in an EP election lowers the probability of voting in such an election later 
in the life span than when coming of age during a national election. Extending the field of 
enquiry to encompass party choice, Dinas and Riera (forthcoming) report similar findings. 
Using a similar identification strategy, the authors find that EP eligibles are more likely to vote 
for small parties in national elections than those first eligible to vote in a national election.
 The importance of early voting experiences becomes particularly evident when we compare 
the impact of policy interventions among younger and older cohorts. A classic example in this 
respect relates to the study by Firebaugh and Chen (1995), who use theoretical insights from the 
socialization literature to account for the evolution of the gender gap in turnout in the US. The 
authors find that women socialized well before the nineteenth amendment (enacted in 1920), 
were not affected very much by the policy, hence retaining high levels of abstention. Younger 
cohorts, socialized during and after this important policy intervention, however, were particu-
larly affected, denoting significantly higher levels of turnout. According to this logic, the closing 
of the gender gap in turnout is the result of generational replacement, with the younger cohorts, 
socialized in an environment in which women have the right to vote, gradually replacing their 
older counterparts, who were socialized without voting rights. Dinas (2014c) extends this evid-
ence, looking at the downstream impact of electoral disenfranchisement. He finds that the off-
spring of women socialized before 1920 denote lower levels of turnout than offspring of women 
socialized after the nineteenth amendment was enacted.
 Taken as a whole, these studies point to the same conclusion. Similar to partisanship and 
other attitudinal responses, turnout levels are marked by cohort effects, conceptualized as the 
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interaction between age and period effects. Shocks, which can take the form of elections, polit-
ical events or policy interventions, hit the young members of the electorate to a greater extent 
than the rest of the population (cf. van der Brug and Franklin in this volume). In so doing, these 
influences generate snowball effects, leaving a long- term shadow on young people’s political 
outlooks. Even if other influences intervene later in life, the long- term shadow of these initial 
experiences remains often apparent in people’s turnout profiles. This pattern leads to the forma-
tion of distinctive cohorts, which might keep their commonalities, even if partially eroded, over 
their life span. The next section reviews the lessons we can draw from these findings about the 
long- term impact of policy interventions designed to combat the decline in turnout and the 
associated rising inequality in electoral participation.

Policy interventions and habit formation

Irrespective of its analytical vigor, academic research often fails to disseminate its findings within 
the public discourse. This is not the case for the habit formation literature, however. Perhaps an 
indication of its policy relevance, the findings from this research seem to have informed policy 
proposals, sparking an interesting interchange between academics, the media and policy makers. 
Two increasingly popular policy changes have been frequently discussed among political elites 
and the media: compulsory voting and lowering voting age.7 In what follows I illustrate how 
the habit formation literature has informed the public discussion on both policies.
 Statistics provided by the Institute for Democracy and Electoral Assistance (IDEA) suggest 
that voting has fallen across OECD countries from around 85 percent in the 1940s to around 65 
percent in 2015 (The Economist 2015). Apart from the fact that this decline is in itself worri-
some, it also generates rising concerns because it drives increasing inequality in electoral parti-
cipation. Differential abstention rates among various socioeconomic strata can significantly affect 
the quality of policy representation. Since resources tend to correlate positively with turnout, 
abstention is unevenly distributed, mainly affecting below- median-income citizens. In means- 
tested welfare worlds, these citizens would be in favor of redistribution and thus more likely to 
support the left. As a consequence, the idea of introducing (or reviving) compulsory voting has 
acquired significant support. Bechtel, Hangartner and Schmid (2016) demonstrate nicely the 
long- term policy implications of compulsory voting by comparing Vaud, a Swiss canton that 
retained compulsory voting until 1948, with other cantons, in which compulsory voting was 
abolished in the early twentieth century. They find that leftist proposals put into federal refer-
endums received stronger levels of support in this canton than in cantons without compulsory 
voting. Similar evidence is provided by Miller (2008), who showed that women’s enfranchise-
ment caused a shift in legislative behavior, resulting in growth in public health spending which 
in turn reduced child mortality by up to 15 percent.
 The problem with compulsory voting, however, is that to be binding it requires the activa-
tion of sanctions to non- compliers. Monitoring of compliance and application of sanctions are 
both costly. Applying the findings from the habit formation research can be potentially helpful 
in reducing such costs. Limiting compulsory voting to individuals’ first- eligible election can save 
resources while ensuring that the first- time voting boost will apply to most of the electorate. 
Without necessarily approaching the very high levels of turnout observed under compulsory 
voting, this idea can still generate habitual voters who might have otherwise failed to develop 
such habits.
 Building on the habit formation research, Lodge, Gottfried and Birch (2014), among others, 
suggested the enactment of compulsory first- eligible voting as a way to increase participation 
and reduce inequality of participation in the British general elections. This idea has been 
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given serious consideration by think- tanks and political commentators, sparking a fruitful 
debate and coming close to becoming Labour’s official policy proposal in its 2015 manifesto 
(Guardian 2014).
 Another policy suggestion that has drawn on the literature of voting as habit formation is the 
lowering of the voting age to 16. This idea has been also popular among pundits and electoral 
analysts and is based on the assumption that, if voting is habit forming, bringing individuals 
earlier into the polls will accelerate the formation of voting habits. The problem with this line 
of argument, however, is that it tends to neglect the mirror image of voting habits, that is, the 
formation of non- voting habits. As discussed in the previous section, evidence from low- saliency 
elections points to the long- term repercussions of early demobilizing experiences. Since age 
appears to correlate negatively with turnout, lowering voting age could exacerbate the problem 
it is designed to address, especially if the voting age is lowered only for certain types of elections, 
as has been enacted in Estonia and as was the subject of a government- sponsored experiment in 
Norway (in both countries voting age was lowered only for municipal elections).
 There is, however, a missing parameter that, if taken into consideration, qualifies the pessim-
istic prediction about the impact of lowering the voting age on aggregate levels of turnout. 
Focusing on the very first years of adulthood, Bhatti, Hansen and Wass (2012) find a monotone 
negative relationship between age and turnout. Turnout is higher among eligibles aged 18 or 19 
than those aged 20 or 21. Their analysis is based on government records from Denmark, which 
contain turnout information about the whole population of eligible residents in 44 municipal-
ities. The authors have tried to account for this seemingly counterintuitive pattern, pointing to 
the importance of parental and peer influence in the decision to cast a ballot in these elections. 
The first group appears significantly more likely to reside still in their parental home. Parental 
mobilization seems to be a key factor in explaining turnout during this age. In contrast, those 
aged 20 or 21 are more likely to have left their parental home and their turnout is now influ-
enced more by the turnout of their peers – typically of approximately the same age (Bhatti and 
Hansen 2012). Establishing voting age at 16 enhances the chances of finding first- eligible voters 
in their parental home, thus being more likely to be mobilized to vote. Most of them are still at 
school, which also serves as an additional force of mobilization. Without having many examples 
of voting age set at 16, a recent example from Austria seems to confirm this view, showing 
remarkably high rates of turnout among first- time eligible voters (Zeglovits and Aichholzer 
2014). Following the logic of habit formation, this policy might help not only in boosting 
turnout among first- time voters but also in forming new cohorts of habitual voters. In so doing, 
it might have significant downstream effects on overall turnout rates.

New directions

Having sparked a voluminous literature, the idea of voting as habit forming, opens a wide array 
of new questions about the impact of the political context on the formation of voting regulari-
ties. Most of the empirical evidence stems from established democracies, characterized by relat-
ively stable party systems, in which political actors have a long history in party competition and 
easily predictable issue stances and coalition strategies. Extending this evidence to new demo-
cracies would help to examine the impact of elections under conditions of uncertainty about 
the issue stances and coalition strategies of political elites. Since many of these democracies 
have adopted a semi- presidential system, this research might also help to shed light on the 
hetero geneity in treatment effects according to different types of elections. While retaining their 
statues of high- saliency elections, direct elections for the head of state invite more majoritarian 
electoral systems and often result in ad hoc coalition strategies among parties (Kitschelt 1995). 



E. Dinas

116

These characteristics allow researchers to draw inferences about the varying effect of voting 
beyond a binary distinction between low- and high- saliency elections.
 A related line of research involves a closer insight into the mechanism driving continuity in 
voting patterns. According to Gerber, Green and Shachar (2003), voting habits stem from a 
process of social identity formation. By casting their vote, individuals come to classify them-
selves as voters and thus respond to the next electoral campaign by following their group iden-
tity. Dinas (2014a) offers a complementary mechanism of group identification. The author finds 
significant gains in the strength of partisanship as a result of voting in one’s first- eligible election 
(see also van der Brug and Franklin in this volume). Partisanship is well- known to induce 
turnout (Clarke et al. 2004). It might thus be that both partisanship and turnout represent two 
habits, formed hand- in-hand. Future research on the interplay between the attitudinal and 
behavioral consequences of voting would help to disentangle further the mechanism of habit 
formation. Indeed, given the importance of partisanship in guiding the acquisition of policy 
preferences (Heath, this volume; Bowler, this volume) it is possible that the act of voting is 
central to the formation of attitudes and even of ideological beliefs.
 Extending the attitudinal implications of early voting experiences beyond partisanship could 
allow researchers of democratic representation to explore the potential impact of electoral parti-
cipation on attitudes toward democracy. Does voting in early democratic elections leave an 
imprint on people’s perceptions of regime legitimacy? Even more interestingly, how does the 
electoral experience affect people’s views on subsequent attempts to break the democratic rule? 
To name just one example, it would be interesting to examine whether voting in the 2012 
Egyptian election generates polarization in people’s views about the subsequent military regime. 
Finding that this is the case would constitute interesting evidence about the possible normative 
implications stemming from the act of voting.

Notes

1 The binary distinction between young and older voters should not be interpreted as a monotone rela-
tionship between aging and voting. This relationship is in fact curvilinear, as the gains in the prob-
ability of voting that accompany increases in age have a threshold, beyond which aging leads to lower 
turnout rates. This threshold appears in late adulthood, typically due to physical infirmities (Milbrath 
1965).

2 More than reducing the cost of voting, social ties increase the probability of voting mainly by intro-
ducing selective incentives for participation, via peer pressure and the diffusion of social norms (Gerber 
and Rogers 2009).

3 The rationale behind my focus on these two designs – Get- Out-The- Vote (GOTV) experiments and 
eligibility- based discontinuities – is that they capture the dominant trend in the literature and are based 
on more solid identification assumptions than most other studies. That said, this categorization ignores 
alternative designs that have been employed to address identification concerns. There are at least two 
such studies, falling outside either of the two categories, which need to be mentioned. Denny and 
Doyle (2009) use residential mobility before a general election in Britain as an instrument of voting in 
that election to explore the impact of voting on future turnout rates. They find that voting in one 
election significantly increases the likelihood of also voting in subsequent national elections. Similar 
findings are reported by Green and Shachar (2000), who use perceived closeness of the race and ideo-
logical distance of candidates as instruments of voting in the treatment election.

4 Both GOTV- and eligibility- based designs can be treated as ways of instrumenting turnout at election 
t1. Seen in this way, the instrument in GOTV campaigns satisfies ignorability by design and denotes 
stronger first stage in low- salience elections. Eligibility satisfies ignorability in an as- good-as- random 
fashion (by construction, the two groups differ in terms of age, but such differences are typically non- 
consequential) and typically performs better in terms of first stage in high- saliency elections. Exclusion 
can in principle be violated in both designs (both the GOTV message and eligibility itself might exert a 
long- term impact on turnout).
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5 Nyhan, Skovron and Titiunik (forthcoming) find similar negative eligibility effects when using voter 
file data from 42 states (plus the District of Columbia), but as they show, these effects are sensitive to 
differing registration rates between the two groups. Assuming that eligibles were only 5 percent more 
likely to register than non- eligibles would turn this negative effect into a positive one.

6 It is worth emphasizing that these tests do not directly address problems of exclusion; instead, they try 
to disentangle the habit mechanism from other alternative mechanisms through which voting in the 
upstream election might have induced higher turnout rates in the downstream election.

7 As an indication of the saliency of these proposals, it might be worth noting that: a) Barack Obama has 
suggested that it might be a good idea to consider making voting mandatory (The Economist 2015); 
and b) both the Electoral Reform Society and the Labour Party in the UK suggested the lowering of 
voting age to 16.
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Long- term factors
class and religious cleavages

Geoffrey Evans and Ksenia Northmore- Ball

Introduction

The extent to which party choices are structured by social divisions and the origins of these 
divisions, as well as change in their strength over time, is important for understanding the pol-
itics of contemporary democracies. The Michigan Model stresses that class position helps account 
for perceptions and attitudes which in turn shape political choices (see Hutchings and Jefferson, 
this volume). It can explain, for example, why some people endorse income redistribution while 
others do not. Moreover, changes in the sizes of classes, the evolution of the class structure, can 
help explain the menu of party choices available to voters, as well as the consequences this has 
for their choices and whether they vote at all. Similarly, religious denomination and religiosity 
continue to form prominent cleavages in several societies; religion is after all one of the “trium-
virate” of social bases of cleavages (class, religion, and language) identified in Lijphart’s seminal 
article (1979) and is identified as the oldest prominent cleavage in Lipset and Rokkan’s (1967) 
classic analysis. In the same way that class position can shape perceptions and attitudes, so does 
religion, though in areas such as abortion, euthanasia, and gay marriage rather than distribution 
of economic resources. Changes in levels of religiosity can likewise be expected to influence the 
nature of party competition and the political choices presented to voters. Most research into the 
social bases of political divisions has been of a descriptive nature, focusing on the strength of 
cleavages across time and space. This chapter addresses that approach, but also covers a newer 
body of work that aims to address explanations for variations in the strength of these cleavages.
 In the rest of the chapter, we first consider what we mean by cleavages. We then examine 
class politics and class voting, considering first what we mean by class. Finally, we examine 
research into religious denomination, religiosity, and voting.

the theory of cleavages

The related but separate concepts of social and political cleavages are central to understanding 
how class and religion can inform political choice. Social cleavages refer to distinctions in social 
and political values held between different social groups such as social classes as well as ethnic 
and religious groups that may or may not be relevant as the basis of political competition and 
hence political choice. Political cleavages, on the other hand, refer to divisions in political and 
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social values that are directly relevant to political competition and thus political choice. Differ-
ences in values are usually conceptualized along two dimensions: the economic and social. The 
economic dimension is usually understood to provide a contrast between pro- market and anti- 
market views (for example, one being for lower taxation and the other for greater redistribution), 
whereas the social dimension is understood as a contrast between liberal and authoritarian/
conservative values.
 Although the study of the social and political cleavages is often combined in empirical work, 
the study of social cleavages primarily relates to purely social stratification and divisions and, in 
the case of religion, to conflicts in social values in societies and their impact on political behav-
ior, whereas the study of political cleavages tends to focus on political institutions and their ability 
to shape social values (Bartolini and Mair 1990: 215). The first is very much a “bottom- up” 
approach that focuses on long- term social change such as the secularization of societies as they 
modernize or the changes in class identities driven by the rising dominance of service industries 
over traditional sectors such as manufacturing and agriculture. In contrast, the second emphas-
izes the “top- down” influence of political institutions and elites on shaping and activating a 
latent division in the population. These two perspectives, although combined in empirical 
studies, represent distinct theoretical traditions that have shaped debate on the social bases of 
politics. We first examine how they are manifest in the study of class and politics.

What do we mean by class?

Characterizations of class position have included numerous occupational classifications, employ-
ment status (e.g., owner versus employee), status rankings, income level, educational level, 
various combinations of education and income and occupation, and subjective class identifica-
tion. In American voting studies, it has not been unusual to treat current income as a measure of 
class position, typically trichotomized into upper/middle/lower income classes (see, for example, 
Bartels 2008; Leighley and Nagler 1992, 2007). Outside of the USA, however, researchers have 
typically focused on occupational class position. A simple manual versus nonmanual occupa-
tional class distinction was used extensively in the mid–late twentieth century, but has since 
tended to give way to more complex classifications. Most contemporary researchers studying 
voting behavior have tended to adopt a validated and widely- used measure of occupational class 
position originally developed by sociologists, particularly Goldthorpe, Llewellyn, and Payne 
(1987; Erikson and Goldthorpe 1992). The main classes identified in this measure are the higher 
and lower professional and managerial classes (classes I and II), the “routine nonmanual class” 
(typically lower- grade clerical “white- collar workers,” class III), the “petty bourgeoisie” (small 
employers and self- employed, class IV), and the “working class” (foremen and technicians, 
skilled, semi-, and unskilled manual workers, classes V, VI, and VII). These classes differ signifi-
cantly in terms of wages, job security, flexible working hours, pension provision, sickness ben-
efits, autonomy, future career prospects, and life- time expected income, and have been rigorously 
validated (e.g., Evans 1992; Evans and Mills 1998; Goldthorpe and McKnight 2006). As a result, 
they now form the basis of both the UK Census measure of class position (Rose and Pevalin 
2003) and the European Socio- Economic Classification (Rose and Harrison 2010).

Going beyond two classes and two parties

Classic texts in political sociology saw elections as the expression of “the democratic class strug-
gle” (Anderson and Davidson 1943) between just two classes, the working and the middle, and 
their representatives, the parties of the left and right. Early surveys observed that, in general, 
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working class voters were more likely to vote for left- wing political parties than were those in 
the middle class, though with substantial cross- national differences. Scandinavia and Britain 
displayed the highest levels of class voting and the United States and Canada the lowest, though 
the cross- national comparability of such studies was limited by a lack of standardized measures 
of social class (see, for example, Lipset 1981 [1960]; Rose 1974). The first study to undertake a 
more directly comparable assessment of class voting was Alford’s (1963) analysis of Australia, 
Britain, Canada, and the US between 1936 and 1962 in which he introduced the commonly 
used “Alford index.” The Alford index is the difference between the percentage of manual 
workers that voted for left- wing parties on the one hand and the percentage of nonmanual 
workers that voted for these parties on the other. This became the standard instrument in many 
studies in ensuing decades, most of which found that class voting was in decline (Lipset 1981 
[1960]: 505; Inglehart 1990: 260; Sainsbury 1987; Listhaug 1993; Lane and Ersson 1994: 94).
 This position was further endorsed by two extensive cross- national studies of electoral change 
and cleavage politics: Nieuwbeerta (1995) and Franklin, Mackie, and Valen (1992). As a result, 
by the 1990s many commentators agreed that class voting in modern industrial societies had all 
but disappeared (see, for example, Clark and Lipset 1991: 408). Class was thought to have lost 
its importance as a determinant of life- chances and political interests because either the working 
class had become richer, white- collar workers had been “proletarianized,” or social mobility 
between classes had increased. At the same time, post- industrial cleavages such as gender, race, 
ethnicity, public versus private sector, and various identity groups had emerged and replaced 
class- based conflict, while new post- material values had supposedly led to the “new left” drawing 
its support from the middle classes, thus weakening the class basis of left–right divisions. More-
over, rising levels of education had ostensibly produced voters who were calculating and “issue 
oriented” rather than being driven by collective identities such as class (Franklin, Mackie, and 
Valen 1992).
 Although these studies have been influential, during the 1980s a body of research emerged 
that questioned the robustness of their findings, arguing that reliance on the manual/nonmanual 
distinction obscured important variations in the composition of these highly aggregated classes 
(Heath, Jowell, and Curtice 1985). For example, if skilled manual workers are more right- wing 
than unskilled workers and the number of skilled workers increases, the Alford estimate of dif-
ference between manual and nonmanual workers will decline even if the relative political posi-
tions of skilled, unskilled, and nonmanual workers remain the same. Accordingly, studies using 
the Goldthorpe class schema and more extensive categories of political choice found little evid-
ence of declining class voting in Britain (see, for example, Heath, Jowell, and Curtice 1985; 
Heath et al. 1991; Evans, Heath, and Payne 1991), but only “trendless fluctuations.” Com-
parative research found that the linear decline in left versus non- left voting proposed, most 
notably, by Nieuwbeerta (1995) was not universal. In Norway (Ringdal and Hines 1999), the 
decline in traditional class voting is confined to a short period in the 1960s. The decline in 
Denmark disappears (Hobolt 2013). There is also evidence of rises in levels of class voting. In 
Britain, levels of class voting increased in the 1940s and 1950s before falling again in the 1960s 
(Weakliem and Heath 1999). Also, in some of the new post- communist democracies, the pres-
sures of marketization and increasing economic inequalities strengthened class voting (Mateju, 
Rehakova, and Evans 1999; Evans 2006; Evans and Whitefield 2006).
 The discussion below of the “bottom- up” and “top- down” approaches will show, however, 
that the cleavage decline and “trendless fluctuation” stories can be viewed as different aspects of 
a greater process of “unfreezing” of the traditional links between social groups and parties. This 
“unfreezing” process occurs through several interacting mechanisms, such as the phasing out of 
traditional party loyalties through generational replacement of voters (see van der Brug and 
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Franklin in this volume) as well as changes in the social structure and political elite strategies, 
which will be discussed further.
 In recent years, the debate about the decline of class voting has arguably lost its intensity: 
there is evidence of decline (Jansen, Evans, and De Graaf 2013), but the cross- national picture 
shows considerable variation with little or no evidence of a fall in class voting in some societies 
(see Brooks, Nieuwbeerta, and Manza 2006, and relevant case studies in Evans and De Graaf 
2013). Interest instead has turned to explanations for variations in the strength of the class–vote 
relationship across time and societies.

Explaining the evolution of class politics: bottom- up or top- down?

Most early scholars assumed a sociological, relatively deterministic “bottom- up” explanation in 
which the transition to a post- industrial society was accompanied by a diffusing of the class 
structure resulting in weaker patterns of voting between classes. However, an opposing view to 
this socially deterministic argument emphasizes the role of the political elite in the structuring 
of class political divisions. This approach claims that “variations in class voting are argued to 
derive from differences in the redistributive policy choices offered to voters” (Evans 2000: 411). 
Often referred to as a “top- down” approach, variations in the strength of social divisions in 
political preferences are argued to derive from the choices offered to voters by politicians and 
parties. Studies focus primarily on the extent to which parties take differing positions along 
dimensions of ideologies or values and thus shape voters’ political choice sets. To the degree that 
voters are responsive to the programs offered by parties, rather than simply voting on the basis 
of habit, or long- term party attachment, differentiation between parties on relevant ideological 
dimensions increases the strength of the association between class position and party choice. 
Conversely, where parties do not offer different choices, class divisions are weaker. In short, 
voter responses to party polarization and the extent to which this drives changes in the class 
bases of party preference depend upon the choices voters are offered (the supply side), as well as 
the presence of differences in ideological and value preferences within the electorate (the 
demand side).
 The thesis is not new (see, for example, Converse 1958; Kelley, McAllister, and Mughan 
1985; Przeworski and Sprague 1986; Kitschelt 1994) but only recently has there been extensive 
empirical analysis of the impact of the choices offered by parties on social divisions in voting. 
Moreover, it differs from some earlier top- down arguments in that it moves away from the 
assumption that class- based values and preferences are themselves shaped by the way parties 
frame choices and talk about politics (see, for example, Sartori 1969). Such “preference shaping” 
implies that parties influence the attitudes of their supporters, so that class differences in ideology 
and values derive from the positions taken by the parties associated with different social classes. 
However, recent studies (see, for example, Baldassarri and Gelman 2008; Adams, Green, and 
Milazzo 2012) indicate that sorting takes place rather than “indoctrination” – thus on issues 
where voters differ from their party they will, over time, shift away from that party. In the 
British case, for example, the distancing of the political left from the working class occurs 
because the Labour Party failed to carry the working class with it as it moved to more liberal 
positions on economic and social issues, resulting in increased defection to parties such as UKIP 
(Ford and Goodwin 2014; Evans and Mellon 2016). Class divisions in preferences are robust 
even when the parties shift their positions (Evans and Tilley 2012b). A similar resistance to pref-
erence shaping explains the emergence of a working class basis to radical right rather than left- 
wing parties as the latter have shifted to court the votes of the new middle classes (e.g., McGann 
and Kitschelt 2005; Spies 2013; Rennwald and Evans 2014).



Long-term factors: class and religion

127

 Evidence for the impact of changes in parties’ left–right ideological positions on levels of class 
voting was initially provided in Britain by Evans, Heath, and Payne (1999), who show a close 
relationship over a 20-year period between left–right polarization in parties’ manifesto positions 
and the extent of class voting. A further study extended this analysis to more than 40 years and 
estimated that without convergence in party programs no convergence in class voting would 
have been observed (Evans and Tilley 2012a). Studies by Oskarson (2005) and Elff (2009) 
suggest that this pattern is found elsewhere in Europe. Most recently, the “political choice” 
model of class voting has been consolidated by a broad- ranging comparative combination of 
case studies and cross- nationally pooled over- time analyses of the relationship between party 
manifesto positions and the strength of class voting (Evans and De Graaf 2013). A 15-nation 
analysis combining up to 50 years of evidence finds a correlation of 0.42 between left–right 
polarization in party manifesto programs and the strength of class voting, even when controlling 
for other aspects of social change (Jansen, Evans, and De Graaf 2013). This growing body of 
evidence points to the importance of political choices for patterns of class voting, in addition to 
any social changes that might influence them.

Whether to vote or not: the new class cleavage?

An interest in how the choices offered by parties influence voting has also led to a focus on the 
political consequences of the shape of the class structure: specifically, the declining size of the 
working class. Early voting research focused on the working class, especially in Britain (see, for 
example, Butler and Stokes 1969), where studies explored in detail the phenomenon of “working 
class Conservatives” (McKenzie and Silver 1968; Nordlinger 1967), as it was assumed that it was 
only the failure of such voters to fully express their “true” class interests electorally that pre-
vented a left- wing, working class electoral hegemony. Since then, however, the reduction in 
the size of the working class, as industrial societies have become post- industrial, has led to it no 
longer constituting the largest class, nor being the primary source of left- party support. This 
process has been argued to lead to a vicious circle in which parties stop representing working 
class people, who in turn stop turning out to vote, further reducing the incentive for parties to 
appeal to them (Evans and Tilley 2017). Whereas the social attitudes and policy preferences of 
the working class were at one time considered mainstream by virtue of the working class con-
stituting a significant proportion of the population, they have become increasingly marginal as 
the working class has become a minority. This marginalization has been exacerbated by changes 
in the recruitment patterns of the parties: even parties of the left are now dominated by profes-
sional politicians with middle class backgrounds, an elite university education, and the values 
associated with such milieu (Carnes 2012; Heath 2015; Evans and Tilley 2017). Increasingly, 
these politicians are socially alien to working class voters. Arguably an important growing class 
cleavage therefore is between voting or not voting: political parties aim their campaigns at a new 
middle class constituency who are more likely to turn out at the polls (Evans and Tilley 2017), 
while ignoring working class voters and further dis- incentivizing their participation. This process 
was identified in the US some time ago by Hill and Leighley (1996), who linked state- level left 
policy programs to class differences in turnout. Once the habit of voting is lost it is difficult to 
reinstate: Leighley and Nagler (2014) find no increase in poor/working class participation since 
the late twentieth century, despite the ideological polarization of the main US parties, thus shift-
ing the center of political gravity toward a new, middle class electoral hegemony.
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the waning influence of religion?

There are similarities in the debates about class and those about our other significant social 
cleavage, religion. Until quite recently the dominant consensus has been that religion is declin-
ing in importance across modern societies and thus of little relevance to understanding political 
competition. The modernization of societies has been said to lead to the gradual secularization 
of societies. In what is very much a “bottom- up” approach, the secularization thesis argues that 
the rising levels of urbanization and education have increased the dominance of scientific ration-
ality (Swatos and Christiano 1999); economic development, on the other hand, is said to allevi-
ate the economic vulnerabilities that underpin the attractiveness of religion as a source of social 
support and security to marginalized socio- economic groups (Norris and Inglehart 2004). On 
the whole, the gradual secularization of Western societies leads to the loss of religious identity 
as a source of distinct social and political values such as social conservatism.
 Although most scholars throughout the twentieth century tended to agree that secularization 
characterizes most European societies irrespective of denomination (Dobbelaere 1985; Lechner 
1991; Tschannen 1991; Wilson 1982), the secularization paradigm has been challenged on 
various fronts. There seems to be little evidence of secularization in competitive religious 
“markets” such as the United States (Finke and Stark 1998; see Gill 2001 for a review) or in 
Eastern European societies undergoing religious revivals (Evans and Northmore- Ball 2012; 
Northmore- Ball and Evans 2016). Several authors have also pointed out flaws in the seculariza-
tion argument such as the use of a “romanticized” religious past as a reference point and exces-
sive Eurocentrism (Swatos and Christiano 1999) as well as a restrictive focus on formal expressions 
of religiosity such as affiliation and church attendance (Davie 1994).
 Religiosity and religious denominations have formed the basis of cleavages in several soci-
eties, with political parties stressing traditional moral issues such as abortion, euthanasia, and gay 
marriage (De Graaf, Heath, and Need 2001; Bolzendahl and Brooks 2005). These issues have 
been conceptualized as the social dimension of political competition contrasting moral tradi-
tionalism and conservatism with “progressive” liberal positions. Studies of the impact of religion 
on politics focus primarily on this dimension.

top- down versus bottom- up drivers of religious cleavages: mechanisms and 
agents of change

The study of religious cleavages and political choice very much falls into two perspectives, 
which differ in their understanding of sources of the influence of religious cleavages on political 
choice, how they change, and most importantly the mechanism linking religious cleavages and 
political choice. These perspectives echo the “bottom- up” versus “top- down” perspectives 
already presented for class voting. The earlier “bottom- up” perspective is rooted in three main 
bodies of research: first, that stemming from Lipset and Rokkan’s (1967) seminal work on the 
historical origins of cleavages in Europe, the sociological work on the general process of secu-
larization and waning of religion in Western societies, and finally the literature on the effects of 
economic modernization on social change. The second and newer perspective is based in the 
studies of the recent changes in party competition on Western democracies and focuses very 
much on the ability of political parties and elites to activate/de- activate the relevance of reli-
gious social divisions for political competition as well as the diversity in the strength of religious 
cleavages across countries and time (Evans and De Graaf 2013).
 Lipset and Rokkan (1967) trace the origin of religious cleavages as the basis of political com-
petition in Western societies to the Reformation and the ensuing conflict between the newly 
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ascendant nation- states and the Catholic Church. They show how today’s political competition 
between religious voters who support conservative parties (particularly Social Democratic 
parties), which are often linked to the Catholic Church, and non- religious voters who support 
secular liberal parties can be traced back to the “frozen” church- state conflict of the Reforma-
tion. More recent work in this tradition looks at the legacies of communism in Eastern Europe 
for creating a secular- religious/nationalist cleavage thus creating competition between reformed 
communist parties and nationalist parties (Kitschelt 1994, 1999). The two later bodies of liter-
ature focus on the declining role of religion in society as scientific rationality becomes main-
stream and increasing economic security reduces the attractiveness of religion as a source of 
social support. Overall, the “bottom- up” perspective emphasizes the blurring of religious divi-
sions as the key mechanism of change: as religion loses its significance, the values of the nomin-
ally religious become increasingly similar to those of the non- religious. These changes are driven 
by large- scale, socio- structural processes such as modernization or industrialization, or major 
historical events such as the European Reformation (Lipset and Rokkan 1967) or the rise and 
collapse of Communism (Kitschelt 1999; Evans and Whitefield 1993; Whitefield 2002). The 
emphasis on these macro- level slow- moving processes and “frozen” social conflicts, however, 
limits the ability of the “bottom- up” approach to explain shorter term fluctuations in the 
relevance of religion for political choice; the “bottom- up” approach is fundamentally 
unidirectional.
 The second “top- down” approach emphasizes that political elites determine the relevance of 
religion to political choice through their strategic considerations and position on ideological 
dimensions. The most recent version of the “top- down” approach focuses on the restriction of 
electoral choices rather than preference shaping as the mechanisms linking religiosity to political 
choice (Evans and De Graaf 2013). This supply- side approach emphasizes that political parties 
need to diverge on moral issues in order to make religion relevant. With a wider variety of 
options along the social dimension, the value differences between religious and non- religious 
people take on importance for political choice; these value differences will matter even if the 
overall numbers of religious voters may have declined due to secularization. Party polarization 
on the relevant value dimension should increase the magnitude of the association between reli-
giosity and party choice, whereas convergence should weaken the association. The pressures for 
convergence tend to be more apparent in majoritarian than PR systems. The agents of change 
are political parties, although the impetus for the strategic behavior of political elites can lie in 
long- term social change.

Empirical considerations: the measurement of religiosity and religious cleavages

The measurement of the effect of religiosity on vote choice, particularly in a comparative context, 
is complicated by difficulties in measuring religiosity itself. The common measures of denomina-
tional affiliation and church attendance vary in their meaning in different countries and for dif-
ferent denominations. For example, in Catholic contexts there is far greater social pressure for 
people to attend church, raising overall church attendance rates. Denominational affiliation as a 
measure raises the possibility of failing to capture religiosity due to “believing but not belonging” 
(Davie 1994, 2000) or over- estimating religiosity in contexts where nominal affiliation may have 
a strong presence (Evans and Northmore- Ball 2012). Also denomination is not a useful indicator 
in countries dominated by one religion (i.e., Catholicism in Poland or Spain, or Eastern Ortho-
doxy in Bulgaria or Russia). Church attendance however has not been found to under- estimate 
religiosity (Aarts et al. 2010) and church attendance levels have been found to be associated with 
levels of traditional religious belief (De Graaf and Te Grotenhius 2008).
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 The issues of measuring religiosity are related to the complexity in conceptualizing the idea 
of religious cleavage. The concept of religious cleavage can be said to capture two aspects: the 
individual and contextual. At the individual level, religiosity is related to how religious a person 
is; this can be captured by the frequency of church attendance or some measure of the intensity 
of religious belief (for example, the World Values Survey religious belief measures used in 
Norris and Inglehart 2004). The contextual effects of shared group consciousness can be captured 
by denomination. Presumably the contextual effects can persist even in the presence of declin-
ing levels of religiosity, for example, through the politicization of collective social identities.

Empirical evidence: a general decline or a diverse set of patterns?

After a few decades of much attention being devoted to religious cleavages by the likes of 
Lijphart, Lipset, and Rokkan, the study of religious cleavages entered a phase of neglect; in the 
1980s and early 1990s most studies concluded that religion was in general decline and therefore 
irrelevant as a basis of competition for religious parties and even right- wing parties (Franklin, 
Mackie, and Valen 1992: 40; Franklin 1992), mirroring the general consensus on the decline of 
class and other social cleavages at the time (see Evans 1999; Evans and Norris 1999 for summa-
ries of debate). This consensus on religious cleavages was challenged in the mid- 1990s by argu-
ments about the limits of the secularization thesis as well as the documented rise of “religious 
issues” in politics. Several studies began to show evidence for the persistence of religious cleav-
ages (i.e., Elff 2007; van der Brug, Hobolt, and De Vreese 2009; Tilley 2015).
 The latest empirical evidence on the impact of religiosity on voting shows a variety of pat-
terns across both established and new democracies. The evidence shows that religion matters to 
vote choice overall but not in every country and to varying degrees. In several countries, reli-
gion is a more relevant cleavage than social class; these include the Netherlands, the United 
States, West Germany, and France (Evans and De Graaf 2013). The trends in religious voting 
show a decline in France, West Germany, Italy, and the Netherlands (Heath and Bellucci 2013; 
De Graaf, Jansen, and Need 2013; Gougou and Roux 2013; Elff 2013), but, in newer demo-
cracies such as Poland, Spain, and East Germany, religious voting appears stable (Orriols 2013; 
Letki 2013; Elff 2013). The United States stands alone among established democracies in dis-
playing both strong evidence of religious voting as well as an absence of any decline; rather, 
there is evidence of a realignment as, for example, Catholic voters switched from the Demo-
cratic to the Republican Parties (Weakliem 2013).
 The “top- down” political choice and “bottom- up” social change explanations apply to 
varying extents across the different countries, reflecting the variety of political and cultural con-
ditions. Overall, however, recent empirical evidence favors the political choice explanation; 
with the exception of a few new democracies, the ideological differences between parties explain 
the strength of religious voting (Evans and De Graaf 2013). The effects of social change, in par-
ticular secularization, are clearly apparent in all Western European democracies as religion loses 
its importance. Secularization is even evident in the United States (Aarts et al. 2010; Evans and 
De Graaf 2013). However, the evidence on effects of secularization on political choice is not 
unequivocal given the lack of clarity in the links between social conservatism and religious 
attendance. Furthermore, the classic secularization thesis which points to the blurring of social 
heterogeneity and consequent decline in religiosity as societies modernize (Norris and Inglehart 
2004) is of more limited relevance in countries outside Western Europe, such as Romania, 
Bulgaria, and Russia (Evans and Northmore- Ball 2012; Northmore- Ball and Evans 2016).
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Conclusions

Until recently, studies on class and religious cleavages have argued that both have progressively 
faded as societies have undergone modernization and secularization; however, recent work on 
class and religious cleavages has displayed a more complex picture of fluctuations and varied 
trends. Current studies are more explanatory than descriptive, focusing on a “top- down” 
approach to cleavages which demonstrates the ability of party elites to activate and de- activate 
political cleavages by offering more or less choice on relevant issue dimensions. This “top- down” 
approach indicates that the strength and over- time changes in cleavages are country- specific and 
can fluctuate depending on the dynamics of party competition. The ability of parties to shape 
cleavages is connected with the decline of the intergenerational transmission of partisanship (see 
van der Brug and Franklin, this volume), thus enabling party signals to more effectively influ-
ence voter decision- making. Though class voting is less pronounced than during the late- 
industrial era, economic and social differences between classes (namely social cleavages; see earlier 
discussion on the distinction between cleavages types) have persisted, and what the parties do 
and say to maintain or minimize class political cleavages, or to re- shape those cleavages with the 
rise of radical right parties and the decline of working class electoral participation, is significant. 
To summarize: the contributions of the seemingly contradictory approaches all point to a more 
general shift from vote choices being made based on long- term party loyalties to more fluid 
issue- based voting; class remains relevant but as the basis for issue positions rather than party 
loyalty.
 Turning to religion, we find that, despite evidence of a general process of secularization in 
many Western societies, recent studies indicate that religious cleavages continue to be an 
important basis of party choice across many societies. In new democracies, particularly in Eastern 
Europe, religion has even undergone a revival, possibly providing a renewed basis of party pref-
erence. Again, party signals matter for levels of religious voting as they do for class.
 In conclusion, the general pattern of development in this research tradition has been from 
descriptive concerns with more or less class/religious voting to an understanding of the sources 
of those differences in terms of the choices offered to voters, the dynamics of the relationships 
between parties and voters and, rather more weakly, examination of the mechanisms accounting 
for the relationship between social classes, religious groupings, and parties. These explanatory 
rather than descriptive concerns are likely to be the focus of new class and religious voting 
research in coming decades.
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Ideology and electoral 
choIce

Martin Elff

Introduction

Few topics in Political Science appear as burdened with difficulties as the term “ideology.” On 
the one hand, the term “ideological” is often used in political discussions to criticize or vilify 
opponents either as irrational and intransigent – as sticking to principles beyond reason – or as 
insincere – as masquerading special interests as a common good. On the other hand, the meaning 
of the term “ideology” in Political Science seems to have been “thoroughly muddied by diverse 
uses” (Converse 1964: 207). Yet the diversity of uses does not indicate that it is impossible to 
associate a meaning with the term. While “ideology” is used to refer to different phenomena in 
different areas of scholarship, this does rarely lead to disagreements about its denotation within a 
particular field. Furthermore, despite this diversity, the usages of the term are not unrelated. 
Usually they refer to a set of abstract or general ideas, distinct from parties’, candidates’ or citizens’ 
positions on particular issues or from specific policy plans. Disregarding the more polemic uses of 
the term, “ideology” has been used to refer to (see also Sartori 1969a; Jost 2006; Knight 2006):

1 a set of ideas that justify a social or political state of affairs
2 a set of ideas that give the (usually economic) interests of a certain social group a moral or 

(more generally) normative appeal
3 a particular line or tradition of political thought, such as Liberalism, Conservatism, Social-

ism, Fascism, etc.
4 the set of ideas that determine the political aims and policy positions of a political party
5 factors that structure citizens’ attitudes and values.

While the first four of these uses are coherent with Downs’ definition of ideology as “a verbal 
image of the good society and of the chief means of constructing such a society” (Downs 1957: 
96), it is the fifth of these that appears to be immediately relevant for voting behavior. But the 
third and the fourth uses of the term “ideology” are also relevant for voting behavior and its 
analysis, though in a less obvious way. Their relevance comes from the consideration that it 
would be surprising to find persistent and coherent patterns of voting if not for persistent and 
coherent differences between parties in terms of the polices they announce or promise to voters. 
These differences between parties may be related to their membership in a party family – for 
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example, of the liberal, conservative or social democratic parties – which are each rooted in one 
of the grand traditions of political thought that emerged in the nineteenth century – that is, 
Liberalism, Conservatism, Socialism, etc. (see Heywood 2003). Yet while categorizing parties 
in party families may facilitate the comparative description of class voting or voting along 
religious- secular lines, it masks out the variability of parties’ policy positions. If parties that 
compete for voters in a country become more similar in terms of their policy positions, 
announcements and promises, they give fewer incentives to voters from different social groups 
to diverge in terms of voting behavior. Thus the political convergence of parties of the left and 
the center/right has been suggested as an explanation of the decline in class voting in Western 
Europe (see, for example, Elff 2009 and Evans and Northmore- Ball in this volume).
 The spatial theory of party competition in the tradition of Downs (1957) views parties’ ideo-
logies as positions in an abstract unidimensional space, the principal directions of which are 
typically identified with the labels “left” and “right” (when applied to European politics) or 
“liberal” and “conservative” (when applied to American politics). The idea of such an overarch-
ing political dimension that lies behind the various policy or issue positions is however not 
confined to the spatial theory of party competition, but also common in the empirical analysis 
of patterns in citizens’ political opinions and attitudes. Therefore, the question of whether such 
“citizen ideologies” (as distinguished from party ideologies) are adequately described by a single 
dimension or by multiple dimensions will be a central one in this chapter as well as the question 
about the origins of such dimensions. Another question addressed in this chapter is whether 
ideologies can be the foundation of new lines of cleavage, especially if traditional social cleavages 
based on class and religion have faded away. Yet the first question to be addressed is to what 
degree citizens have ideologies at all, since it was argued early on (Converse 1964) that ideologi-
cally coherent patterns of citizens’ attitudes and values are a rare phenomenon and that – at least 
in the United States of the 1950s – most citizens are (or were) “innocent of ideology” (but see 
Jost 2006; Bølstad in this volume).

The question of coherence in belief systems

In his seminal contribution “The Nature of Belief Systems in Mass Publics,” Philip Converse 
suggested substituting the “muddied” concept of ideology with the concept of a belief system, 
which he defines as “a configuration of attitudes and ideas in which the elements are bound 
together by some form of constraint or functional interdependence” (Converse 1964: 207). 
While such a “constraint” is understood as an intra- individual connection between these beliefs 
and ideas, so that the change of one idea or attitude would “psychologically” require the change 
of another idea or attitude, in actual empirical research such constraint is usually operationalized 
as a correlation between attitudes or ideas. Based on the low correlation among attitudes toward 
political issues that are related in content or in terms of their ideological significance, Converse 
argues that such belief systems in the (then) contemporary American public are quite rare, 
restricted to a thin elite of highly involved political activists and experts.
 Intra- individual connections between beliefs and ideas are however not sufficient for the 
existence of correlations between ideas or attitudes in the general public, which poses a problem 
for the operationalization of constraint in terms of correlations. That is, if there is a high variety 
of different belief systems – each with a different pattern of constraint – the correlation among 
measurements of ideas and attitudes from different people may be quite low. For strong correla-
tions to exist there must also be a high level of polarization between a small number of types of 
individual belief systems. Indeed, Converse’s pessimistic assessment has been questioned and 
criticized repeatedly, if only for slightly different reasons. The first type of criticism was 
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methodological. One argument, which goes back to Achen (1975), is that the low correlation 
among issue attitudes that Converse found were not indicative of a lack of constraint, but of a 
lack of reliability in attitude measures. The idea of inter- individually differing belief systems has 
led other authors to posit the existence of “hierarchical” or “vertical” patterns of constraint. 
These are constraints between abstract principles and attitudes toward the issues in a particular 
policy area that citizens might be particularly interested or engaged in (Peffley and Hurwitz 1985). 
The other type of criticism questioned the general relevance of the finding of low constraint. 
Thus it has been suggested that the apparent low level of constraint was a phenomenon of the 
halcyon American politics of the 1950s and that attitude constraint and polarization was much 
higher in the more turbulent 1970s (see, for example, Nie and Andersen 1974) and in the highly 
polarized politics of the current decade (see, for example, Jewitt and Goren 2016). Yet there are 
also disagreeing voices that state that partisan polarization and issue polarization between parties 
has increased, but not issue constraint (see, for example, Mason 2015). A result that still stands, 
however, is that ideological constraint is related to political sophistication and to education and 
indeed the gains in constraint appear to be restricted to the educated and politically engaged 
(see, for example, Jewitt and Goren 2016); but ideological constraint varies not only systemati-
cally across individuals but also across countries. For example, a high visibility of the welfare 
state also increases the constraint among attitudes toward the welfare state (Gingrich 2014).
 As just discussed, there is evidence of systematic differences between individuals in terms of 
belief system constraint, at least if measured in terms of correlations among attitudes. Those cor-
relations are however inter- individual patterns, while constraint really is a concept that concerns 
intra- individual patterns of attitudes. Thus the findings of variations over time and across coun-
tries may be the artifacts of variations in the polarization of attitudes, which in turn may be 
affected by the polarization at the level of political elites. On the other hand, it is quite plausible 
that the variations across individuals, in so far as they are related to education and political 
involvement, may indeed reflect variations in intra- individual constraint. To uncover these 
effects of political context and individuals’ political sophistication, it is necessary to find ways to 
measure intra- individual constraint of political attitudes independent from correlations across 
individuals, which is still an unmet challenge (but see Erikson this volume).

Ideology as a means to facilitate electoral choice

A fundamental idea of the spatial theory of ideologies, which goes back to Downs’ Economic 
Theory of Democracy (1957), is that they can be represented by locations on a single dimension, 
usually identified with a left–right or liberal–conservative axis: The more similar two ideologies 
are, the closer to each other they are on this axis. Extreme ideologies are more distant from the 
middle of the axis than centrist ideologies. In so far as ideology is relevant for citizens’ voting 
decisions, they choose the party or candidate that has the closest to their own ideological 
position.
 In Downs’ version of the theory (1957), neither parties nor voters are interested in ideologies 
themselves. For parties and candidates, ideologies are just means to win elections. For voters, 
ideologies are means for the reduction of information costs. They simplify the choice between 
parties, because voters do not need to acquire detailed information about parties’ potential gov-
ernment activities and to evaluate these in terms of their own well- being. Instead, voters can 
identify a party’s notion of the good society and what place they themselves would have in it. 
That is, parties’ or candidates’ ideological positions are some sort of heuristics.
 It is not immediately clear how this spatial notion of ideologies can be reconciled with the 
idea that they are descriptions of “good societies” and the way toward them. In order to be able 
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to compare parties’ ideological positions with their own position, they need to be able to have 
such ideological positions, and that means to have their own notion of a good society. This 
seems to require a certain degree of abstract thinking, which, as we saw previously, not many 
citizens are capable of or engaged in. Alternatively, one could assume that citizens do not care 
about the ideologies in themselves. Instead they look at ideologies only in terms of those aspects  
they are affected by. These aspects then do not need to lie on the same dimension as the ideo-
logies. This idea was formalized by Hinich and Pollard (1981) and Enelow and Hinich (1982), 
who posit that voters care about parties’ or candidates’ positions on issues, but find it costly to 
learn about these positions directly. Instead, they use linear mappings to predict these positions 
from parties’ or candidates’ ideological positions. While this idea has nice mathematical proper-
ties, it actually begs the question of how citizens construct these mappings. Irrespective of 
whether these mappings are the product of logical inference or of learning from experience, 
they would constitute a considerable cognitive achievement. In fact, this idea of linear mappings 
between ideological positions and particular issue positions seem to fit together with the idea of 
attitude constraint manifested in correlations among attitudes: Like in the general factor analysis 
model, the less “noisy” individuals’ mappings between ideological positions and issue positions 
are, the higher the absolute correlation among issue attitudes will be.
 The idea of ideological distinctions as inferential devices is not restricted to research moti-
vated by the spatial theory of voting. From cognitive psychology comes the idea of the left–right 
distinction as a schema (Conover and Feldman 1984). A schema is a cognitive structure that helps 
individuals to organize diverse experience. Schemas can have different levels of abstraction and 
are typically domain- specific, that is, used (only) in a particular area of experience. But this 
means that if the notions of “left” and “right” each refer to a schema or if the left–right axis is a 
schema, as it appears to be in West European politics (Fuchs and Klingemann 1990), it is not 
necessarily the only one. There may be other, general or domain- specific, schemata that are 
used as an alternative or as a supplement to the left–right schema to make sense of political 
information and to take positions on particular issues (see, for example, Medina 2015).
 If voters do not care for each and every implication that an ideology has, then a complete and 
coherent belief system may not be necessary for ideological cues to be useful for them. But at 
least they will need a basic understanding of what it means for a party or candidate to be either 
“left” or “right,” “liberal” or “conservative.” Again it was Converse who brought dismal tidings: 
Only a small section of the citizenry – at least at the time of his writing – actively used ideo-
logical categories explicitly in their evaluation of parties and an only somewhat broader section 
appeared able to make sense of ideological labels when presented with them (Converse 1964). 
While results for West European countries are somewhat more favorable, there are still differ-
ences between educational groups in terms of recognition and understanding of “left” and 
“right,” even though they appear small in comparison to the differences between the West 
European countries and the US (Klingemann 1972). Yet respondents in the study by Fuchs and 
Klingemann (1990) often use dichotomies of “progressive” vs. “conservative” and “com-
munism” vs. “fascism” as interpretations of “left” and “right” and thus use categories no less 
abstract than the original terms, while they rarely use more concrete meanings such as “worker” 
vs. “entrepreneur” or “poor” vs. “rich.” But if citizens are only able to paraphrase abstract terms 
with different abstract terms, there is room for doubt that they are able to make any specific 
inferences with regards to parties’ or candidates’ policy positions.
 Even if a citizen is able to associate substantial issue content with labels such as “left” and 
“right” in a wide range of policy areas, and place themselves and parties correctly on a left–right 
scale, this will not prove that he or she uses left–right positions to infer positions on particular 
issues. While such a finding would be consistent with such a use, it is also possible that he or she 
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has just merely learned, after picking up a certain set of positions, that certain positions and the 
use of “left” and “right” go together. To prove his or her inferential use of left–right positions, 
one will need to provide him or her with left–right positions of (fictitious) parties and candidates 
and record whether he or she makes correct predictions about these parties’ issue positions. It 
appears that no research in this direction has been undertaken yet.

The content and dimensionality of “left” and “right”

It would be a fallacy to conclude from the ubiquity of the use of “left” and “right” as political 
categories that there exists a consensus about their issue content. This insight has led many 
scholars to look into the correlates of citizens’ left–right self- placement. If these correlates are 
indicative of the content of “left” and “right,” then there is ample evidence that it varies 
considerably across space (i.e., countries) and time (see, for example, van Elsas and van der Brug 
2015).
 Further, there is evidence that ideological positions cannot or can no longer be adequately 
described by positions on a single axis. A growing literature (see, for example, Hooghe, Marks 
and Wilson 2002; Feldman and Johnston 2014) suggests that there are instead at least two ideo-
logical dimensions:

•	 an	economic	left–right	or	“materialist”	dimension	that	contrasts

•	 demands	for	redistribution	of	assets	and	income	toward	more	equality,	public	provision	
of welfare benefits and an active role of the state in controlling the economy, with

•	 an	affirmation	of	the	freedom	from	interventions	into	property	rights	and	demands	for	
the state to let markets run their course

•	 a	 “non-	materialist,”	 “post-	materialist,”	 “social,”	 “authoritarian-	libertarian”	 or	 “GAL/
TAN” dimension that contrasts

•	 the	affirmation	of	citizens’	political	rights	and	individuals’	liberties	to	choose	their	way	
of life, with

•	 an	emphasis	of	authority	of	 the	state	to	constrain	or	coerce	citizens	 in	the	name	of	
public security and an affirmation of traditional norms of piety and modesty.

The notion of two ideological dimensions has become popular in the literature that postulates 
that a value change from materialist to post- materialist priorities has occurred. This value change 
is supposed to have led to a confrontation between “old politics” and “new politics,” which cuts 
across traditional left–right alignments based on economic interests and class divisions (see, for 
example, Inglehart 1984). But this second dimension is arguably a quite old one, which derives 
from religious- secular divisions and conflicts about the contrast between individual freedom and 
the authority of the national state, conflicts that go back to the late nineteenth and early twen-
tieth century and that have become manifest in the divergent ideological movements of Liberal-
ism and Conservatism. Considering that in some cases the authority of the nation- state could get 
into conflict with Catholic church religiosity, it might be reasonable to distinguish two non- 
economic ideological dimensions (see, for example, Elff 2009), one contrasting individual way-
 of-life liberties with traditional- religious norms and one contrasting citizens’ rights with the 
authority of the nation- state (Lipset and Rokkan 1967; Elff and Rossteutscher 2017).
 So how many dimensions of ideology exist? The significance of the answer to this question 
depends on whether ideological dimensions are genuine (latent) factors or epiphenomenal to 
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clusters of ideas. In the first case, if ideologies are genuine latent factors, they will restrict the 
degrees of freedom of positional changes by parties – for example, by restricting them to move-
ments on a single left–right axis. The number of ideological dimensions could then be deter-
mined by a combination of theoretical reasoning and sophisticated analysis of data on parties’ 
electoral platforms and/or voters’ issue preferences. In the second case, if ideologies are prim-
arily sets or clusters of ideas, each cluster being held together by a common origin and/or logical 
or factual coherence, then ideological dimensions are a mere means for the description of differ-
ences among these idea clusters. Sophisticated data analysis may still lead to results that suggest a 
representation of ideologies by a small number of dimensions, but the implications of such find-
ings will be limited and likely to be dependent on context and time. But the different clusters/
dimensions may also be ephemeral side- effects of an evolution of the meaning of left–right itself 
as new issues arise that will eventually be absorbed into the left–right dimension (van der Brug 
and Franklin in this volume), perhaps as a pre- condition for their having effects on party 
support.

Operational and symbolic ideology

It is tempting to equate citizens’ self- placement on a scale with ideological labels such as “left” 
and “right” or “liberal” and “conservative,” etc. with actually having corresponding ideological 
orientations. Yet if someone reports a “moderately leftist” score of 3 on a 10-point left–right 
scale, for example, then this does not imply that he or she will support all the issue stances that 
a party or candidate with such an ideological position will assume. Instead, respondents’ left–
right or liberal–conservative self- placements and their issue positions may empirically diverge 
and in some instances they do. Ellis and Stimson (2009) therefore distinguish between an “oper-
ational ideology” and a “symbolic ideology.” An operational ideology is a coherent set of atti-
tudes and beliefs similar to Converse’s concept of a belief system. An individual’s symbolic 
ideology is his or her self- identification with ideological labels, such as “left” or “right,” or with 
groups denoted by such labels, such as “liberals” or “conservatives.” The phenomenon of “con-
flicted conservatives,” who identify themselves with an ideological symbol without actually 
supporting any of the policies that members of the political elite would ascribe to it (Ellis and 
Stimson 2012), are an instructive example for such a divergence.
 While the concept of symbolic ideology suggests that it is causally prior to vote decisions and 
to some degree also to operational ideology, other interpretations of ideological self- identification 
view it as a consequence of partisanship and/or party preference. Thus when Inglehart and Klinge-
mann (1976) examine the relative influence of value orientations and partisanship on left–right 
self- placement, they find that the latter dominates. Thus the question may arise about the relative 
priority of party identification and partisanship on the one hand and ideological self- placement or 
symbolic ideological identification on the other. Both causal pathways appear equally plausible. 
If partisanship is a product of socialization (by parents and perhaps also by peer groups) and the 
meanings of ideological “labels” are learned from their application to the policy positions of the 
party one identifies with, then partisanship is causally prior. This is likely to be the case in the US 
where the ideological polarization between parties used to be low (even if it has increased 
recently). In contrast, if political socialization does not lead so much to the identification with 
parties than with ideological labels or ideologically labeled groups, then ideological self- 
identification is likely to condition individuals’ adoption of issue positions and electoral choices, 
which may then coagulate into partisan attachments. This is more likely to be the case in coun-
tries with several small to medium- size parties that sort themselves into ideological “camps,” such 
as in pre- 1990 Italy. The causal relation between partisanship and ideological identification may 
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however be reciprocal if the party system is sufficiently concentrated so that certain parties can, 
at least in public perception, be the exclusive “owners” of particular ideological brands. For 
example, if there is a major party calling itself the “Socialist Party” or similar and if this party 
describes itself as “moderate leftist” – as in many West European countries before 1990 – then 
partisan attachments and ideological identifications are likely to develop in tandem. It is of course 
difficult to disentangle these causal pathways empirically, because this requires panel survey studies 
with the right instruments. These are quite rare, with the various studies conducted by Michael 
Lewis- Beck and his co- workers on France as exceptions (e.g., Fleury and Lewis- Beck 1993). 
They find ideology to be a cause of partisanship rather than the other way around – though the 
findings are consistent with a view that party choice is a cause of both (see Dinas in this 
volume).

Psychological underpinnings

Much of the discussion about the concept of ideology and the causes and consequences of ideo-
logical thought and conceptualization considered so far can be characterized by a “top- down” 
perspective, where ideologies are originally systems of thought adopted by parties and political 
elites, which then color the perceptions of those who identify with those parties (see Heath in 
this volume). A more psychologically oriented “bottom- up” perspective can be contrasted with 
this (Jost, Federico and Napier 2009). In this perspective, ideologies are patterns of sentiments 
and cognition, rooted in individuals’ personality, their particular situation or experience, or 
even their genetic makeup.
 Much of the research tradition on the psychological underpinnings of ideology goes back to 
Adorno et al.’s (1950) Authoritarian Personality and focuses on personality traits that dispose indi-
viduals toward right- wing authoritarian attitudes (see, for example, Altemeyer 1981) or hierar-
chical relations between groups (see, for example, Pratto et al. 1994). This research thus favors 
a uni- polar conception of ideologies or is restricted to a particular ideological content. Later 
authors focus on more general attitudes such as (in)egalitarianism and resistance to change and 
their relation to liberal–conservative or left–right self- placement (see, for example, Thorisdottir 
et al. 2007). Explanations of these phenomena appear to draw from the full inventory of psy-
chological factors. They include situational factors such as perceived threat (see, for example, 
Jost 2009), psychological needs (see, for example, Thorisdottir et al. 2007), experiences during 
youth and childhood (see, for example, Block and Block 2006), personality factors such as the 
“Big Five” (Jost 2006), or even physiological and genetic factors (Smith et al. 2011; Funk et al. 
2013).
 Another area of psychological research is less focused on the content of ideological thinking 
than on the psychological foundation of what Sartori (1969b) calls the ideological mind- set. The 
central concept of this research is “motivated reasoning” (Redlawsk 2002), which involves not 
so much the deductive search for implications and consequences from certain premises as it tries 
to find reasons to justify a given and predetermined political decision – that is, to rationalize 
them. In particular, such research focuses on to what degree and under what conditions indi-
viduals retain certain political positions or preferences, despite being faced with factual informa-
tion that contradicts the reasons that appear to justify these positions or preferences (see, for 
example, Kahan 2012).
 While these lines of research contribute important insights into phenomena that are related 
to ideologies in the various meanings discussed at the beginning of this chapter, care must be 
taken that phenomena such as resistance to change are not confused with ideologies themselves. 
Furthermore, it seems worthwhile to explore the relation of psychological factors to politics in 
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more refined ways than with reference to left–right or liberal–conservative self- placements. 
Finally, it appears that psychological factors are perhaps rather moderators than primary factors 
since, for example, the need for security varies between Eastern and Western Europe in terms 
of the relation with left–right self- placements (Thorisdottir et al. 2007).

Outlook: an ideology- based cleavage structure?

Apart from giving an overview of the role played by ideology in shaping electoral choices, a 
main purpose of this chapter is to examine whether ideologies can be the basis of new political 
cleavages after the traditional ones based on social structure have faded away, as often is claimed 
(see Evans and Northmore- Ball in this volume). As it turns out, the answer is (as ever so often) 
“it depends.” In the present case, it depends on the meaning of the terms “cleavage” and 
“ideology.”
 While the concept of cleavage is no more clear than that of ideology, for reasons of space the 
following “minimal” definition will have to suffice: A cleavage is a persistent division of groups 
with systematically divergent patterns in political behavior, including patterns of voting (this 
minimal definition is inspired by Rae and Taylor 1970). A “social cleavage” is a group division 
where members of different groups differ in their position in the system of social stratification 
or other major aspects of their social life – such as religiosity or church attendance or religious 
non- affiliation. An “ideological cleavage” then would be a division between groups that differ 
in their ideologies, irrespective of their social position. Since one can distinguish between sym-
bolic ideology and operational ideology, one can analogously distinguish between symbolic 
ideological cleavages and operational ideological cleavages.
 While stable programmatic divisions between parties may be important for the existence of 
social cleavages, they are obviously even more important for cleavages based on operational 
ideology. It will be hard to understand why voters with different operational ideologies vote for 
different parties, if not for differences between parties in terms of ideological messages or ideo-
logically relevant policy proposals. But the existence of such cleavages also requires a sufficient 
amount of constraint among voters’ political opinions and attitudes to produce such coherent 
responses to parties’ messages. Clearly, the dependence of such cleavages on party agency makes 
it unlikely that such cleavages will be uniform across countries and over time. If most citizens 
lack the necessary structuration of opinions and attitudes, it will be unlikely that such cleavages 
will range deep into society, if they occur at all. The matter may be different in the case of cleav-
ages based on symbolic ideology, at least at first glance. If there are groups defined by the iden-
tification with ideological symbols and if certain parties can be associated with these symbols, 
then a more or less stable pattern of voter alignments may result. But it is possible that symbolic 
and operational ideology do not match, and it is plausible that such a mismatch undermines such 
ideological cleavages. Whether this is empirically the case is still an open question.
 Another question is whether the psychological dispositions that are at the center of the 
“bottom- up” perspective could form the basis of new political cleavages. On the one hand, 
being affective dispositions, they are less cognitively demanding than operational ideologies and 
thus potentially more widespread. On the other hand, the psychological dispositions on which 
the “bottom- up” approach focuses are not really ideologies in any of the senses discussed at the 
beginning of this chapter. It is however plausible that these dispositions contribute to the psy-
chological underpinnings of the value conflicts that lead to the tension between liberal and 
conservative ideologies.
 The discussion so far focused on the possibility that ideological cleavages emerge at all. This 
leaves open the question about the content of potential ideological cleavages, provided that the 
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conditions are met for their manifestation: If ideological cleavages substituted social cleavages, 
what would they be about? While inventive scholars will always try to demonstrate otherwise, 
it does not seem plausible that ideological cleavages will result in the emergence of something 
radically new. First, ideologies with mass appeal cannot be invented out of the blue, but take 
time to evolve, so that socialism, liberalism, conservatism, Christian democracy, etc. are likely 
here to stay. Second, the major issues of the day, inequality and immigration, are far from alien 
to the historical currents of ideology. Inequality has always been a foundational concern of 
socialism, and ethnic divisions, which are created or highlighted by immigration, have been 
exploited by right- wing nationalism since the beginning on the twentieth century. The new 
populist movements virulent in certain European countries and elsewhere are thus not much 
more than old wine in new bottles, while socialism may again become resurgent should the 
parties of the moderate left cease or undo their attempt to re- define themselves in terms of a 
“New Center” or a “Third Way.” The only genuinely new ideological current that has emerged 
in the last few decades is ecologism. Yet its electoral impact has remained limited, even though 
demands for fighting pollution and wildlife protection have often been picked up by the “tra-
ditional” political left or even addressed by supranational regulations. Whether further climate 
change lends new fervor to this movement remains a matter of future research.
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Party IdentIfIcatIon

Shaun Bowler

Introduction

The classical definition of party identification is that it is a “sense of personal attachment which 
the individual feels towards the [party] of his (sic) choice” (Campbell, Gurin and Miller 1954: 
88–89). That is, voters have long- running attachments to particular parties regardless of candid-
ates or issues in specific elections. Voters may defect from “their” party every now and then – 
they may choose a candidate from another party – but over the long run, more often than not, 
voters will have a homing tendency and return to support “their” party for which they have a 
sense of attachment. Party identification is probably the central conceptual building block in 
behavioral research and is a standard, one might even say required, factor to be included in 
models of vote choice, being seen as a precursor to the vote and party preference. One crude 
indication of its importance is found in Google Scholar where a search for the terms “party 
identification” AND “political science” produces over 27,000 results. Clearly, such a large liter-
ature presents challenges for any review. This chapter on party identification is therefore neces-
sarily limited and organizes a discussion of party identification around three main questions. The 
first question is: what does party identification do? The second is: how (and why) do people 
develop party identification? And the third question asks: what kinds of variations do we see in 
party identification?

What does party identification do?

One of the more important features of party identification is that it not only helps to shape 
choices directly by capturing a long- term loyalty or standing decision to support a given party, 
it also shapes choices indirectly by helping make sense of information we receive. Perhaps the 
clearest way in which this happens is when considering economic information. We know that 
voters take government performance into account when making their choices: incumbents are 
punished for bad performance news, rewarded for good. But what makes performance “good” 
or “bad” is not simply a matter of an objective number but may also be subject to interpretation. 
Once there is room for interpretation there is room for information to be filtered by party iden-
tification. A 7 percent unemployment rate under a Conservative government may be seen as a 
good level of unemployment so far as Conservative identifiers are concerned, not so good if the 
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voter identifies with Labour (see, for example, Wlezien, Franklin and Twiggs 1997). It is not 
just economic news that is filtered in this way. Anduiza, Gallego and Muñoz (2013) show that 
party identifiers are even willing to turn a blind eye toward corruption.
 Party identifications also provide short cuts that reduce the amount of information voters 
need to process. Voters do not need to develop complex ideologies or think out positions for 
specific issues; using parties as heuristics allows people to develop information short cuts and to 
cue- take from party leaders. Brader, Tucker and Duell (2013), for example, demonstrate some 
of the limits to cue- taking but also show it in action, concluding that more established parties 
are likely to be able to send cues that voters respond to with regard to specific policies.
 Party identifications are also associated with several positive attributes that help support what 
was termed in early literature as a “democratic political culture.” We know that party identifica-
tion is associated with interest in politics and elections. Those with strong identifications are 
more likely to be engaged in the system – to pay attention to politics and to turn out and vote. 
That said, one of the difficulties of this list of functions is that the direction(s) of causal relation-
ships are not always clearly established or simple. Take, for example the relationship between 
party identification and interest in politics: is it the case that those who are interested in politics 
develop a party identification? Or does party id strengthen an interest in politics? Or does the 
relationship go both ways? At the very least, what this discussion suggests is that the familiar 
model specifications in which party is included side by side with interest, or, alternatively, 
where interest is predicted by partisanship, probably over- states the size of the relationship.
 Party identification is also useful at the level of the system as well as individual voters. Party 
loyalties help promote turnout and also provide a tie between individuals and the political 
system and gives people a way of locating themselves in the wide political context. These effects, 
in addition to the individual level effects on interest, attention and turnout, are all consistent 
with a vibrant and active democratic process and so are valuable from a system perspective. 
Consequently, aggregate levels of party identification among the electorate are often seen as a 
marker for the overall health of a democratic system since those levels are associated with levels 
of engagement and turnout.
 Take, for example, the pattern we see in Figure 12.1, which shows the relationship between 
party identification and a sense of whether people feel elections make a difference.
 Figure 12.1 displays aggregate level data from CSES 2 and CSES 3.1 We find a bivariate cor-
relation of 0.41 (p = 0.0002, N = 75) between the national level percentage of people who 
identify with a party and the national level percentage of people who respond that elections 
make a difference. A similar, if somewhat weaker, relationship exists between the aggregate 
level percentage of those who say they are close to a party with the percentage of those respond-
ing that they are “very” satisfied with democracy (correlation = 0.26, p = 0.019, N = 78). We 
will return to definitional issues relating to “closeness” to a party and other issues arising from 
Figure 12.1 below. For the moment, the point made by Figure 12.1 is simply to provide some 
evidence that there is indeed a relationship between partisanship and system level indicators of 
democratic health.
 The short answer to the question of what do party identifications do is that “they do a lot.” 
Given the value of partisanship to both citizens and political systems alike it is not surprising that 
a large body of literature has considered how citizens acquire partisanship.

Why (and how) do we have party identifications?

One of the major distinctions to be made is whether partisanship is either a consequence 
of socialization or simply a matter of habituation. Both strands of thought are present in the 
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literature and, as we will see, both are able to point to evidence in their support. Although the 
degree to which party identification is seen as a property of one rather than the other does seems 
to depend in part on where, and when, we look. We begin, however, where the literature on 
party identification began, which is an understanding of party id in terms of socialization.
 The earliest work on party identification, that of the 1960s and 1970s, emphasized childhood 
socialization and that children “acquired” the party loyalties of their parents. Research shows 
that children share the party loyalties of their parents to a surprising degree. One set of scholars 
highlight that the size of effect is comparable to religiosity:

The high levels of concordance [between parents and children] found for partisan orien-
tations compare favorably with those for levels of religiosity, as indexed by frequency of 
church attendance and beliefs about the inerrancy of the Bible. Parents are expected to 
exert a powerful influence on the religious practices and beliefs of their children.

(Jennings, Stoker and Bowers 2009: 796)

A more recent body of work has begun to revisit those earlier findings and found that those 
earlier findings largely persist (Jennings and Markus 1984: Jennings, Stoker and Bowers 2009)

As expected (…), children are more likely to adopt their parents’ political orientations 
if the family is highly politicized and if the parents provide consistent cues over time. 
The direct transmission model is robust, as it withstands an extensive set of controls. 
Early acquisition of parental characteristics influences the subsequent nature of adult 
political development.

(Jennings, Stoker and Bowers 2009: 782)

Other work on the psychology of vote choice anchored an understanding of partisanship in 
social identity theory in which citizens chose to identify with a group and/or the relationship 
between parties and groups (left parties and labor unions; center- right parties and religious 
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affiliation) meant that voters would acquire partisanship more or less as part of their group- based 
social identity. To the extent that groups in society are becoming more complex and/or people 
join multiple groups then we may see these kinds of relationships shift. While there has been 
some renewal of interest in childhood and adolescent socialization processes, there has been less 
new work on the social identity basis of partisanship. Green, Palmquist and Schickler (2004) 
represent something of an exception but there is less work done in the comparative context 
(Green, Palmquist and Schickler 2004; Sapiro 2004). One exception is that of Huber, Kernell 
and Leoni (2005) with a study that uses a 25-country sample from CSES 1 and concludes that: 
“We find that voters are most likely to form party attachments when group identities are salient 
and complimentary” (Huber, Kernell and Leoni 2005: 365).
 If partisanship is seen as something that develops from fundamental social contexts like family 
or group this suggests that citizens acquire – and so hold onto – partisanship in an almost 
unthinking and unconscious way. To borrow a phrase from Medeiros and Noël, these works 
reinforce the sense that party identification can be seen as a “prepolitical and arational” founda-
tion of political behavior, a “psychological attachment” based on affect more than on cognition, 
and one likely to stand the test of time because it was anchored in “a person’s self- concept” 
(Medeiros and Noël 2013: 3–4).2

 To the extent that party identifications are rooted in “arational” factors there may be no need 
to explain why people choose to have them. The answer is that it simply is not a choice for 
people. Yet, despite the socialization processes and identifications and despite the usefulness of 
party identification, it is less clear why voters have them in the first place. That is, it is worth 
asking whether, left to themselves, voters would choose to acquire a party identification. While 
party identifications have many benefits once acquired, those benefits may not provide sufficient 
reason for an individual to acquire a party identification to begin with. It would likely seem to 
be the case that individual voters may care very little for system level functions – for example, 
they may care little that get out the vote campaigns are easier for parties if voters are staunch 
partisans. Voters may even not care too much about how party identifications may make them 
feel better about the political system. After all, a body of evidence shows that, for many people, 
politics is not just low salience but an irritant (Hibbing and Theiss- Morse 2002). In acquiring a 
party identification voters choose a number of frustrations – including the frustration for many 
minor party supporters of supporting a party that never wins. To borrow an analogy from the 
sporting world, it is almost as if someone who does not like soccer becomes a fan of a team 
perennially at the bottom of the league. On the face of it, then, it is surprising that voters keep 
hold of party identification, especially in the face of repeated frustrations and irritations. Yet the 
evidence suggests voters not only hold on to party identifications but that those identifications 
strengthen over the life cycle.
 It is possible, however, to see voters developing party identifications without having the 
need to invoke social identity theory or childhood socialization as explanations. Before moving 
on to develop this point, it is important to note that, even in the earlier work on party identifi-
cation socialization, life experiences had some role to play. Someone’s life experiences could 
interrupt and in some instances over- ride early socialization. Dinas’ (2014) work is perhaps the 
best recent example of demonstrating this point. For Dinas, the combination of politically 
engaged parents with politically engaged children can lead to changes in political views later in 
life that may lead people to differ from their parents. Nevertheless, despite the role of experi-
ences, the received view of partisanship often emphasized socialization processes within the 
family, or within social groups.
 A consideration of life experiences helps to open the door to explanations of party identifica-
tion not grounded in socialization but grounded more in habituation. While socialization 
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processes of various kinds may provide a sufficient explanation for the existence of party iden-
tification, such processes may not provide a necessary explanation. After all, parties and party 
government are a highly visible, even ever- present, part of society. Even between elections it is 
hard to avoid seeing or hearing from the main political parties. It is thus hard for citizens to 
avoid having some response to political parties as agents or actors in the society. At election time 
the prominence of political parties in the media and public debate peaks. This prominence of 
political parties must go some way to explaining why people may acquire partisanship inde-
pendent of the kind of long- term socialization/social identity processes.
 One group of voters that is interesting in terms of whether/how voters develop partisanship 
separate from socialization are citizens in the new democracies. In these countries party systems 
were formed anew, implying that there is no relevant childhood socialization experience.3 In 
the wave of democratizations in the 1990s and 2000s, people were suddenly asked about their 
relationship to parties. Again referring back to Figure 12.1 and the CSES aggregate level data, 
simply distinguishing between “old” and “new” (< 25 years old) democracies with a dummy 
variable produces a correlation of –0.31 (p = 0.005, N = 78). Dalton and Weldon (2007: 192) 
rightly note the chicken and egg problem for new democracies: partisanship promotes stable 
party systems, which in turn promote partisanship, but when party systems are unstable and/or 
electoral volatility is high there may be a less stable set of party identifications among individual 
votes. Mainwaring and Zoco (2007) highlight the importance of the conditions at the start of 
democratic formation as a factor shaping the stability of party systems: they find that newer 
democracies tend to have higher levels of volatility, which is consistent with there being lower 
levels of partisanship in newer democracies.
 Even if we see party identification as a response to circumstance – to “nature” not “nurture” 
– there still remains a role for socialization in the acquisition of party id. For example, “the 
third- wave democracies also display evidence of latent socialization carried over from the old 
regime. The results suggest that party identities can develop in new democracies if the party 
system creates the conditions to develop these bonds” (Dalton and Weldon 2007: 179). But 
citizens in new democracies do eventually begin to acquire partisanship, even absent socializa-
tion processes of the kind seen in more established democracies, in part because elections are 
held, and so parties become prominent mobilizing forces (Dalton and Weldon 2007: 192). A 
version of this pattern is also seen in Kroh (2014), who shows that partisanship is endogenous to 
the system, coming about as a consequence of holding elections.
 Adult immigrants are also interesting from the point of view of understanding whether par-
tisanship can develop absent socialization. Such voters do not have childhood experiences that 
socialize them into the party system of their new home. Immigrants may bring with them party 
leanings from their previous home (Wals 2011, 2013) – hence there is still scope for a version 
of the socialization argument – but obviously that scope is limited. In new democracies, some 
families still have memories of pre- dictatorship political patterns and some immigrants may 
remember the affiliations/orientations of their native country. In both instances, those memo-
ries may persist and color current orientations. But, while there may be some similarities between 
ideology of parties between the old and new countries, or the same country in a previous gen-
eration, the current set of parties facing voters will be quite different. Even immigrants from one 
established democracy to another and with similar institutions – say Canada to the UK or vice 
versa – will face a very different choice set: the NDP is not the same as the Labour Party and the 
Canadian Conservative Party has a different set of concerns than the UK Conservative Party. 
Once in their new home, however, it is expected that people will acquire party attachments as 
part of their new citizenship. In fact, acquiring a party identification is almost seen as part and 
parcel of citizenship for new citizens.



Party identification

151

 A body of literature in the US case has begun to address the question of how people orient 
themselves to their new home (see, for example, Cain, Kiewiet and Uhlaner 1991; Wong 2000; 
Hajnal and Lee 2011). As we saw in the case of new democracies, the longer a person is in the 
political system the more likely it is that s/he will develop a party predisposition. Wong (2000), 
for example, finds that:

A strong relationship between the number of years an immigrant has lived in the US 
and the acquisition of partisanship is found. Further analysis shows that naturalization, 
gains in English language skills, and media use also contribute to immigrants’ acquisi-
tion of partisanship. This study reveals that a process of reinforcement through expo-
sure to the political system underlies the development of political attitudes across 
diverse immigrant groups.

(Wong 2000: 341)

The experience from both new democracies and new citizens shows that early socialization is 
not a necessary condition for the acquisition of party affiliation. People can, and do, develop 
party identifications simply as a consequence of being in the system itself. To use the phrase 
from Medeiros and Noël, there can be a “cognitive basis” to partisanship. In itself this should 
not be surprising; parties and elections are prominent features of news and life in any democracy. 
It seems reasonable, then, to expect people to develop some kind of response to political parties. 
While there is scope for an argument based in socialization processes, it seems that a socialization 
argument is unlikely to offer a complete understanding of party identification. Nevertheless, it 
does seem that a cognitive argument may also fail to offer a complete explanation of party iden-
tification; a point we return to below.

How does party identification vary?

We consider two sources of variation: variation across countries and over time.
 As the simple descriptive patterns in Figure 12.1 show, the level of attachment to political 
parties varies considerably across nations. Averaged across all countries, 44 percent of people said 
they were close to a political party. The range around that average, however, is substantial, 
spreading from around 6 percent at the low end (Thailand) to 80 percent at the high end (Aus-
tralia). As we noted above, some of that variation is attributable to variation in the stage of 
democratic development. But other cross- system variations are attributable to other factors.
 One misleadingly simple issue is that of translating party identification into languages other 
than English. Schickler and Green (1997: 454) and Sinnott (1998), for example, document 
issues with translation between countries. Appendix A lists some notes on question wording 
taken from the CSES 3 survey, which give a sense of the different wording across nations. Even 
accepting that the phrasing “close to” is a reasonable representation of party identification as a 
concept we can see that the concept does not always travel easily across linguistic boundaries.
 For Blais et al. (2001), survey responses on party identification are strongly affected by ques-
tion wording and the relationship between party identification and variables such as party and 
leader ratings and voting behavior “does not quite conform to theoretical expectations” (Blais 
et al. 2001: 5). The results of Blais et al. are worth quoting at some length:

The traditional question wording suggests that somewhere between two thirds 
(in Canada) and seven eighths (in Britain) of the electorate think of themselves as 
partisans. Yet, when the same people are asked if they think of themselves as close to 
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a party, the percentages of identifiers drop to between two and three fifths (Canada 
and the United States respectively). The overall average for the three countries goes 
from 76% to 48%.

(Blais et al. 2001: 18)4

At least one part of the issue is what to do with respondents who say they have “no identifica-
tion” (Blais et al. 2001: 18). In the US case this has also surfaced in terms of how to address 
“independents” or those who “identify” as Independent. In 1954, the time of The American 
Voter, roughly 97 percent of the Californian electorate were registered either Democrat or 
Republican. By 2014 the share of registration by the two main parties had dropped to around 
72 percent with roughly 25 percent of Californians reporting that they were “Independent.” 
Independent voters are a source of some discussion within the US literature. For the most part, 
these have been interpreted as being partisans “really.” In surveys, Independents are pushed to 
respond to a question over which of the two parties they really prefer. In this way the standard 
5-point scale (Strong Democrats, Weak Democrats, Independents, Weak Republicans, Strong 
Republicans) can become a one- dimensional 7-point scale (Strong Democrats, Weak Demo-
crats, Leaning Democrat, Independents, Leaning Republican, Weak Republicans, Strong 
Republicans). Part of the problem with doing this, even if Independents are “really” some form 
of partisan, is it undermines the argument to the effect that partisanship is a meaningful or 
appealing form of social identity. If social identity is an important component of partisanship 
then if a sizable share of voters see a social desirability bias pressing toward denying that identity 
it is hard to see how partisanship overall functions in the way it was originally thought. More 
worrisome for those who see partisanship in largely one- dimensional terms is that many Inde-
pendents simply are not “really” partisans. Some Independents are quite critical of parties and 
the party system and their independent status does not so much reflect a lack of affect so much 
as disaffection from the choices on offer. In other words, in the US context, it seems that while 
some Independents are “really” partisan supporters of the two main parties some others are quite 
different. In practice, however, voters are generally presented with just two parties from which 
to choose, meaning that when we look at voting, Independents appear partisan.
 Comparative work raises the question of whether the concept of party identification travels 
outside the US. Thomassen (1993) goes furthest to unsettle the value of party identification as a 
concept outside the US by arguing that, at least in the Dutch case, “party identification is not 
causally prior to the vote but simply a reflection of the vote and therefore causally posterior” 
(Thomassen 1993: 266) in part because there is instability over time – partisanship will track 
vote choice. Possibly related to Thomassen’s concern, the long- standing discussion in political 
science relates to whether party identification is multi- dimensional or not, even in the US case. 
In the US the existence of a two- party system means that partisanship is sometimes represented 
as an interval level scale ranging from Strong Democrat to Strong Republican. In multiparty 
systems, such a representation does not make much sense (are weakly identifying German 
Greens to the left of or the right of strongly identifying SPD supporters?) but even in the US 
case the argument is persuasive that there is, in effect, both a policy distance dimension and also 
an affective dimension.
 Other sources of cross- national variation are more systematic. At least some of the differences 
involve institutional variation: some institutions reinforce partisanship. At its simplest, ballots 
can differ in their presentation of what voters are choosing between – parties or candidates. 
Electoral systems will also permit or deny voters the opportunity to vote for one or many can-
didates. Furthermore, electoral systems – through their effects on the incentives facing parties 
and candidates – will offer many or few choices. Where voters are given multiple choices over 
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candidates and parties – as under the Single Transferable Vote – it is likely that they will be less 
dug in on party choices. Huber, Kernell and Leoni (2005) find “that institutions that assist voters 
in retrospectively evaluating parties – specifically, strong party discipline and few parties in gov-
ernment – increase partisanship” (Huber, Kernell and Leoni 2005: 365). We see institutional 
effects, too, within the US. Norrander, for example, finds that “cross- state variation in inde-
pendent identification is due to variations in state political characteristics such as interparty 
competition organizational strength of parties, type of primary, and primary turnout” (Nor-
rander 1989: 516; see also Burden and Greene 2000).
 Change over time is the other element of how partisanship may vary. Different schools of 
thought emphasize different sides of this coin: those grounded more in psychology and soci-
ology emphasizing the stability of party attachments. Not surprisingly, if one’s relationship to 
parties is anchored in one’s sense of self then it is likely to be more stable than unstable over 
time. Sources of change in party id within an individual have, then, tended to come from 
models more grounded in economics. The standard way of seeing change at work is in Fiorina’s 
“retrospective voting” model in which partisanship is seen as a summary measure updated by 
performance assessments. If – as does seem to be the case – party operates as a strong perceptual 
filter, then the rate of updating will necessarily be affected: strong partisans will only very slowly 
take on board negative information about their party. Neundorf and Adams (2015) show that 
issue preferences both influence partisanship but are, in turn, influenced by partisanship.
 Neundorf, Stegmueller and Scotto (2011) use German panel data to show that the electorate 
– perhaps not surprisingly – is heterogeneous: there are groups of stable partisans with a strong 
affective attachment and others who are more performance driven and – hence – more fluid or 
“flexible.” These authors argue for a concept of bounded partisanship in which voters stay within 
a particular party but with varying degrees of attachment. So, in a sense, they rely on multi- 
dimensionality to explore variation in affect as much as variation across party. Flexible partisans 
do not necessarily move to another party but, rather, to some version of “independence” (Neu-
ndorf, Stegmueller and Scotto 2011: 476). This is evidence that is, at least in passing, consistent 
with the idea that partisanship is two- and not one- dimensional. That is, partisan Social Demo-
crats may blow hot and cold on their party over time, but remain Social Democrats; which 
means, in turn, that what we mean by stability or instability in party identification turns, at least 
in part, on whether we are considering change in the degree of affect toward the same party over 
time a measure of instability or just wish to consider change in party preference over time.

Discussion

This review has highlighted several persistent difficulties about the measure and use of party 
identification as a concept. There are, for example, questions about measurement which, at the 
very least, mean that it is probably not appropriate to treat party identification as an interval 
measure in statistical models (see in particular Neundorf, Stegmueller and Scotto 2011 and the 
literature reviewed there) in part because the measure is multi- rather than uni- dimensional. 
There is also a lot to be said for a cognitive approach to partisanship because such a model offers 
a way to explain change in partisanship over time by an individual. Arguments about socializa-
tion and generational change can help us understand change at the level of the cohort or possibly 
level of the electorate but seem less well- suited to helping understand change at the level of the 
individual. More to the point, experience of both adult immigrants and newly emerged demo-
cracies suggest that while socialization arguments may well explain party identification they fail 
to specify necessary conditions. That is, it is possible for party identification to develop absent 
socialization. Moreover, one of the consistent patterns we see in the literature is that party 
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identification is endogenous to many features of the system. At its narrowest, party identification 
is endogenous to choosing from the set of parties running. This choice set obviously varies cross-
 nationally but can also vary within a nation across federal boundaries: the Scottish National Party 
does not run in England, the Christian Social Union does not run candidates outside Bavaria and 
so on. But it also seems to be the case that features of party loyalty vary by electoral system and 
other institutional arrangements. These variations in party identification by context would seem 
more amenable to analysis based on a cognitive approach to party identification. They are also, 
to some extent, under- studied. How and why voters change party allegiance – and the role of the 
parties themselves in conditioning those changes – seem to be not well understood.
 While a more cognitive approach does have considerable promise, especially when it comes 
to understanding changes in identification, such an approach cannot help explain the affective 
component of party identification. If there is anything distinctive about partisanship as a concept 
it is that affective component. We know from work in other areas of political behavior (e.g., 
Valentino et al. 2011) that the emotional aspect to politics is an important one. At the risk of 
some over- simplifying, there are at least some analogies between party identification and sport 
fandom, although it is possible to over- state the correspondence. For example: 

When sports fans identify strongly with a team, they tend to experience more extreme 
feelings than those who identify weakly with a team. Among the affective con-
sequences of sports fan identification … are level of arousal, sympathy, post- game 
affect and enjoyment.

(Dietz- Uhler and Lanter 2008: 106)

All of which translate fairly readily into reactions at election time and relate to the politically 
relevant factors noted earlier, such as interest in and engagement with the political process, 
although the analogy does fall down when pushed too far. Nevertheless, discussing these issues 
is easier if we do conceptualize partisanship as multi- dimensional rather than uni- dimensional 
since that does allow us to break apart the question of party choice from the question of affect. 
It is entirely possible, of course, that ideology and affect are correlated: more extreme parties 
may be associated with more extreme affect. But we can only explore these issues if we adopt a 
more multi- dimensional approach to party identification.
 Party identification has been an invaluable construct in helping us to understand a range of 
political behaviors among mass publics since its introduction into the discipline. But there are 
some difficulties to be aware of even as we continue to rely on party identification as a concept. 
Despite its flaws, however, there seems to be no construct in the literature ready to rival party 
identification as a guide to vote voice. Party identification will remain a central component of 
our understanding political behavior for the foreseeable future.

Appendix A: selected notes on wording of “close to a party” question from 
CSES 3 codebook

ELECTION STUDY NOTES – AUSTRALIA (2007):
This variable was reconstructed from party identification question B1: “Generally speaking, do 
you usually think of yourself as Liberal, Labor, National or what?”

ELECTION STUDY NOTES – BRAZIL (2010):
The wording in the Brazilian questionnaire slightly deviates from the original CSES question. It 
was asked as follows: “In general, is there any political party that you like?”
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ELECTION STUDY NOTES – LATVIA (2010):
The wording in the Latvian questionnaire deviates from the CSES standard. The question asked 
was: “Do you feel yourself a little closer to one of the political parties than the others?”

ELECTION STUDY NOTES – MEXICO (2009):
Note that the Mexican wording deviates from the original CSES question. It was asked as 
follows: “Regardless of which party you voted for during the last election, in general, do you 
sympathize with any political party in particular?”

ELECTION STUDY NOTES – NETHERLANDS (2010):
Question text: “Do you think of yourself as an adherent to a certain political party?”

ELECTION STUDY NOTES – TAIWAN (2008):
Note that in the Taiwanese election study specific parties were named within the question text. 
It was asked as follows: “Among the main political parties in our country, including the KMT, 
DPP, NP, PFP and TSU, do you think of yourself as leaning towards any particular party?”

ELECTION STUDY NOTES – UNITED STATES (2008):
1 “Generally speaking, do you usually think of yourself as a Democrat, a Republican or an 

Independent?”
2 “If R considers self a Democrat/Republican: Would you call yourself a strong or a not very 

strong Democrat/Republican?”
3 “If R’s party preference is Independent, no preference, other, don’t know: Do you think 

of yourself as closer to the Republican Party or to the Democratic Party?”

Notes

1 Available from: www.cses.org/datacenter/download.htm. Party identifiers are those coded as replying 
yes to the question “Do you usually think of yourself as close to any particular party?” The variable 
“elections make a difference” is the percentage of people who respond with a 4 or 5 to the question: 
“Some people say that no matter who people vote for, it won’t make any difference to what happens. 
Others say that who people vote for can make a big difference to what happens. Using the scale on 
this card (where ONE means that voting won’t make any difference to what happens and FIVE means 
that voting can make a big difference), where would you place yourself?”

2 Some work suggests even more fundamental processes at work. Gerber et al. (2012) note the role of 
personality and partisanship. A somewhat more extreme version of this is found in the current liter-
ature on the genetic basis of politics. Settle, Dawes and Fowler (2009), for example, discuss the inherit-
ability of party identifications – that is, there is a component of partisanship due to nature and not 
simply nurture. The findings on heritability are new and not uncontroversial. The more standard view 
of partisanship invokes processes of socialization.

3 One exception would be socialization into Communist parties in the case of post- Communist 
societies.

4 Although Schickler and Green (1997) find a great deal of stability over panels (see, for example, Tables 
2a and 2b: 469–470), they generally report stability for Germany and the UK slightly different for 
Canada – average R2 between panels in the high 0.9s for Germany and UK, more like 0.8 for Canada.
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Trends in parTisanship

Oliver Heath

Introduction

Party identification, defined as an enduring commitment or attachment to a particular political 
party, has for more than half a century been at the heart of research on electoral behavior in 
many countries around the world. The traditional view is that party identification develops at 
an early age, largely through the influence of parents, is remarkably stable throughout life, is 
relatively unaffected by short- term forces, and acts as a central organizing force for other polit-
ical perceptions and preferences (Campbell et al. 1960).
 Although the concept of party identification has been the subject of vigorous debate (see 
Chapter 12), it is thought to serve a number of important functions that help to integrate citizens 
with political processes. It serves as a “perceptual screen” that helps voters to organize their polit-
ical evaluations and judgments. That is, once voters acquire a partisan identity, they tend to view 
politics from a more partisan perspective. A sense of party identification also performs a mobil-
izing function. It creates and reinforces a sense of loyalty toward a given political party and 
thereby encourages individuals to vote for their party. In doing so, party identification helps to 
incorporate and stabilize social demands and facilitate participation in the electoral system.
 Whereas it has long been recognized that partisanship tends to be weak in new democracies; 
it has also been observed that in many established democracies partisanship has been on the 
wane. As partisanship has weakened, elections have become less stable and more unpredictable. 
Voters no longer have a standing decision for which party to vote; and make up their mind who 
to vote for (or whether to vote at all) late in the campaign. This chapter provides a brief over-
view of research on these different themes. The first part of the chapter documents the changes 
that have taken place in partisan attachments over the last 50 years or so in different established 
democracies. The second part considers a range of different explanations for why partisanship 
has weakened. Finally, the third part of the chapter considers some of the more notable con-
sequences of partisan dealignment for electoral behavior.

Measuring party identification

Comparative research on partisanship has been hampered by a number of methodological chal-
lenges. The idea of party identification means different things in different countries – and so it 
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is not always possible to compare like with like. Moreover, self- reported levels of party identi-
fication are very sensitive to question wording – and even slight changes in how questions are 
worded (including how they are translated) can have a substantial effect on the number of 
people who declare an identification (or attachment).
 The concept of party identification was first developed in the USA, where voters have to 
register as supporters of either the Democrats or the Republicans in order to vote in Presidential 
primaries. Because voters declare themselves as either “Democrats,” “Republicans,” or “Inde-
pendents” – even if they occasionally vote for other parties – the idea of party identification as 
something separate from vote choice has a clear intuitive meaning, which is not always so appar-
ent in other countries.
 The traditional measure of party identification, developed in the US context, bluntly asks 
“Generally speaking, do you usually think of yourself as a Republican, a Democrat, an Inde-
pendent, or what?” Respondents who reply Republican or Democrat are then asked to say how 
strongly they think of themselves in that way. By and large this question has not been asked in 
the same way in comparative research; partly because it becomes somewhat cumbersome to ask 
in multi- party systems, and partly because it is a somewhat leading question, which presupposes 
that respondents have an identification to declare in the first place (Heath and Johns 2010). A 
second, more widely used measure of party attachment is “Do you usually think of yourself as 
close to any particular political party?” Respondents who answer “yes” are then asked a follow-
 up question: “What party is that?” Respondents are said to hold a “party attachment” if they 
answer “yes” to the first question and can then name a valid party.

Trends in partisanship over time

A growing body of research has shown that in many Western democracies the level of partisan-
ship has noticeably declined over the last few decades (Dalton 1984, 2006, 2012; Mair and 
Biezen 2001; Schmitt 2009). This process is often referred to as partisan dealignment. In one of 
the first comparative studies on the topic, Dalton and Wattenberg (2000) found a substantial 
decline in partisan identification between 1976 and 1992 in Western Europe, and in an updated 
and expanded analysis, Dalton (2012) shows that the trend continues into the 2000s.
 Dalton’s (2012) table is reproduced below (Table 13.1). The data come from the National 
Election Studies of the respective countries. The first column of data in the table shows how 
many people in each country declared a partisan affiliation at the start of the time period (aver-
aged across the first two time points). Not too much should be read in to differences between 
countries, as the questions used to measure party attachment vary somewhat between studies. 
The second column – which is more revealing – shows how much the level of partisanship has 
changed over time. In all the countries the change has been negative, indicating that the level 
of partisanship has declined. For example, Dalton (2012: 178) reports that in Sweden 65 percent 
of the public expressed a partisan attachment in 1968, compared to just 28 percent in 2010. The 
per annum change of –0.86 indicates that in a typical decade the level of partisanship declined 
by 8.6 percentage points. Overall, in practically all the countries, the level of partisanship is 
lower in the 2000s than it was in the 1960s and early 1970s. This apparently common trend has 
attracted a great deal of attention. As Putnam et al. (2000: 17–18) note, “seldom does such a 
diverse group of nations reveal so consistent a trend. The only major variation is in the timing 
of the decline.” An observation echoed by Dalton (2012: 178), who writes “seldom does the 
public opinion evidence from such a diverse group of nations follow such a consistent trend.”
 However, it is also worth noting that there is considerable variation between countries both 
in terms of the extent of the decline and the speed of the decline (Berglund et al. 2005). For 
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example, whereas partisanship has dramatically declined in Sweden since the 1960s it has barely 
changed in Denmark. Whereas partisanship has declined in the UK, over the last few decades it 
has in fact increased in the USA (Bartels 2000). To illustrate some of these divergent trends, 
Figures 13.1 and 13.2 depict the level of partisanship in the UK and USA over time, using data 
from their respective National Election Studies. These two countries have been the subject of a 
great deal of research on partisanship; but also exhibit rather different trends.
 The concept of party identification was imported to the UK by Butler and Stokes (1969). 
Party identification in Britain had a clear class basis – working class people tended to be Labour 
identifiers and middle class people tended to be Conservative identifiers, and when voters went 
to the polls they expressed their “tribal loyalties.” However, as early as the 1970s, Crewe et al. 
(1977) noticed that these party identifications were weakening. Clarke et al. (2004) document 
that this process of partisan dealignment has been ongoing. As Figure 13.1 shows, in Britain the 
average strength of party identification has substantially declined. The percentage of the elect-
orate who identified “very strongly” with a political party has fallen from 45 percent in 1964 to 
11 percent in 2010. At the same time, the proportion of non- identifiers has increased from 5 
percent to 19 percent during the same period.
 By contrast, Figure 13.2 shows in the USA the strength of partisanship declined very 
sharply from the 1960s to the late 1970s, but since then has in fact increased (see also Bartels 
2000). During the 1970s, a raft of publications drew attention to the increasing proportion of 
“independents” and the increasing prevalence of split- ticket voting as indicators of partisan 
decline (Broder 1971; DeVries and Tarrance 1972). Niemi and Weisberg (1976: 414) went as 
far as to say that these developments signified “the end of parties.” However, these authors 
were writing at a particular low point in the history of partisanship in the USA. Since then 

Table 13.1 Trends in party identification across countries

Country % with PID Per annum change Period Time points

Australia 92 –0.20 1967–2010 13
Austria 67 –0.56 1969–2009 9
Britain 93 –0.32 1964–2010 12
Canada 90 –0.54 1965–2006 12
Denmark 52 –0.03 1971–2005 11
Finland 57 –0.26 1975–2007 6
France 73 –0.79 1967–2002 6
Germany 78 –0.51 1972–2009 11
Italy 80 –0.78 1975–2008 9
Japan 70 –0.59 1962–2000 12
Netherlands 38 –0.19 1971–2006 11
New Zealand 87 –1.12 1975–2008 12
Norway 66 –0.66 1965–2005 11
Sweden 64 –0.85 1968–2010 14
Switzerland 61 –0.63 1971–2007 10
United States 77 –0.33 1952–2008 15

Source: Reproduced from Dalton (2012: 178). Original source: National Election Studies in each 
country.

Note
The percentage with a party identification is the average of the percentage expressing a party identification 
in the first two surveys in each series.
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Figure 13.1 Strength of party identification in the UK, 1964–2010

Source: British Election Study, 1964–2010.

Note
Strength of party identification is measured on a 1–4 scale; where 1 = no party ID; 2 = not very strongly; 3 = fairly 
strongly; 4 = very strongly.
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party identification has not only increased, but has also become a better predictor of vote 
choice (Bartels 2000).
 As Holmberg (2007) concludes, there is no uniform, secular trend downwards for partisan-
ship in Western democracies, and the pattern differs rather dramatically by country. Although 
some countries have witnessed a pronounced decline in partisanship others have not. With 
respect to the USA in particular, Bartels (2000) cautions that the conventional wisdom regarding 
the “decline of parties” is both exaggerated and outdated. To understand why partisanship 
declines (or not) we must therefore be sensitive to the different trends that are evident between 
countries as well as the different trends that are evident within countries, where levels of parti-
sanship can go both up and down.

Explaining partisan dealignment

Why were voters once so willing to name a preferred party, and why – in so many democracies 
– are they so unwilling to do so in the present? Answers to these simple questions remain a 
matter of dispute. Broadly speaking, previous research on the decline of partisanship has tended 
to fall into one of two camps: those that emphasize social changes that have taken place within 
the electorate, such as the spread of education, and those that emphasize political changes that 
have taken place within political parties (such as policy convergence or polarization). These two 
accounts provide very different explanations for why partisanship has declined, and also suggest 
very different implications for the consequences of this decline (which I discuss in the next 
section).

Cognitive mobilization

One influential explanation for partisan dealignment argues that changes that have occurred 
within the electorate, such as rising living standards, the spread of affluence, and, particularly, 
the expansion of higher education, have led to an electorate that is more sophisticated, more 
demanding and critical of government activity, less deferential, and more likely to challenge 
authority than in the past (Norris 1999; Dalton 2002, 2006). This thesis posits that there has 
been gradual decline in partisanship over time, and that this decline is driven by social change. 
Citizens now possess the political resources and skills that help them to deal with the complexi-
ties of politics without reliance on party cues (Dalton 1984, 2007) and as a consequence people 
have become less likely to identify with a political party.
 According to this perspective, the spread of education in advanced industrial democracies has 
increased the political sophistication of citizens. At the same time, these countries have also 
experienced an “information explosion” through the mass media (Holmberg 2007). Because of 
this “cognitive mobilization” (CM) more voters are now able to deal with the complexities of 
politics and make their own political decisions (Dalton 1984, 2007). Thus, the functional need 
for partisan cues to guide voting behavior is declining for a growing number of citizens (Dalton 
1984, 2007).
 This account draws on the argument made by Shively (1979) that party identification serves 
a functional role in helping citizens with low levels of political information to make decisions 
about how to vote. Becoming well- informed bears costs, and these costs are higher for 
those who are poorly educated and who receive little exposure to information about current 
events (Albright 2009). If the functional model is correct, then one should expect partisanship 
to decline as mass publics become better educated and as the mass media become more 
prevalent.
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 Although this argument provides a compelling narrative, the evidence to support the nar-
rative is hotly contested. In a series of articles, Dalton charts the growth of what he terms the 
cognitive partisan and the decline of the ritual partisan. Cognitive partisans are attached to a 
political party but importantly also possess the cognitive resources (measured in terms of educa-
tion and political interest) to be involved in politics even when party cues are lacking. By con-
trast, ritual partisans are attached to a political party but lack cognitive sophistication. Over time, 
in a number of different countries, the proportion of cognitive partisans within the electorate 
has increased and the proportion of ritual partisans has decreased. Yet showing this is not quite 
the same as demonstrating that the spread of education has weakened partisanship. Rather, it 
shows that partisans are now better educated than they were previously, which – given the 
spread of education – is hardly a surprise.
 However, the theory of a CM argues that citizens are likely to abandon partisan attachments 
as they become better informed about politics and gain exposure to mass media. A number of 
comparative studies have directly tested this hypothesis. Berglund et al. (2005) show the decline 
of party identification in North Europe has in fact been sharper among the less well- educated 
than it has been among the university educated, the opposite of what CM would suggest. Lupu 
(2015) shows that partisanship is stronger among the well- educated; Albright (2009) shows that 
CM actually increases the probability that a respondent expresses an attachment to a specific 
party, and this positive relationship does not change across cohorts. Similarly, Huber et al. 
(2005) show that partisan attachments increase with cognitive resources.
 A number of single- country case studies have also tested the CM hypothesis. Examining 
partisan dealignment in Germany, Arzheimer (2006: 799) observes that CM can be “quickly 
ruled out” since the relationship between education and partisanship was not statistically signi-
ficant during the late 1970s, and in fact became significantly positive toward the end of the period 
under study. Thus, if anything, the so- called “educational revolution” hampered the decline of 
partisanship. Also in Germany Dassonneville and Dejaeghere (2014) find that, although at the 
aggregate rising levels of political sophistication have occurred simultaneously with decreasing 
partisanship, individual level analysis clearly suggests that the least sophisticated are most likely 
to feel alienated from the party system. Studies in Italy (Poletti 2015) and France (Marthaler 
2008) also find results that contradict the CM hypothesis.
 This body of work presents something of a challenge to CM. There is little evidence to 
support the idea that the spread of education has had a direct negative impact on partisanship, 
and a number of studies suggest that it may have had a positive impact. Moreover, CM does not 
explain why partisanship has declined in some developed democracies (such as Sweden) but not 
others (such as Denmark), or why in some circumstances partisanship has increased (such as in 
the USA).
 In order to appreciate the differences between countries – as well as within them – it is 
necessary to consider the role that the political context plays in shaping partisanship. As previ-
ously noted, in many democracies, notably Britain, partisan identity had a strong class com-
ponent. But in many of these same democracies the impact of class as an electoral cleavage has 
declined over time. This has led to a decline in the strength of partisanship, particularly among 
young people, who – since they no longer grow up in such partisan households – are not social-
ized in the same way into a specific partisan identity (van der Eijk and Franklin 2009: 180). In 
order to understand the decline of partisanship we must therefore also understand the changing 
political context to do with the decline of social cleavages, which is discussed in detail in Evans 
and Northmore- Ball in this volume (see also van der Brug and Franklin in this volume).
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Policy polarization

The political context may also have a more direct effect on party identification, which brings us 
to the second main approach to explaining the decline of party identification that relates to the 
supply side of what parties offer voters and what parties stand for. The policy polarization thesis 
contends that the extent to which citizens identify with a political party depends at least in part 
upon how distinctive the parties are with respect to their policy platforms. If all the parties in a 
country adopt similar policies, then voters might not care very much which party wins. But if 
parties adopt very distinctive policies, citizens may also form stronger party attachments. Party 
polarization may therefore strengthen party brands and clarify voters’ choices (Lupu 2015), and 
presented with a clearer set of choices among parties, citizens may also form stronger party 
attachments (Lupu 2015).
 The idea that party identification is related to the political context is somewhat at odds with 
the orthodox perspective on party identification as originally developed by the Michigan school 
(Campbell et al. 1960). According to this perspective, party identification is a psychological 
attachment rooted in early- adult socialization experiences, and is relatively immune from 
changes in the political context. However, a more revisionist view treats party identification as 
a “running tally” of retrospective evaluations of party performance (Fiorina 1981). According to 
this perspective, party identification is supposed to vary with the political–institutional context 
rather than with the social structure of society (see Huber et al. 2005).
 One reason, then, why partisanship may have declined more in some countries rather than 
others, or declined at certain times, is to do with how parties have changed, rather than how the 
voters have changed. A number of studies on the United States show that people perceive more 
policy differences between Democrats and Republicans today than in the 1970s (Wattenberg 
1998; Hetherington 2001). The American parties have become more different and distinct in 
the eyes of the voters, making it easier and more meaningful to identify strongly with one of 
them. This period of party polarization coincides with a resurgence of mass partisanship since 
the 1970s (Abramowitz and Saunders 2008; Bartels 2000; Brewer 2005; Hetherington 2001; 
Levendusky 2009). By contrast, data from Sweden, where the strength of party identification is 
falling, show that people over the last 20 years perceive fewer and fewer ideological differences 
between the parties, especially between the Social Democrats and the largest non- socialist party, 
the Conservatives (Holmberg 2007).
 A number of early comparative studies gave support to this idea. Schmitt and Holmberg 
(1995) found that the decline in the strength of party identification tended to be related to 
weakening party polarization, declining ideological conflicts, diminished issue differences, and 
increases in the number of political parties. Berglund et al.’s (2005) study on six north European 
countries finds that the more polarized a party system is, the more numerous party identifiers 
are. They conclude that there is clear evidence that party polarization leads to a higher level of 
party identification. Lupu’s (2015) study of over 30 democracies from across the world supports 
this view and finds that party polarization correlates with partisanship across time and across 
countries. Lastly, Huber et al. (2005) find that party attachments increase with greater clarity of 
party responsibility (a low number of legislative parties).
 In sum, although it is clear that partisan attachments have weakened considerably in a number 
of Western democracies, it is less clear why. Part may be due to the changing media environ-
ment, and the volume and tone of information that is now available to citizens in advanced 
democracies. Part may also be due to how voters have changed. But importantly parties and 
politicians have also changed. In the USA, parties have become more polarized, whereas in 
many other democracies they have become more socially and politically similar (Evans and 
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De Graaf 2013). There is now growing evidence that this social and political similarity has 
weakened the class basis of party support in many European democracies (Heath 2015; Evans 
and Tilley 2012; Elff 2009), which historically formed the basis for partisan attachments.

The consequences of partisan dealignment

What impact does partisan dealignment have on the functioning of democracy and the ways in 
which citizens participate in the political system? Has partisan dealignment led to the emergence 
of sophisticated and critical citizens who are more likely to hold the government to account for 
what it has delivered (or failed to deliver)? Or has it led to political alienation and withdrawal 
from the political process? The answers to these questions have important implications for the 
long- term health of democracy, and are also a topic of lively debate and controversy.
 It is well known that partisanship has a number of behavioral consequences. People with a 
strong sense of party identification are more likely to vote (Heath 2007), more likely to parti-
cipate in election campaigns (Finkel and Opp 1991), and more likely to vote consistently for a 
particular political party (Dalton et al. 2000). By contrast non- partisans are more likely to vote 
for different parties from one election to the next, and to make a final decision closer to the date 
of the election (Dalton et al. 2000).
 The weakening of partisan attachments therefore has important implications for the func-
tioning of democratic politics. Parties no longer act as such an important source of political 
information or perceptual screen for many voters, who in turn are likely to be more easily 
swayed by cues from other sources, such as the media. Perhaps more importantly, (at least some) 
voters are less tribal, and their sense of loyalty to political parties has gradually given way to a 
more conditional form of support, based on governments’ performance and management of the 
economy (Sanders et al. 2001; Clarke et al. 2009), although this could be a feature of younger 
voters whose partisanship increases with age (see van der Brug and Franklin in this volume).
 In addition, since non- partisans are more likely to switch their vote between elections – and 
there are now many more non- partisans than there used to be – elections are more volatile and 
less predictable. Dalton and Wattenberg (2000) present evidence consistent with this hypothesis, 
and show that electoral volatility has increased across a wide range of democracies. High levels 
of partisanship thus reduce electoral volatility and encourage party system stability (see Main-
waring and Zoco 2007). However, it is also possible that electoral volatility could be a source of 
partisan dealignment. Party identity not only strengthens with age, but also strengthens with the 
repetition of voting for the same party over successive elections (Butler and Stokes 1969). 
During periods of high electoral volatility, this repetition is interrupted, which could delay the 
formation of a strong party identity. In particular, young people who have not yet developed a 
strong party identification may be more likely to vote for a new party or to change which party 
they support, which may prevent them from forming strong bonds with any one party in 
particular.
 Lastly, since non- partisans tend to make up their mind about who to vote for later in the 
campaign, and there are now more non- partisans than there used to be, election campaigns have 
become more important for helping people decide which party to vote for (Kosmidis and 
Xezonakis 2010). In the era of strong partisan attachments, election outcomes could be pre-
dicted on the basis of prior dispositions, and so campaigns were thought to matter little (Camp-
bell et al. 1960). However, as Dalton and Wattenberg (2000: 48) report, the proportion of 
people who decide who to vote for during an election campaign has substantially increased in 
many democracies. For example, according to British Election Study data just 11 percent of 
voters were undecided about who to vote for at the start of the campaign in 1964; whereas in 
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2005 approximately 35 percent were undecided. Kosmidis and Xezonakis (2010) show that 
these undecided voters tend to be particularly sensitive to short- term issues, such as the economy. 
Whereas previously election campaigns were primarily about mobilizing existing supporters to 
turn out and vote, now they are also opportunities for persuasion.
 This development has led to a subtle shift in the determinants of election outcomes. It has 
long been recognized that strong partisans are less responsive to short- term factors in making 
their voting decision (Converse and Dupeux 1962). Building on this insight, Kayser and Wlezien 
(2011) argue that if partisanship does inure the electorate to short- term shocks, partisan decline 
should imply a greater responsiveness to such shocks, be they economic or otherwise. Kayser 
and Wlezien (2011) show that the rising proportion of non- partisans (individuals without an 
affinity toward a political party) in European electorates means that voters respond more to the 
economy than in the past. They interpret this as a positive development, which enhances mech-
anisms of accountability.
 Whereas some of these developments sound positive, partisan dealignment may also have a 
number of less desirable consequences. For example, according to Dassonneville and Dejaegh-
ere (2014), the decline of party identification in Germany represents a form of alienation from 
the political system in general, and more specifically toward the party system. This withdrawal 
from the political process is evident in a number of ways. Since partisans tend to be more likely 
to vote than non- partisans, the increase of non- partisans within the electorate may have led to 
a decline in turnout (Heath 2007). According to Heath (2007), partisan dealignment in Britain 
between 1964 and 2005 is responsible for a decline in turnout of almost 7 percentage points.
 Moreover, the decline of party attachments may have also made voters more responsive to 
outsider or niche parties. In recent years, a number of anti- politics parties have gained electoral 
success, from the 5 Star Movement in Italy to UKIP in the UK. With respect to UKIP in par-
ticular, Evans and Mellon (2016) show that the party was particularly successful at attracting the 
votes of people who used to be partisans, but had become disenfranchised with Labour’s move to 
the “Liberal Consensus” on the EU and immigration (which occurred before UKIP became an 
electoral force).
 There is also evidence that non- partisans are more swayed by personality and candidate traits 
than they are by party labels. One the one hand, this had led to the emergence of “leadership 
effects” – where voters pay particular attention to the credibility and competence of party 
leaders. This is often understood within a valence framework (Clarke et al. 2004) that emphas-
izes the politics of competence and performance. According to Hayes and McAllister (1997: 3), 
election outcomes are now, more than at any time in the past, determined by voters’ assessments 
of party leaders. The reasoning is that if the number of partisans tends to decline, there is greater 
room for other factors, especially political leaders, to affect vote choice (Aarts et al. 2013: 5).
 But on the other hand non- partisans may also be receptive to charismatic populist leaders too. 
In democracies where partisanship is strong, elections tend to be relatively stable and predictable. 
In contrast, in democracies where partisanship is weak, elections often become an arena for char-
ismatic or demagogic leaders to seize power without any real advancement of  the public good or 
long- term policy commitments (Kitschelt et al. 1999; Hicken and Kuhonta 2011). Weak partisan-
ship greatly reduces the quality of representation and the predictability of policies, both of which 
are necessary for the stable development of a polity (Kitschelt et al. 1999).

Conclusion

Partisanship has weakened in many advanced democracies – though by no means all of them. 
This finding alone is enough to cast doubt on some of the more popular explanations for 
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partisan decline. If – as many scholars have argued – modernization undermines partisanship, 
why then has party identification declined so much in Sweden but not Denmark? And why has 
partisanship in the USA increased over the last 20 years? And if the spread of education is 
responsible for declining party attachments, why are party attachments stronger among the well-
 educated than the lower- educated? Clearly social change can, at best, only be part of the story.
 Perhaps then a more fruitful line of inquiry is to consider the role that parties themselves have 
played in the process of partisan dealignment. When parties provide the electorate with clear 
choices and there are clear differences between the parties, it is easier for voters to identify with 
one party over another. As parties in many advanced democracies have become more similar, 
and converged on the mythical center ground, voters have become less able to distinguish 
between parties – and as a consequence are less likely to express a partisan attachment. These 
different accounts have important implications for our understanding of why partisanship has 
declined, but also have important implications for the potential consequences of this decline.
 The modernization approach does not necessarily regard partisan dealignment as a negative 
development for the functioning of democracy. The rise of cognitive mobilization means that 
voters now make more informed decisions based on policy positions and economic perform-
ance, both of which augur well for strengthening chains of accountability. By contrast, the 
policy polarization perspective implies that partisan dealignment stems from disillusionment 
with the mainstream alternatives, and perhaps even alienation from the political process. If the 
parties all look the same, people do not identify with a party, are less likely to vote, and are 
perhaps also more responsive to the appeals of outsider or fringe parties and charismatic 
politicians.
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Politics, Media and the 
electoral role of Party 

leaders

Anthony Mughan and Loes Aaldering

Introduction

The leaders of political parties are seen as key figures in the democratic political process as they 
take primary responsibility for organizing their parties’ efforts to win elections and, if victorious, 
for governing the people and the country they have been chosen to serve. Interestingly, 
however, the conventional wisdom has been that, with the exception of presidential candidates 
in the US, these same key political figures exert very little influence on election outcomes given 
their limited impact on individuals’ vote choice. Essentially indistinguishable in the eyes of 
voters from the party they represented, party leaders failed to influence the vote independently 
of the strong, social cleavage- based partisan loyalties that were the norm for much of the post- 
1945 period. Put differently, party leaders in parliamentary systems of government were dis-
missed as at best bit players in the larger election drama (Butler and Stokes 1969). More recently, 
however, perceptions have changed dramatically and the study of the electoral effects of party 
leaders is a growth area in the study of democratic mass political behavior (Bean and Mughan 
1989; Aarts, Blais and Schmitt 2011; Bittner 2011).
 Two particular developments are generally offered to explain the emergence of parliamentary 
party leaders as electoral forces in their own right. The first concerns a fundamental change in the 
electorate and the second in the media environment in which elections take place. Let us take the 
changing electorate first. Over the last several decades, voters’ loyalties to political parties have 
generally weakened as the social cleavages on which those affiliations were based have become less 
salient. In addition, many voters have become disillusioned with established parties’ performance in 
office (Franklin, Mackie and Valen 1992; Pharr and Putnam 2000). Commonly referred to as “par-
tisan dealignment,” this process undermined the tendency to vote out of long- term habitual party 
loyalty and made way for election- specific, or short- term, forces to exercise a greater influence on 
the vote decision (Dalton and Wattenberg 2000). As originally expounded in the context of US 
presidential elections, prominent among these short- term forces were policy issues and candidates 
(with parliamentary party leaders being the functionally equivalent competitors for the position of 
chief executive) (Campbell et al. 1966). The door was thus opened wider to election- specific influ-
ences on the vote decision and party leaders stepped over the threshold (McAllister 2007).
 The second common reason given for enhanced leader effects in parliamentary elections 
is the transformed media environment in which these contests now take place. In particular, 
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television gradually displaced newspapers and other communication forms as political parties’ 
preferred campaigning medium and voters’ principal source of political information. This shift 
partly reflected changing media consumption patterns in the country at large and partly reflected 
the desire of increasingly catch- all political parties to reach beyond their traditional support base 
to attract votes. Not only did television allow them to reach unprecedented numbers of voters, 
but it did so when they were in the comfort of their living rooms with their partisan defenses 
relatively low. The cost, though, was that parties had to adapt their campaigning strategies to the 
presentational “logic” of their new communications medium of choice (Altheide and Snow 
1979). In particular, parties had to come to terms with television being a medium of communi-
cation that is better suited to the projection of personality than the discussion of complex issues. 
Thus, the foundations of a new prominence role for party leaders in a television age were laid.
 Leaving these foundations aside, the key question that these developments pose for political 
scientists relates ultimately to the nature of leader effects. What is it about party leaders that gives 
them “added value” in the eyes of voters and what determines the extent of this value? The 
answers to these questions are not simple since electoral effects vary according to the leaders 
themselves, as well as across space and time. It is the purpose of this chapter to explore some of 
the major sources of this variation.

Leader effects

If only by virtue of their position of institutional leadership, party leaders can influence any 
number of political outcomes. They are usually, for example, the principal driving force behind 
government formation as well as policy proposals and outcomes. In specifically electoral terms, 
however, there are two major effects that they can have on voters. On the one hand, there is a 
reinforcement effect whereby, through their personality or actions, they strengthen partisan 
loyalties to the party that they lead in the election. On the other hand, there is a defection effect. 
This can be defined as the “added value, in electoral terms, that a specific … candidate is able 
to bring his/her party or coalition through the effectiveness of his/her public image as appraised 
at that specific time” (Barisione 2009: 474). That is, through their personality or actions, a party 
leader persuades partisans of other parties to leave the party for which they usually vote (or for 
which they voted in the last election) to cast their ballot for the party he/she leads. Given that 
the conventional wisdom is that election campaigns, and the specific medium of newspapers in 
particular, reinforce political attitudes and behaviors rather than change them (Berelson, Lazars-
feld and McPhee 1954; Butler and Stokes 1969), this chapter focuses primarily on the dynamics 
of defection. Our starting point is that this dynamic is now common, but it is not uniform in 
strength across all leaders, at all times or in all places. Rather, we argue, the magnitude of leader 
effects varies with the personalities of the leaders themselves, their institutional environment and 
media coverage of them.

Personality

The unanimous consensus is that it is the psychological variable of personality that draws voters 
to party leaders. The public values certain personality characteristics in its political leaders and 
these can be sufficiently attractive to persuade voters to deviate from habitual voting choices and 
cast their ballot for another party. Personality itself is conceptualized either as overall affect for 
the leader or as a set of character traits that, for voters at least, suit her/him to the position of 
chief executive and leader of the government. In the former case, affect is measured by voters 
giving each party leader a score on a thermometer scale ranging from 0 to 10 and usually 
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anchored by “strongly dislike” and “strongly like” respectively. In the latter case, voters ascribe 
to party leaders’ individual character traits, like competence, deemed desirable in a chief 
executive.
 This emphasis on leader personality has led to their coming to enjoy an increased electoral 
influence over time, a process labeled the “personalization” (or sometimes even “presidentiali-
zation”) of politics. This “personalization” thesis has sometimes been misinterpreted as implying 
that the electoral impact of party leaders increases with each passing election. But while there is 
some evidence of such an upward trend in leader effects over certain periods of time in Australia 
(Hayes and McAllister 1997), Britain (Mughan 2000) and the United States (Wattenberg 1994), 
other studies have challenged this conclusion and claim to show a decrease or no change in their 
magnitude either within single countries over time (Clarke et al. 2004; Gidengil and Blais 2007) 
or cross- nationally (Aardal and Binder 2011). Even when the attractiveness of leaders to voters 
is measured in the same way, this disagreement is only to be expected. For a start, there is vari-
ation in the popularity of party leaders both relative to each other and over time for the same 
individual. Such variance means that, depending on the larger context of specific elections, the 
ability of a leader to attract defectors from another party can go down as well as up. It may be, 
for example, that other electoral forces, like the state of the economy or involvement in a 
foreign war, can come to the fore and overshadow party leaders in one election more so than 
was the case previously.
 When it comes to the character traits that attract voters to the leaders of parties other than 
the one they consider to be their own, no definitive list of such traits has been identified so that 
different studies rely on different traits to measure the attractiveness of leaders to voters. However, 
one comprehensive attempt to compile a set of traits from the literature and to test for their 
presence in Dutch newspaper articles has come up with the following list: political craftsmanship 
(including competence), vigorousness (including strong leadership), integrity, communicative 
skills and consistency (Aaldering and Vliegenthart 2015). When it comes to the question of the 
electoral impact of specific character traits, however, there are several areas of disagreement in 
the literature. One such area pits those who take the view that voters look for the same uniform 
set of traits in all party leaders (Miller, Wattenberg and Malanchuk 1986) against those taking 
the position that the traits that are important for voters can vary over leaders and for the same 
leader over time (Hayes 2005). A second area of disagreement concerns which traits matter most 
to voters who fall prey to the influence of a leader of a party other than the one that usually 
commands their loyalty. One side advocates for the primacy of performance- related traits as 
competence and reliability (Miller, Wattenberg and Malanchuk 1986) and others claim to show 
the greater persuasive power of character- related traits, like integrity and empathy (Bittner 
2011). Finally, there is the question of the relative potency of perceived positive or negative 
leader traits in encouraging voting defection among party loyalists. Those who opt for the 
primacy of negative evaluations base their argument on prospect theory in social psychology, 
which holds that voters respond more strongly to negative impressions of political parties and 
their leaders than to positive ones (Klein 1991). Other studies, in contrast, show empirically that 
the pull- factors in a party leader’s image are more influential for voters than the push- factors 
(see, for example, Aarts and Blais 2011).
 But commonly being based on studies of single elections at single points in time, these con-
trasting conclusions tend to ignore change over time in either leader images or the impact of 
specific leader traits on voters. If only for this reason, they probably represent false dichotomies 
that disguise a more complex reality. Put differently, the characteristics desired in a leader likely 
change with the circumstances of individual election contests. Being competent might be a trait 
valued in a context taking place in hard times, but being caring could well trump competence 
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when times have improved. In the bitterly fought 1983 British general election, for instance, the 
perception that the prime minister, Margaret Thatcher, and opposition leader, Michael Foot, 
were caring mattered little for voting patterns. By contrast, the same perception of Prime Min-
ister Thatcher in the less polarized 1987 contest played a significant and substantial role in per-
suading Labour identifiers to vote Conservative (Mughan 2000: 67–68). It is probably no 
coincidence that contributing to this change were Mrs. Thatcher’s great efforts between the two 
contests to moderate her public image so as to appear less strident, more understanding and more 
sympathetic to voters. Among these efforts were changes in dress and hair style as well as voice 
lessons to lower her natural pitch level and moderate what was described as a “grating, relentless 
monotone that drove half the nation into paroxysms of irritation” (Young 1991: 429).

Political institutions

If the party leaders themselves are an important source of variation in the magnitude of leader 
effects in democratic elections, so too is the institutional architecture within which those elec-
tions take place. This architecture is, of course, highly complex and many parts of it may offer 
opportunities for party leaders to influence voters. Compulsory voting, for example, is likely to 
bring to the polls a considerable number of voters who lack deep party loyalties or interest in 
the election. Under such conditions, one might expect the impact of factors such as the person-
ality of the party leaders to have a greater influence on voting behavior. There is any number of 
such possible institutional influences so limitations of time and space lead us to focus on three of 
the most widely recognized of them: regime type, electoral/party systems and political parties.

Regime type

Institutions matter for leader effects and perhaps the most important institutional difference 
conditioning them is form of government, presidential or parliamentary (Ohr and Oscarsson 
2011). Two dimensions of difference would seem to be particularly relevant here. First, in pres-
idential systems, the party leader stands for the position of chief executive separately from the 
rest of the party’s office seekers and voters choose directly between the competing candidates in 
a nationwide vote. In parliamentary systems, by contrast, the road to the position of chief execu-
tive (prime minister, chancellor, or whatever) is indirect. The would- be chief executives stand 
for election in just one single- or multi- member district and as one among many representatives 
of a political party seeking office; voters do not get the chance to vote directly for their next 
head of government. Instead, the choice is made after the election is over and the distribution 
of parliamentary seats determined. The leader of the party best able to command a majority is 
elevated to the position of chief executive by the parliamentary majority. In other words, leader 
effects are likely to be stronger in presidential than parliamentary systems because voters choose 
an individual, who is nonetheless the most prominent representative of a party, in the former, 
and a party in the latter (Wattenberg 1991).
 Second, presidents are elected for a fixed period, can claim to have received a personal 
mandate and need not always carry their party along if they are to govern effectively. Prime 
ministers, in contrast, need to maintain majority support in the legislature to govern, which 
means that they are less autonomous and less easily held responsible for the actions or inactions 
of the government they head. Blame is relatively easily shifted to the likes of incompetent 
cabinet colleagues, recalcitrant coalition partners or an uncooperative legislature. Relatively 
isolated, presidents are less able to shift blame in this way and are more readily held accountable 
by voters for political outcomes, thereby functioning under normal circumstances as a bigger 
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influence on the vote for themselves or their party. The notion of “presidentialization” captures 
the argument that prime ministers have become like presidents in terms of now having the pos-
sibility of enjoying an electoral influence in their own right and of being far more important 
cues for voters than other senior figures in their party (Mughan 2000; Poguntke and Webb 
2007).

Electoral/party systems

Institutional differences within parliamentary regimes can also influence whether the magnitude 
of leader effects is more or less similar to that found in presidential regimes. Majoritarian elect-
oral systems tend to produce two- party systems and single- party governments, whereas propor-
tional systems promote multiple parties and coalition governments. Leader effects are stronger 
in the former precisely because the leaders of single- party governments can be held more readily 
accountable for the successes or failures of their government; blame cannot be diverted onto 
others so easily and, in addition, there is no need to share the credit for political successes 
(Curtice and Hunjan 2011).
 A second characteristic of party systems potentially relevant to the magnitude of leader effects 
is the ideological character of the parties themselves. Where parties are deeply rooted in social 
cleavages and ideologically distinctive, there is little likelihood that relatively transient influences 
like party leaders will disrupt habitual voting loyalties. This is probably the main reason these 
leaders were not taken seriously as electoral forces prior to the onset of partisan dealignment. 
Starting in the last part of the twentieth century, however, political parties in most Western 
democracies became more alike in terms of their political ideologies and goals for society (Fran-
klin, Mackie and Valen 1992). This transition from “mass- based” to “catch- all party” systems 
weakened habitual voting loyalties and encouraged the emergence of party leaders as potentially 
potent electoral forces in their own right (Costa Lobo 2014). The converse is also true, of 
course. The greater the ideological divergence between parties, the less room there is for short-
 term influences on the vote, like party leaders (Holmberg and Oscarsson 2011).

Parties still matter

The focus on party leaders implies a diminished role for the institution of the political party in 
shaping the electoral calculus of voters, but its decline should not be overstated. Partisan dea-
lignment notwithstanding, the majority of voters continue to demonstrate a long- term commit-
ment to a particular party and this identification still has a very strong influence on their vote 
(Bittner 2011). Along with leader evaluations, for example, party identification lies at the core 
of the recently floated valence model of voting (Clarke et al. 2004). But party is also an important 
short- term influence on the vote and election- specific evaluations of parties have non- trivial 
implications for the magnitude of leader effects. The norm is for individual party leaders to be 
treated as separate entities in the leader effects literature, but it turns out that electoral impact is 
substantially stronger when they are conceptualized not as stand- alone stimuli, but as objects 
that voters evaluate relative to the parties on offer in the election. Of course, leaders affect the 
vote when they are treated as stand- alone stimuli, but defection is substantially more likely when 
voters like the leader of another party in that election more than they like their own party; the 
greater this gap, the greater the likelihood of defection at the polls to the favored leader’s party 
(Mughan 2015). To be sure, leaders matter, but the fact that political parties remain a continuing 
multifaceted reference point for voters should not be lost from sight in discussions of leader 
effects.
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Media

As the principal information source for voters, the mass communications media lie at the heart 
of the electoral calculus of voters. Initially, the dominant medium of communication between 
governors and governed was the newspaper and early research found that it tended to reinforce 
long- standing political predispositions and behaviors rather than to change them. The reason 
was a combination of voters exposing themselves only to newspapers that echoed their existing 
political biases and their having defensive psychological mechanisms, like selective recall, that 
shielded these biases against discordant information (Berelson, Lazarsfeld and McPhee 1954; 
Butler and Stokes 1969). With the primary intent of reinforcing their electoral support rather 
than changing it in a world where partisan loyalties ran deep, political parties mostly controlled 
their media environment.
 In more recent years, this control has been seriously eroded by the emergence of television 
as voters’ preeminent source of political information and, consequently, as an important influ-
ence on their attitudes and behaviors. The essential problem for political parties generally is that 
they cannot control this medium and state- licensed broadcasters are commonly required by law 
to be impartial between them in their political coverage (Gunther and Mughan 2000). Thus, 
not being able to control the new medium, parties had to adapt to its logic as the first step in 
harnessing its power to their own electoral ends. This adaptation entailed above all a shift from 
a pattern of political communication dominated by a party logic in which political parties played 
the major role in determining what is politically newsworthy to a media logic in which a wholly 
different style of political communication built around personalized coverage, visualization, 
simplification, negative coverage, horse race coverage and framing politics as conflict is the 
norm (Altheide and Snow 1979; Mazzoleni 1987). For the purposes of this chapter, the most 
important consequence of this switch in the pattern of political communication was an enhanced 
role for party leaders in the media coverage of politics in general and election campaigns in par-
ticular. The reasons for this “personalization” of television coverage of politics are simple. The 
majority of political coverage takes place through news programs and television newscasts that 
lend themselves to short, snappy sound bites and the projection of personality more than to the 
outline and discussion of complex political issues. Additionally, television needs a (familiar) 
visual image to cover political news stories (McAllister 2007). Moreover, the more authoritative 
the person behind the visual image, the better the television so that party leaders became pre-
ferred over other senior political figures. Inevitably, the party leader became the spokesperson 
and public face of the party. In the process, the content of media coverage of election campaigns 
shifted. Less attention was paid to parties’ proposals, performance and policy plans and more to 
their leaders, but with a focus less on their political credentials, issue positions and promises and 
more on such non- political characteristics as family, personal appearance, life- style, upbringing 
and religion (Langer 2007).
 The upshot of these changes in the media landscape is that the party choice of the many 
voters has come to be influenced by televised leader images. The strongest direct evidence for 
such a media effect comes from the United States where sophisticated experiments have dem-
onstrated not only that presidential candidates have an electoral impact through voters’ exposure 
to them on television, but they have also identified the psychological mechanisms through 
which this impact makes itself felt. These mechanisms are labeled priming and framing. Priming 
entails that “news content suggests to news audiences that they ought to use specific issues as 
benchmarks for evaluating the performance of leaders and governments” (Scheufele and Tewks-
bury 2007: 11). Framing, by contrast, involves television in presenting political and social prob-
lems in such a way as to place blame on different sets of actors and institutions. For example, 
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unemployment can be framed in the media as a product of presidential policies or as the result 
of economic developments. In the case of the former, voters could well lay the blame for unem-
ployment at the president’s door and decide not to vote for him (Iyengar and Kinder 1987; 
Iyengar 1992). Although comparable systematic evidence regarding the role of priming and 
framing on leader effects in parliamentary elections is lacking, there are indications that here too 
television plays an important role in shaping voters’ perceptions of politicians and the credibility 
of their messages. One quasi- experimental study of BBC and ITV news broadcasts in Britain, 
for example, found that leader effects were not dependent on the informational content in the 
news reports. Instead, if a party succeeds in convincing voters that the television news is biased 
in favor of a rival, then this perception of bias will result in a stronger electoral impact for the 
leader whose party is deemed the victim of this bias (Mughan 1996).
 The importance of television for leader effects is nowhere more apparent than in the evolu-
tion of the institution of the televised leader debate. Starting with the famous 1960 confronta-
tion in the US between John Kennedy and Richard Nixon, debates have been a continuous and 
integral part of presidential election campaigns there since 1976. As well, the contagion has 
spread. A clear indication that political parties now give a more prominent electioneering role 
to their leader is that debates between party leaders have now taken root in 14 other demo-
cracies, most of them parliamentary systems without the popular election of a president (Argen-
tina, Australia, Brazil, Canada, France, Germany, Ireland, Kenya, Malta, Mexico, the Netherlands, 
New Zealand, the United Kingdom and Uruguay). There is also convincing evidence that these 
debates are important and consequential for voters. For example, they help voters to position 
parties on policy issues more accurately (Van der Meer, Walter and Aelst 2016). Additionally, 
they influence how heavily voters rely on their perception of leaders’ personalities in their 
evaluations of them (Druckman 2003). There is even some preliminary evidence to suggest that 
televised debates might constitute the most influential television broadcast form for voters, albeit 
perhaps only in a system where paid political advertising is illegal. Despite 2015 being only the 
second British general election to include leader debates, a survey of over 3,000 people found 
that 38 percent of them claimed to be influenced by them as compared to 23 percent who were 
influenced by TV news coverage and 10 percent by party political broadcasts (BBC News 
2015). This pattern of responses is, of course, no more than suggestive, not least because the 
“influence” it measures does not indicate whether, and in what measure, these debates reinforce 
or undermine long- standing attitudes and behaviors. Nonetheless, it does suggest that the inter-
action between party leaders and the media has become a potent electoral force that we are only 
beginning to understand.
 A good starting point might be the improved specification of the characteristics of voters 
who are susceptible to mediatized leader images when making their vote decision. To be sure, 
something is known about the psychological processes, like priming and bias perception, that 
help to translate leader evaluations into an actual voting decision, but there is little agreement 
on the political and sociological characteristics of those succumbing to the pull of the party 
leaders. The conventional wisdom used to be that political leaders are most central to the deci-
sion making of unsophisticated voters: “The common – indeed universal – view has been that 
voting choices based on policy concerns are superior to those based on party loyalty or candidate 
images. Only the former represents clearly sophisticated behavior” (Carmines and Stimson 
1980: 79). Some empirical evidence is consistent with this view, showing that leader effects are 
indeed strongest among less educated or politically sophisticated voters (Gidengil 2011). The 
explanation of this finding is usually that leader effects can be considered as heuristics or short-
cuts for voters who lack the reasoning capacity and/or political knowledge to make a decision 
based on “policy concerns.” However, other scholars find precisely the opposite and show that 



Politics, media and the role of party leaders

177

leader effects are actually strongest for more highly educated and politically sophisticated voters 
(Bittner 2011; Lachat 2014). Their explanation is that leader effects are not just shortcuts. 
Rather, the evaluation of a leader is based on the voter’s assessment of how well the leaders 
performed, or would perform, in office so that the “process of leader evaluation is complex – 
perhaps more so than we think” (Bittner 2011: 54). Closer analysis of the increasingly popular 
televised leader debates should help to adjudicate between such conflicting conclusions.

Future research

One of the more consequential electoral developments in recent decades has been the general-
ized growth of the importance of party leaders as electoral forces in their own right. From an 
initial consensus that they used to matter little to not at all in parliamentary elections in par-
ticular, the argument has been made that they can even be the difference between victory and 
defeat for their party in closely fought elections (Bean and Mughan 1989, but see King 2002). 
To argue for leaders’ independent electoral impact, however, is not to imply that this impact is 
uniform across them, time or space. Rather, the central theme of this chapter is that the magni-
tude of leader effects is conditional on a number of factors and, among them, we have examined 
briefly the personalities of the leaders themselves, the political institutions in which leaders 
operate, the parties in the election and the media. But this “conditionality research” is only in 
its infancy; much remains to be done to specify the conditions shaping the magnitude of leader 
effects and we would like to conclude this chapter with some suggestions for future areas of 
research. Reflecting much of what has already been written on the subject of leader effects, we 
will focus on the personalities of the party leaders and the media, both old and new.
 Dating from at least Max Weber’s writings on charismatic leadership, the importance of 
personality for the political relations between leaders and led has been recognized and this tradi-
tion has defined leader effects studies to this point. Voters respond to party leaders as individuals 
they like or dislike, respect or disrespect, and so on. But if leaders have increasingly become the 
public face of the party, then the question inevitably arises as to whether voters’ reactions to 
them have a political as well as personality content. Especially the longer they stay at the head 
of their party, do leaders’ images become defined by their party’s traditional ideological stance 
or its current policy positions as much as (or even more than) by their personalities? A case in 
point is if voters do indeed defect because, in the context of a specific election, they like the 
leader of another party more than they like their own party (Mughan 2015), what can be the 
basis of their choice to defect? After all, if political parties do not have personalities, it can’t be 
personality that is being compared in the voter’s mind. Voter preferences must be based, at least 
partly, on other criteria and surely political criteria can be expected to loom large here.1 Thus, 
future research should “politicize” leader effects instead of just continuing to “psychologize” 
them. This is not to say that the latter are not important to voters, but the possibility should be 
entertained that both politics and psychology play a role in conditioning leader effects so that 
the interesting question becomes under what conditions one becomes more powerful than the 
other in affecting the vote decision.
 A second area in which we still need to learn a lot more is the interaction between media, 
party leaders and the vote. Media can be divided into “old” and “new” forms. Television is the 
predominant “old” medium and we still know little about its role in promoting leader effects in 
parliamentary elections in particular. Part of the reason is methodological. Experiments (com-
monly used in the United States but less so outside) could be used, for example, to investigate 
the relative potency of negative and positive character traits. The effects of debates are also largely 
unknown. It was mentioned earlier that many more British voters claimed to be influenced by 
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them than by other televised political broadcasts, but is their effect to reinforce habitual party 
loyalties, promote defection from them or both? “New” media are more commonly referred to 
as social media and are becoming more central components of parties’ campaign strategies and 
tools for communicating (often interactively) with voters (Druckman, Kifer and Parkin 2007). 
In addition, we know that voters use them to discuss political issues and express their political 
preferences (Tumasjan et al. 2011). But how does the use of social media relate to leader effects? 
To be sure, leaders’ use of social media affects voters; for example, candidates for political office 
in the Netherlands won more votes when they used Twitter (Kruikemeier 2014). The early 
evidence suggests, however, that they may personalize the voting decision less than television 
insofar as online news seekers are systematically less likely to base their voting decision on pres-
idential candidates’ personality assessments as compared to television viewers (Holian and Prysby 
2014). But many interesting and important questions remain unaddressed. How, for example, 
do parties and their leaders use social media? What form does the presentation of party leaders 
take in them? And with what effect? Which methods of internet use are most conducive to the 
promotion of leader effects? These are some of the pressing questions in the study of social 
media and leader effects.

Note

1 There may be a relationship, for example, insofar as perceptions of a leader’s character influences per-
ceptions of her/his performance in office. Another take comes from Costa Lobo and Curtice (2014), 
who conclude that leader personality evaluations originate largely in political considerations so that 
voters are more influenced by those evaluations in political environments where leaders are more 
influential, i.e., that it is rational behavior for voters to be influenced by leaders’ personalities.
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Preferences, constraints, 
and choices

tactical voting in mass elections

R. Michael Alvarez, D. Roderick Kiewiet, and Lucas Núñez

Introduction

Voters have preferences over parties and candidates. Their ability to express these preferences 
in an election is constrained by the ballot choices that are presented to them and in the way 
in which ballots are aggregated into outcomes. In most cases voters do not sense the impact 
of these constraints, nor any tension between their preferences and their choices. In single 
member district systems with plurality rule (SMD), they simply vote for the candidate that 
they most prefer. In multi- candidate proportional representation (PR) elections, sincere 
voters’ rankings of candidates mirror their preference orderings. Sometimes, however, voters 
do not act sincerely, and make choices that do not follow from a straightforward mapping of 
their preferences.
 The most heavily studied departure from sincere voting is that of tactical voting in SMD 
systems. This occurs when voters, believing that their most preferred candidate has no chance 
of winning, vote instead for a less preferred candidate so as to counter another candidate whom 
they dislike. In PR systems, voters might also conclude that they would be “wasting” their vote 
on a party that is unlikely to get enough votes to win a seat. Considerations of how different 
party coalitions are likely to form can also lead voters to engage in different forms of tactical 
voting. In this chapter we discuss tactical voting in SMD systems and in PR systems. We review 
and evaluate previous research, and identify the major findings that have emerged. We then 
suggest avenues for future research that are important and promising.

Tactical voting in SMD systems

Farquharson (1964) provides a modern, game theoretic analysis of tactical voting, but, as he 
notes, it has a long and venerable heritage; Pliny the Younger describes an episode of tactical 
voting in the Roman Senate in the year 105. The most common formulation of tactical voting 
in SMD systems is associated with Duverger (1955). The winner- take-all nature of SMD con-
tests strongly penalizes minor parties when votes are translated into seats. Voters are aware of the 
bias generated by this “mechanical factor,” which is thereby reinforced by a “psychological 
factor”: when voters perceive that their most preferred candidate is sure to lose, they often cast 
a tactical vote for a less preferred (but competitive and still acceptable) candidate in order to 
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counter their least preferred candidate. Thus, according to Duverger’s Law, minor parties are 
suppressed, and elections in SMD systems are generally contested by two major parties.
 Duverger’s Law is not a law, of course, but at most a general tendency. The factors he identi-
fies apply to individual contests, and individual contests can aggregate into a wide variety of 
patterns. Britain, the US, Canada, and India all have SMD but very different party systems 
(Grofman, Blais, and Bowler 2009). In Britain the party system has become significantly more 
fractionalized over time even though SMD has remained in place. In any given election, more-
over, tactical voting need not systematically help or hurt a particular party in all contests. Little 
about the nature and extent of tactical voting can be inferred from the nature of a country’s 
party system or from the outcome of national elections.
 There are studies of tactical voting in countries besides Britain, but because of a pattern of 
party competition that persisted for decades – two major parties and a significant third party 
contesting most constituencies – research on tactical voting has focused primarily on British 
parliamentary elections. Early efforts to estimate the extent of tactical voting in Britain used 
aggregate- level constituency returns to track changes in vote totals across successive elections. 
The hypothesis they entertained is that a party that finishes third in one election suffers a loss of 
votes in the subsequent election, as discouraged supporters switch to voting for one of the two 
top parties. Parties that finish first or second in the first election correspondingly experience an 
increase in vote share in the next election due to the infusion of tactical votes. In his “flow of 
the vote” study of British elections held between 1892 and 1966, Shively (1970) concludes that 
tactical voting can be detected, but that it was insignificant in magnitude and impact. In their 
study of the 1983 and 1987 elections, Curtice and Steed (1988) also report that the extent of 
tactical voting was quite limited, and changed the outcomes of only a handful of individual 
constituency elections. Johnston and Pattie (1991) report finding more tactical voting in 1987 
than in 1983, but even in 1987 the rate of tactical voting they detected was limited in extent and 
of minor consequence for election outcomes.
 A problem with flow- of-the- vote analyses is that of establishing a proper baseline. A party 
that finished third in the first of two elections could well have had its totals depressed by tactical 
voting in the first election as well as the second. Parties that finished first or second could cor-
respondingly have had their totals enhanced by tactical voting in both elections. Comparisons 
of constituency results across pairs of elections can also be compromised by omitted variable bias 
 – for example, by changes in party support traceable to economic and demographic trends that 
are not accounted for in the analysis (Johnston 1981).
 Many political scientists are also skeptical of flow- of-the- vote analyses because they are based 
upon constituency- level vote totals. As Campbell et al. (1966: 2) put it, “… As long as one has 
only aggregate data at hand one can only speculate as to what moved the individual members of 
the collectivity” (see also Russo in this volume). Subsequent studies of tactical voting have relied 
heavily upon survey data, and, specifically, upon a question posed in the British Election Study 
(BES) in every election since 1983: “Which one of the reasons comes closest to the main reason 
you voted for the Party you chose?” The responses offered vary from study to study, but in all 
elections respondents could report that “I really preferred another party, but it had no chance of 
winning in this constituency.” Those who chose this response are deemed to have voted 
tactically.
 Analyses of BES survey data indicate that tactical voting is more prevalent than suggested by 
flow- of-the- vote studies (Niemi, Whitten, and Franklin 1992). Cain’s (1978) study of 1970 
BES survey data, based instead upon differences in party feeling thermometer scores, reports a 
remarkably high rate of tactical voting – nearly 20 percent. Subsequent studies, however, point 
to a number of problems in survey- based estimates of tactical voting. According to Heath et al. 



Preferences, constraints, and choices

183

(1991), some respondents said that they had voted tactically, but reported their favorite party to 
be the same party that they voted for. Others claim to have voted tactically but shifted their vote 
to another small party that had no better chance of winning than their favorite. The Heath et al. 
(1991) study, as well as Franklin, Niemi, and Whitten (1994), also find that nearly half the 
survey respondents who claim to have voted tactically most preferred a party that finished in first 
or second place. There is general agreement with Heath and Evans (1994) that “instrumental” 
tactical voting – that is, what Duverger had in mind – must be distinguished from an “expres-
sive” version. In such cases voting decisions that respondents describe as tactical are motivated 
by idiosyncratic considerations that lead them to make a variety of often inexplicable choices.
 These survey- based estimates of tactical voting, as well as estimates derived from flow- of-
the- votes, pertain to the entire electorate. According to Cox (1997), however, one should 
expect to see tactical voting only in constituencies in which the two leading parties are clearly 
identifiable, and not where uncertainty clouds the expected order of finish. Consider the fol-
lowing. In the first constituency the Liberal Democrat (LD) is widely expected to run well 
behind Labour and the Conservatives. Here it will be reasonable for LD supporters to consider 
casting a tactical vote. In the other constituency the Liberal Democrat finished third by only a 
few percentage points behind the second- place party in the last election, and the LD candidate 
is currently running a vigorous campaign. In this case LD supporters have reason to believe 
that they will finish second, or perhaps even first. The rationale for voting tactically thus 
disappears.
 More generally, for tactical voting to occur, and to thus undermine support for minor parties 
and enhance the vote shares of the two major parties, voters must have common expectations 
as to which parties are viable – that is, running either first or second – and which are not (Palfrey 
1989; Myatt and Fisher 2002). When common expectations about viability are present, support-
ers of the top two parties remain loyal and vote sincerely, while tactical supporters of nonviable 
parties abandon ship and vote for one of the top two. When common expectations about viabil-
ity are not present, voters are uncertain as to whether the party they support is going to finish 
third or whether it is going to be one of the top two. Here tactical voting does not occur.
 A common intuition concerning tactical voting, usually referred to as the marginality hypo-
thesis, is that it should be more prevalent in close elections. Minor party supporters are seen to 
be more comfortable voting sincerely if one party or candidate has such a commanding lead that 
the outcome of the election is a foregone conclusion. It could also be that a close election makes 
the choice between the top two alternatives more salient and third parties less relevant. But 
tactical voting will not occur even in very close elections if voters are unable to distinguish 
between which parties are viable – that is, headed for a first- or second- place finish – and which 
are not. Votes can remain splintered among three or more parties, and a party can win with 
much less than an absolute majority. In Britain parliamentary elections, there are usually dozens 
of constituencies in which the winning party garners less than 40 percent of the vote.
 A pair of studies reveals the importance of confining estimates of the rate of tactical voting to 
those constituencies where it makes sense for voters to consider voting tactically. In their ana-
lysis of BES survey data, Alvarez and Nagler (2000) regress individuals’ vote choices onto a wide 
range of variables, including demographics, issue distance measures, perceptions of economic 
conditions, and variables reflecting the pattern of party competition in the respondent’s con-
stituency. They then counterfactually predict how voters would have voted absent tactical con-
siderations and compare their prediction to how respondents reported voting. They report a 
tactical voting rate of 7.3 percent in 1987 – a little higher than that suggested by the standard 
tactical voting question, but in the same neighborhood. Alvarez, Boehmke, and Nagler (2005) 
then refine this analysis by confining their attention solely to supporters of parties who finished 
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third (or worse) in their constituency in the previous election. Among this subset of respond-
ents, they estimate that the rate of tactical voting was 43 percent.
 Kiewiet (2013), similarly, stipulates that voters consider casting a tactical vote only when 
their most preferred party faces a “dismal outlook.” This occurs when their most preferred party 
(1) finished more than 10 percentage points behind the second- place party in their constituency 
in the previous election, and (2) fails to spend even half of the sum that could legally be spent 
on behalf of the individual candidate in the current election period. Research based upon the 
1997–2001 British Election Panel Study strongly indicates that a poor third- place finish by a 
party in the previous election encourages its supporters to vote tactically (Fieldhouse, Shryane, 
and Pickles 2007) and that spending on behalf of individual candidates was consistent with tacti-
cal considerations by both parties and voters (Fieldhouse, Pattie, and Johnston 1996). Analyzing 
both NES survey data and constituency returns for all six parliamentary elections held in Britain 
between 1983 and 2005, Kiewiet finds that, in most elections, between one fourth and one 
third of the voters whose preferred party faced a dismal outlook cast tactical votes. Labour sup-
porters appear to have voted tactically more frequently than LD supporters – in a couple of 
elections (1992 and 1997) at rates approaching 50 percent.
 Kiewiet’s findings are also consistent with Myatt and Fisher (2002), who show that the 
pattern of party competition in individual constituencies is such that the mechanical and psy-
chological components of Duverger’s Law can work in opposite directions. Liberal Democrats 
usually finished third and so were badly penalized by the translation of votes into seats. In many 
individual contests, however, they benefited from tactical votes that they received from sup-
porters of Labour and other parties. Both of these effects result from the fact that they occupy 
the middle position on the ideological spectrum. Virtually all tactical votes cast by Labour and 
Conservative supporters went to the Liberal Democrats, while those cast by Liberal Democrats 
flowed both to the left (Labour) and to the right (Conservatives). In a recent, innovative study 
that utilizes Bayesian small sample estimation to infer district- level preferences from the inevit-
ably small numbers of respondents sampled from each district, Hermann, Munzert, and Selb 
(2016) report finding similar patterns of tactical voting in the 1997 and 2001 British parlia-
mentary elections.
 As noted previously, several political scientists studying tactical voting have entertained the 
marginality hypothesis – that is, that it should be more prevalent in close elections. Early 
aggregate- level studies report some evidence favoring the marginality hypothesis in the 1966 
and 1970 British general elections (Spafford 1972; Cain 1978). Since then, studies that have 
investigated this hypothesis with both BES and constituency- level data, with methodologies 
ranging from quite simple to highly sophisticated, have not found a consistent relationship 
between closeness and the rate of tactical voting (Lanoue and Bowler 1992; Fisher 2001; Alvarez, 
Boehmke, and Nagler 2005; Kiewiet 2013; Elff 2014).

Tactical voting in proportional representation (PR) systems

In contrast to winner- take-all SMD systems, proportional representation (PR) systems award 
seats to parties in proportion to the votes they receive in multi- member districts. A voter’s most 
preferred party can finish third, fourth, or even worse, and still obtain a seat. For that reason 
Duverger (1955) doubted that voters would vote tactically in such systems. As Leys (1959) and 
Sartori (1968) note, however, if district magnitudes are low (i.e., only a few seats are allocated 
per district), it is common for small parties not to have enough votes to be awarded a seat. As in 
SMD systems, this could lead those who most prefer such a party to vote tactically for their 
most- preferred party that is likely to win at least one seat. The Leys–Sartori conjecture, then, is 
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that the smaller the district magnitude in a PR election, the greater the extent of tactical voting 
that is likely to occur.
 Analyzing the outcomes of small magnitude PR elections in Colombia and Japan, Cox and 
Shugart (1996) look for the presence of tactical voting by calculating “SF” ratios – that is, where 
F is the largest vote remainder and S the second largest vote remainder after assigning the final 
seat in the district. The SF ratio is a macro- level statistic, reflective of choices made by party 
elites and candidates as well as those of voters. An SF ratio approaching zero, however, signals 
the presence of tactical voting, and so is a useful diagnostic when more specific information 
about voters’ preferences and choices is not available. Their findings suggest that voters in both 
countries exhibited some amount of tactical voting by deserting parties unable to win a seat.
 Cox and Shugart also report that tactical voting could not be detected in larger magnitude 
districts, and there are two reasons to accept this verdict. Mathematically, the larger district 
magnitude is, provided there is a low threshold, the smaller the share of votes a party needs to 
win at least one seat. Another consideration is informational. As in SMD systems, tactical deser-
tion here also requires widely shared expectations regarding which parties are likely to obtain a 
seat and which are not. When district magnitudes are large – typically seen as more than five – 
voters may find it difficult to form such expectations and thus vote sincerely.
 Gschwend, Stoiber, and Günther (2004) do not accept this line of argument. They argue 
instead that there are not insurmountable informational costs to tactical voting in PR systems, 
as voters can condition their decision upon what happened in the last election. Just as those 
looking for tactical voting in SMD systems hypothesize that supporters of parties that came in 
third in the previous election should be the most inclined to vote tactically, they posit that tacti-
cal voting should be most prevalent in PR systems among supporters of parties that either barely 
won a seat in the previous election or failed to win a seat. They call this an “election history 
heuristic” because it is not seen to require much from the voters in the way of information or 
thought. The findings of their analysis of elections in Finland between 1991 and 2003 indicate 
that marginal parties suffered less from tactical voting in large districts than in small ones (district 
magnitude in Finland during this period ranged from 6 to 33), but that non- negligible amounts 
of tactical voting occurred even in large magnitude districts.
 Lago (2008) agrees that voters can use an electoral history heuristic regardless of district mag-
nitude. Analyzing survey data collected in Spain in the 1970s and 1980s, he finds that voters 
have no more difficulty forming expectations about party viability in large magnitude districts 
than in small ones. There is less tactical desertion away from small parties in large magnitude 
districts simply because it is more likely for small parties to win a seat. Analyses of Spanish elec-
tions in 1977 and 1982 (Gunter 1989) and 2000 and 2008 (García-Viñuela, Artés, and Jurado 
2015) report similar findings: supporters of small parties are more likely to cast tactical votes for 
larger parties when district magnitude is small, but even in large magnitude districts smaller party 
vote totals are suppressed by their supporters voting tactically for parties that win seats.
 Another major reason why small parties fail to win seats in parliament, other than being 
squeezed by low district magnitude, is the presence of a threshold – that is, the requirement to 
win a certain percentage of votes (often 5 percent) in order to obtain a seat. Tavits and Annus 
(2006) find that voters in the new democracies of Eastern Europe and the former Soviet Union 
were sensitive to threshold requirements and tended to avoid casting votes for parties that fell 
below the threshold. Their findings are also supportive of the hypothesis that voters adopt an 
election history heuristic, in that there was clear evidence of voter learning over the course of 
successive elections. In consecutive elections in these countries, voters increasingly deserted 
parties whose support was either barely above the threshold of representation or fell below it. 
Additional evidence that voters in new democracies have come to adopt Duvergerian tactical 
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reasoning comes from Duch and Palmer’s (2002) study of tactical voting in Hungary, which 
utilizes a complex three- layer, mixed member electoral system. Duch and Palmer ask voters 
whether they would be willing to switch their vote to another party if their most preferred party 
would get too few votes to get into parliament. About 14 percent of respondents answered this 
question positively, which they then use as an indicator of tactical voting. A probit analysis of 
these data shows that voters with stronger partisan attachments are less likely to behave tactically, 
and that those who are ideologically closer to their alternative party are more likely to vote tacti-
cally than those who are ideologically farther from it.
 Political scientists have also sought to estimate the extent of tactical voting by comparing the 
choices voters make in mixed member district (MMD) systems, which have become common 
throughout the world. In the German MMD system, for example, about half the members of 
parliament are selected from party lists, with seats awarded in proportion to their national vote 
shares, and the other half from single member districts. Voters thus cast two votes, participating 
simultaneously in parallel PR and SMD elections. Assuming that voters vote sincerely when 
casting PR votes, votes cast for other parties’ candidates at the district level are deemed to be 
tactical in nature. Fisher (1973), Jesse (1987), and Bawn (1999) find that, in Germany, major 
party candidates garner larger percentages of votes in the SMD elections than their parties 
receive in the PR election. Reed (1999), similarly, finds that in the 1996 MMD election in 
Japan, voters who supported smaller parties cast larger percentages of votes for them in the PR 
election than in the district election.
 According to Gschwend, Johnston, and Pattie (2003), German parties that had done poorly 
in the SMD constituency contest in the previous general election were disproportionately hurt 
by tactical voting – more evidence that voters use an election history heuristic in deciding 
whether or not to cast a tactical vote. Unlike most studies of tactical voting in pure SMD 
systems, Bawn finds some support for the marginality hypothesis: the extent of tactical voting 
was positively correlated with how close the race was between the top two candidates in district-
 level elections.
 Both Bawn (1999) and Gschwend, Johnston, and Pattie (2003) report that, in the German 
MMD system, remarkably large percentages of small party supporters split their votes across the 
two elections. In the 1983 election over two thirds of those who voted for the minor party Free 
Democrats in the PR election, as well as nearly half of those who voted for the Greens, voted 
for a CDU/CSU or SPD candidate in the SMD contest. One reason why these percentages are 
so high is because they likely reflect more than just Duvergerian tactical voting. Some of the 
votes won by the SMD winners in excess of their party’s PR totals are “personal” votes reflect-
ing their popularity with the local electorate (Moser and Scheiner 2005), or are due to an 
incumbency advantage (Bawn 1999).
 SMD and PR systems aggregate votes into seats in a very different manner, but PR systems 
generally differ from SMD systems in another fundamental way: the election does not in and of 
itself determine who will and who will not be in the next government. This is determined 
instead by the nature of the party coalitions that form after the election. According to Hobolt 
and Karp (2010), in 17 Western European countries about two thirds of all governments formed 
since World War II have been coalitions. Voters presumably care about which parties end up in 
government, and not just about who gets elected. If so, they might well cast tactical votes based 
upon their expectations concerning which parties will form coalition governments in the post- 
election bargaining process.
 Just as he had doubted that there would be tactical voting in PR systems motivated by the 
desire to avoid wasting a vote on a party unlikely to win a seat, Downs (1957) did not believe 
that voters’ decisions would be influenced by considerations of which post- election coalitions 
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would emerge. Tactical voting of this nature would require voters to assess which coalitions 
were likely to form given different election outcomes, the probability that a party would enter 
a coalition, and the policy compromises parties would be willing to accept to enter each possible 
coalition. Few voters, it seemed to Downs (1957: 300), would be able to work out this compli-
cated chain of inferences: “… in systems usually governed by coalitions, most citizens do not 
vote as though elections were government- selection mechanisms.”
 Downs notwithstanding, Austen- Smith and Banks (1988) formally characterize the decision 
environment that voters (and parties) face in situations where coalitional governments are likely 
to occur, and define conditions under which some voters will engage in tactical voting moti-
vated by coalitional considerations. It is also the case that voters can make use of informational 
shortcuts to reduce the potentially complex considerations involving election outcomes and 
coalition formation. Some possible coalitions can be discarded as practical impossibilities – for 
example, a partnership between the extreme right and extreme left parties. More generally, 
coalitions of parties that are close ideologically are more likely than ones in which the parties are 
further apart. There is the electoral history heuristic. Parties that formed a coalition in the past 
are more likely to form a coalition again. Armstrong and Duch (2010) document historical pat-
terns of coalition governments in 34 countries and find that the composition of governing coali-
tions (and the prime minister’s party in that coalition) is quite stable over time. Finally, in 
countries where coalition governments are common, party elites can provide information about 
which coalitions they are willing to enter. In their study of the 2002 election in the Netherlands, 
Irwin and van Holsteyn (2012) find that voters had reasonably accurate beliefs about the number 
of seats each party would get and about which coalitions were likely to emerge. A significant 
number of voters assigned a high likelihood to the coalition government that actually ended up 
forming. Depending on the party, between 8 and 17 percent of the voters who were in a posi-
tion to cast a tactical vote based upon coalitional considerations did so. These findings are 
impressive, given the complexity of the Dutch party system and elite reluctance to make pre- 
electoral coalition arrangements (Blais et al. 2006).
 Predicting what voters will do in response to coalitional expectations, however, is not as 
simple and straightforward as the Duvergerian hypothesis that they will seek to avoid wasting 
their votes on parties not in contention. In their study of Austrian elections, Meffert and 
Gschwend (2010) reason that tactical voting may take three different forms: (1) the standard 
“wasted vote” hypothesis that supporters of small parties not expected to exceed the electoral 
threshold defect to a larger party; (2) the “rental vote” hypothesis that some major party sup-
porters vote for a junior coalition party in order to help it pass the minimum threshold for 
representation; and (3) tactical behavior aimed at influencing (balancing) the composition of the 
next coalition government. Their study relies on a pre- election survey that asked respondents 
about their party preferences, their vote intentions, and coalition preferences, as well as their 
expectations. Their findings show support for all three types of tactical behavior considered. 
Around 10 percent of small party supporters voted so as to not waste their vote, another 5–10 
percent “rented” their vote out to a potential junior coalition partner, and a significant propor-
tion was motivated by concerns about the composition of the governing coalition.
 The results of Gschwend’s (2007) multinomial logit analysis of survey data from the 1998 
MMD German election also support the rental vote hypothesis, in that some CDU/CSU sup-
porters cast votes in the PR contest for their junior coalition partner, the FDP. It does not 
appear, however, that SPD voters rented out votes to their junior partners, the Greens. The 
results of a highly sophisticated econometric analysis of data from the 1994 German election by 
Shikano, Hermann, and Thurner (2009) are similar. About a quarter of CDU/CSU supporters 
who feared the FDP’s entry to parliament was at risk voted FDP, but they also failed to observe 
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this type of behavior among supporters of the other large party, the SPD, which had a pre- 
electoral coalition arrangement with the Greens. The authors speculate that this difference in 
behavior among the supporters of the two major parties is due to the fact that the 1994 election 
was the first time the Green party made pre- election coalition agreements with the SPD. The 
FDP, in contrast, had often made pre- election coalition agreements, and thus once again elect-
oral history informed voters’ tactical behavior.
 Bowler, Karp, and Donovan (2010) study the case of New Zealand during the 2002 general 
election. For this election, almost every New Zealander expected the Labour Party to be in the 
governing coalition, but there was uncertainty as to whom the junior coalition member would 
be, if any. Here, around 20 percent of the voters made tactical choices: if they believed their 
preferred party had little chance of being in government they were more likely to vote for their 
second most preferred party. If, on the other hand, they believed that their most disliked party 
had a good chance of being in government, they switched their vote to their second preference 
so as to block that outcome.
 Blais et al. (2006) study tactical voting based upon coalitional considerations in what is prob-
ably the most challenging environment of all as far as information is concerned – the nationwide 
party list elections to the 120-member Israeli Knesset, where there is now a 3.25 percent thresh-
old for representation (prior to 1988 the threshold was only 1 percent). In a national survey 
conducted prior to the 2003 election, respondents were asked to rate parties, to assess potential 
coalitions, and to indicate their vote preference. They defined tactical voting to occur in this 
situation when, instead of voting for their most preferred party, they voted instead for a party 
they believed would be a member of their most preferred coalition. Their analyses indicate that 
about 10 percent of Israeli voters voted tactically due to coalitional considerations. Individuals 
with stronger preferences for a particular party were less likely to cast tactical coalition votes, 
while those with stronger preferences for a particular coalition were more likely to do so.

Directions for future research

Many political scientists have seen tactical voting as evidence that voters are rational and instru-
mental; rather than utterly forego the chance of affecting the election, they instead narrow their 
choice to candidates where their vote might be pivotal. In large- scale elections, however, a 
voter has far less probability of affecting the outcome than they do of getting hit by lightning 
several times. The standard rational choice model of tactical voting based on potential pivotality 
thus hardly seems consistent with a theory that purports to be based upon principles of ration-
ality. The zero likelihood of being pivotal has led some to argue that it makes no sense to cast a 
tactical vote, but not casting a tactical vote, or not voting at all, has the same, utterly inconse-
quential impact on election outcomes.
 It is important, therefore, to learn more about what exactly voters are thinking when they 
consider casting a tactical or protest vote. They may indeed harbor the illusion of possibly being 
pivotal, but the consistent evidence that rates of tactical voting are not related to the closeness 
of the elections suggests they do not. Alvarez and Kiewiet (2009) characterize tactical voters as 
“rationalistic”: they have well- behaved preference orderings, make choices that are consistent 
with these orderings, and sometimes vote for a lesser preferred candidate as if they were the 
pivotal voter. Another possibility is that tactical voters may see themselves as contributing a vote 
to a potentially pivotal voting bloc. But this of course does not lessen the problem that their 
single vote is inconsequential. Finally, tactical voters may not even be thinking in tactical terms 
at all, but may be simply restricting their voting choices to what they consider to be the feasible 
set of candidates (Elff 2014).
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 Although estimates vary considerably, available evidence indicates that in most cases around 
15 percent to 40 percent of the voters who are in a position to cast a tactical vote actually do so. 
Those who strongly support their most preferred party or candidate are less likely to vote tacti-
cally and those who are more favorably disposed to a party in contention are more likely, but 
most potential tactical voters end up voting sincerely. Voters thus display what might be 
described as a sincerity bias. Why? Is it because they are simply unaware that tactical voting is 
an option? Or are they aware that they could vote tactically, but, like Pliny the Younger nearly 
2,000 years ago, believe that it is morally wrong to misrepresent their preferences? What is 
needed, then, is more research on the psychology of tactical voting. It is an area of inquiry that 
is ripe for theoretical and empirical development.
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Economic Voting

Marianne C. Stewart and Harold D. Clarke

The central importance of relationships among economy, polity and society to the wealth of 
nations and the well- being of people has attracted much interest among academic researchers 
and non- academic observers for many years (see, for example, Smith 1776; Keynes 1936; Ace-
moglu and Robinson 2012). Since at least the early 1970s, this interest has been heightened by 
the varying fortunes of governing parties and their opponents, of government policies and of 
economic conditions (see, for example, Vig and Schier 1985: Chapter 1; Clarke et al. 1992: 
Chapter 1; Clarke et al. 2016). One area of interest involves reaction functions and outcomes 
functions, whereas another is popularity- vote (V- P) functions (see, for example, Whiteley 1986; 
Clarke et al. 1992: Chapters 1 and 8; Lewis- Beck and Stegmaier 2013; Stegmaier, Lewis- Beck 
and Park 2017). Reaction functions refer to government effects on economic policies, as well as 
policy effects on economic outcomes, notably whether and how government policies can stimu-
late employment, growth and investment and reduce inflation and poverty. V- P functions 
pertain to the effects of economic conditions (the objective economy) and economic evalu-
ations (the subjective economy) on people’s party support, including their economic voting.
 Economic- voting research has become a well- developed but a still- progressing program (for 
reviews, see Norpoth, Lewis- Beck and Lafay 1991; Lewis- Beck and Stegmaier 2000, 2007; van 
der Brug, van der Eijk and Franklin 2007; Duch and Stevenson 2008; Lewis- Beck and Costa 
Lobo 2017). This chapter reviews the contributions of this program, and offers several recom-
mendations for its progress in terms of models, measures and methodologies.

Major models of economic voting

A major model of economic voting is the reward- punishment model (Downs 1957; Key 1968; for 
reviews, see Clarke et al. 1992 and Lewis- Beck and Stegmaier 2007). According to this model, 
people who evaluate economic conditions as getting better vote for, thereby “rewarding,” a 
governing party or leader. But people who judge that these conditions have worsened vote for 
an opponent, thereby “punishing” an incumbent party or leader. This model involves at least 
three assumptions (see, for example, Clarke et al. 1992: Chapter 1). First, people apply a rational-
 choice, “optimizing” strategy by “rewarding” a governing party that pushes economic con-
ditions toward, while “punishing” one that pulls such conditions away from, their preferred 
performance. Second, people use retrospective judgments by focusing on past or recent 
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performance of the country’s economy and/or their own economic circumstances during the 
time that a party is in government (see Kiewiet 1983; see also Healy and Malhotra 2013). This 
focus is sensible since economic performance that is currently “known” is presumably more 
reliable than that which requires future guessing. Third, people attribute responsibility to gov-
erning parties for the performance of the country’s and/or their own economic circumstances. 
When doing so, they credit the government for better circumstances or blame it for worsening 
ones (see, for example, Powell and Whitten 1993; Anderson 1995).
 Although the reward–punishment model is straightforward and has attracted much attention 
among academic researchers and non- academic observers, its coronation as the superior expla-
nation of economic voting remains premature. There are two major reasons for this. One set of 
reasons involves the reward–punishment model itself (see, for example, Monroe 1979; Clarke 
et al. 1992; Lewis- Beck and Stegmaier 2007). The model is fundamentally misnamed because 
voters may not have reward/credit or punitive/blame motivations but, rather, a best- performance 
incentive of wanting the best economic conditions for their country and for themselves. More-
over, several assumptions that inform the model are not necessarily consistent with a rational- 
choice view (see, for example, Monroe 1991). According to this view, people should not be 
retrospective but, rather, prospective thereby using current or future- focused information to 
update their evaluations, with little or no discounting of this information by their past evalu-
ations of economic performance. Indeed, other research shows that people can be more pro-
spective than retrospective when making their vote decisions (see, for example, Lewis- Beck 
1988; MacKuen, Erickson and Stimson 1992; Clarke and Stewart 1994; van der Brug, van der 
Eijk and Franklin 2007).
 Responsibility attributions raise other considerations. Contexts that permit the formation of 
clear responsibility attributions tend to display stronger economic effects on vote choices (for 
discussion, see Lewis- Beck and Stegmaier 2007). But, responsibility attributions can be asym-
metric with governing parties “blamed/punished” for bad performance but not necessarily 
“credited”/“rewarded” for good performance (see, for example, Bloom and Douglas Price 
1975; Clarke et al. 1992; van Brug, van der Eijk and Franklin 2007). And people who live in 
institutionally complex settings, such as those with multiple parties in coalition governments or 
(con)federal systems with two or more government levels having overlapping economic- 
management jurisdictions, might be excused for lacking valid information about who is respons-
ible for what (Powell and Whitten 1993; Anderson 1995; Schwindt- Bayer and Tavits 2016). In 
such settings, people’s information and knowledge can be confused rather than clarified, because 
responsibility for economic performance is confused rather than clarified. A vote- seeking party 
in a governing coalition and/or a (con)federal system strategically shirks when it tries to offload 
responsibility for economic performance to another party or another level (Clarke et al. 1992; 
van Brug, van der Eijk and Franklin 2007).
 Cognitive difficulties may be further imposed on people’s economic evaluations (the sub-
jective economy) when they try to obtain accurate information about economic conditions (the 
objective economy) from multiple, streaming sources. Thus, the links between evaluations and 
conditions might be best described as “through a glass darkly,” with distorted evaluations based 
on incomplete information about economic conditions (see, for example, Stimson 1989; Clarke 
et al. 1992: Chapter 3). The linkage becomes blurrier when the conditions being considered are 
country- level (that is, sociotropic; see, for example, Kinder and Kiewiet 1981), rather than per-
sonal (that is, egocentric), since voters might be expected to know relatively less about the 
former than about the latter.
 A second set of reasons why the coronation of the reward- punishment model is premature 
is that rival models and alternative frameworks lay claim to the crown of superior explanation of 
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economic voting. According to the issue- priority model, public evaluations of political parties 
as “owning” particular issues influence voting choices (see Budge and Farlie 1983; Clarke et al. 
1992: Chapter 1). For example, people would vote for, not against, a governing conservative/
right- of-center party when they think that rising taxes are an important issue and that this party’s 
proven record will guide it to lower taxes in comparison with that of a left- of-center/liberal 
party. In turn, people would support a governing left- of-center/liberal party when they think 
that rising poverty is a real problem and that this party’s known reputation will guide it to 
reduce poverty much more than would that of a conservative/right- of-center alternative.
 The spatial and valence models distinguish between economic issue types (see Downs 1957; 
Stokes 1963, 1992; for discussions, see Clarke et al. 1992: Chapter 1, 2004: 21–25, 2009, 2016; 
Whiteley et al. 2013). In a spatial (or positional or issue- proximity) model, parties express dif-
ferent issue preferences, people form specific issue preferences, and they estimate which party’s 
preferences approximate their own when choosing how to vote. Income (re)distribution is an 
example of spatial issues. In a valence (or performance) model, parties and people agree on a 
preferred issue outcome, and people then assess which governing or opposition party is most 
able to produce this outcome when deciding how to vote. Two examples of valence issues are 
a good economy and a safe society.
 Overall, the four models described above share several similarities (for additional discussion, 
see Clarke et al. 2004: 21–25). They acknowledge the role of economic performance evalu-
ations in vote choices and they do not meet all of the strict requirements of rational- choice 
theory (see, for example, Monroe 1991). But, unlike the reward–punishment model, the issue-
 priority, spatial and valence models recognize that vote choices are influenced, albeit in some-
times counter- intuitive ways, by retrospective and/or prospective as well as by egocentric and/
or sociotropic economic evaluations. These other models also allow that most voters’ evalu-
ations of economic performance are not based on full and perfect information. Rather, experi-
mental economists and cognitive psychologists have conducted numerous experiments that 
have contributed important insights into how people make decisions, including their use of 
cognitive “short- cuts” or cues, in political- economic settings (see, for example, Sniderman, 
Brody and Tetlock 1991; Gigerenzer 2008; Gigerenzer, Hertwig and Pachur 2011; Kahneman 
2011; Thaler 2016). These cues include, but are not limited to, their party (non)identifications 
and/or their attitudes about parties and candidates/leaders.
 As is well known, party identification and candidate/leader attitudes are important factors in 
two major and alternative theoretical frameworks of voting behavior. According to the social- 
psychology framework, the “funnel of causality” begins with socialization learning and social 
groups leading to the formation of party identification as “the unmoved mover,” which, in turn, 
affects candidate attitudes, issue attitudes and voting behavior (Campbell et al. 1960; Butler and 
Stokes 1969). This framework has received much attention, including challenges by empirical 
analyses of partisan change and by the individual choice framework. In this framework, the 
“running tally” operates when people update their candidate/leader and issue attitudes and, in 
turn, their party (non)identifications and electoral choices (Downs 1957; Key 1968; Fiorina 
1981).
 The above review leads to three principal recommendations for further progress in economic- 
voting research. One recommendation is that it develop and apply an “anthropology” of voters. 
This anthropology would recognize that people do think and they do form evaluations, but they 
are not omniscient and they do use cognitive short- cuts or cues about performance when 
forming their vote decisions. Second, multiple models – not one model – of economic voting 
exist and vie for analytical attention. This recommendation is not a plea for the proliferation of 
models and the rejection of none. Rather, the models and frameworks discussed above require 
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ongoing collections of reliable and valid data and analyses having strong diagnostic tests. These 
enable assessment of which model is inferior, which model is superior since it can do what other 
models do and do not, or whether several models contribute coherently to the explanation of 
economic voting. A third and related recommendation recognizes that models of economic 
voting are fundamentally nested in models of electoral behavior. Accordingly, the former need 
to include, rather than ignore, economic attitudes as well as candidate/leader, other issue and 
party (non)identification attitudes to avoid the risk of misspecification error and its threat to 
causal inference.

Multiple measures of economic voting

In economic- voting research, the principal dependent variables are vote intentions and vote choices. 
The former is typically based on survey questions that ask people about whether they intend to 
vote and, if so, then for which candidate or party in a forthcoming election. Vote choices are 
usually based on survey questions that ask people whether they did vote and, if so, then for 
which candidate or party in a just- held election.
 The principal explanatory or independent variables tend to be of two types. As discussed 
above, one type is the objective economy, which involves employment, inflation, investment or 
growth indicators based on government or other statistical data. These objective indicators have 
been argued to be the key drivers (see, for example, Kramer 1983; Hibbs 1987; Fair 1978), or 
to play an important role (see, for example, van der Brug, van der Eijk and Franklin 2007; van 
der Eijk et al. 2007), in people’s voting and other party support decisions. However, and as also 
noted above, objective economic indicators say little about how voters think as well as form and 
act on attitudes about economic performance. Accordingly, another type pertains to the sub-
jective economy. Since approximately the mid- 1950s, various election studies and other major 
surveys have included one or more of several questions enabling multiple measures of economic 
evaluations. Some questions ask people about the economy in general or about inflation or 
unemployment in particular, whereas other questions ask them about their own personal eco-
nomic circumstances. These questions inquire whether people think that the country’s economy 
has gotten better, gotten worse or stayed the same over the past year (sociotropic retrospection); 
whether it will get better, get worse or stay the same over the upcoming year (sociotropic 
prospection); whether their personal economic circumstances have gotten better, gotten worse 
or stayed the same over the past year (egocentric retrospection); and whether these circum-
stances will get better, get worse or stay the same over the upcoming year (egocentric prospec-
tion) (see Lewis- Beck 1988; Lewis- Beck and Stegmaier 2007).
 These four measures have provided valuable service to economic- voting research. However, 
further research progress depends in part on at least two important recommendations. First, survey 
instruments need to avoid periodically asking just one, two or three questions, or asking the two 
egocentric questions combined and the two sociotropic questions combined. Instead, all four 
evaluation questions need to be asked consistently for proper measurement construction and 
model testing. A second recommendation is related to the anthropology of the voter. It recog-
nizes that people’s attitudes are evaluative as well as affective and cognitive, and all three have 
experiential bases. In this regard, more attention needs to be paid to voters’ emotional reactions, 
such as anger or happiness, and fear or confidence, regarding their own or the country’s eco-
nomic circumstances (see, for example, Conover and Feldman 1986). And more thought needs 
to be given to how people acquire economic information indirectly by accessing news provided 
by various media outlets (see, for example, Mutz and Kim 2017) and/or directly through eco-
nomic experiences. These experiences include, but are not limited to, employment and income 
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situations or prospects, purchases of food, clothing, shelter and other needs and wants, wealth 
assets and liabilities, as well as conversations with others that exchange information based on 
both news and experiences (see, for example, Conover, Feldman and Knight 1987; Feldman 
and Conley 1991; Lewis- Beck, Nadeau and Foucault 2013).

Methodological issues in economic voting

To date, economic- voting research has relied heavily on observational methods. Much of this 
research has used aggregate- or individual- level data and multivariate statistical models. These 
models typically have been single- equation specifications whose parameters are estimated using 
ordinary least squares regression or maximum likelihood techniques.
 Some researchers have long advocated the use of aggregate- level data (see, for example, Kramer 
1971, 1983). Indeed, path- breaking studies conducted during the revival of political- economy 
research in the 1970s and 1980s tended to be simple aggregate- level models that regressed party 
support in successive national elections (see, for example, Fair 1978) or vote intentions as meas-
ured in monthly public opinion polls (see, for example, Mueller 1970), on objective economic 
indicators involving employment, inflation and/or economic growth rates. The relative simpli-
city of these models and their promise of providing a tool for forecasting the future dynamics of 
party support conditional on economic outcomes stimulated considerable excitement in the 
research community.
 However, initial enthusiasm waned when it became evident that these first- generation, 
aggregate- level models of party support suffered from several intertwined theoretical/modeling 
and methodological problems. As discussed above, a fundamental theoretical problem is that 
regressions with macroeconomic aggregates, such as unemployment, inflation or growth rates, 
as explanatory variables told researchers little about the psychology underpinning voters’ party 
support decisions. Are voters primarily retrospectively or prospectively oriented? Are they ego-
centric or sociotropic actors (see, for example, Kinder and Kiewiet 1981)? Are they a homogen-
eous group whose members all react the same way, or is there significant heterogeneity reflecting 
varying levels of cognitive capacity and political knowledge (Converse 1964; see also Luskin 
1987; Lupia 2016)? Perhaps most basically, what is the anthropology of voters? Are they rational 
actors closely akin to the “homo economicus” who populates introductory economics texts, or 
“homo heuristicus” who is found in the experimental research of behavioral economists and 
cognitive psychologists? Answers to these questions have major implications for the specification 
and interpretation of models of economic voting and political choice (see van der Brug, van der 
Eijk and Franklin 2007; Clarke et al. 2009; Clarke, Elliott and Stewart 2015).
 Related theoretical/modeling and methodological difficulties that occurred in early aggregate-
 level studies and continue to bedevil much contemporary scholarship deserve further mention. 
As discussed in the “Major models” section above, one difficulty involves “issue- priority” or 
“issue- ownership” considerations. It has long been evident that party reputations for compet-
ence in managing economic affairs, and for being concerned about and responsive to particular 
economic problems, such as unemployment or inflation (see, for example, Budge and Farlie 
1983; Clarke et al. 1992: Chapter 1), can vary over time. Such variations occurred in Great 
Britain when the currency crisis in September 1992 and the Great Recession starting in 2008 
both caused serious erosion in the economic competence reputations of governing parties of the 
day (see, for example, Whiteley et al. 2013; Clarke et al. 2016). Accordingly, the impact of eco-
nomic conditions on party support can differ depending on these reputational variations. This 
can produce parameter instability in dynamic models for analyses conducted in single countries, 
as well as differences in parameter values in cross- national comparative studies.



Economic voting

197

 A related difficulty is that economic issues are perennially important, but their salience on the 
political agenda changes over time, co- varying with other domestic and (less frequently) foreign 
policy issues. However, variables measuring the impact of these noneconomic issues on party 
support were not included in the early aggregate- level studies and attention to them remains 
quite uneven. A further difficulty is that individual- level data analyses have long shown that 
attitudes about party leaders are important explanatory variables in some political systems 
(Campbell et al. 1960; Clarke et al. 2004; Clarke, Kornberg and Scotto 2009). These variables 
also were noticeably absent from the early aggregate- level political economy models and, with 
few exceptions, their omission continues.
 The basic point here is that extremely parsimonious specifications of aggregate- level 
economic- voting models are likely to be a serious liability for assessing the impact of the 
economy on the dynamics of party support within and across political systems. However techni-
cally sound their econometrics, regressions of party vote shares in successive elections or 
monthly/quarterly polling data on macroeconomic statistics are unlikely to tell us what we need 
to know about how variations in the economy affects party support within and across countries. 
Adequate specification of aggregate- level vote and popularity functions requires attention to 
voters’ reactions to noneconomic events and conditions, but time series data on these events and 
conditions may be unavailable.
 Aggregate- level economic- voting models also have encountered a variety of estimation 
problems. For example, famous simulations (see, for example, Granger and Newbold 1974) and 
formal analyses (see, for example, Phillips 1986; Sims, Stock and Watson 1990) convincingly 
show that regressions involving nonstationary (trending) measures of party support and non-
stationary macroeconomic variables encounter “spurious regression” risks that pose serious 
threats to inference. As conjectured nearly a century ago (Yule 1926), type 1 errors are rife in 
such regressions. Although early studies typically ignored these risks, most researchers now 
employ a set of standard unit- root tests to determine whether their data are nonstationary and 
they difference variables as required before estimating economic- voting models.
 Other problems exist. For example, when doing post- estimation diagnostics, researchers who 
find that residuals are serially correlated often try to “fix” this problem by inserting a lagged endo-
genous (dependent) variable as an additional predictor variable. If the data are stationary, this 
practice may be technically sound (if there is no simultaneity bias induced by the presence of the 
lagged endogenous variable), but it has a significant theoretical implication that may be over-
looked. The revised model with the lagged endogenous variable implies that all of the explanatory 
variables have dynamic effects on the dependent variable, with the size of these effects eroding at 
the same rate at successively longer lags. Skeptics are right to require additional testing against rival 
specifications that permit dynamic effects to vary across predictors or to be absent entirely for some 
of them. Similar considerations regarding theory and interpretations of estimation results apply to 
other models, such as those estimated using feasible generalized least squares techniques (see, for 
example, Greene 2011), with implications that are hidden from naive analysts and their readers.
 Economic- voting models that use time series data pooled across multiple groups (typically 
countries) also can be problematic. Like analyses of data for single groups, these panel studies 
require stationary data, and the use of lagged endogenous variables may be problematic for the 
reasons just stated. However, there are additional difficulties with panel designs. The most well-
 known is unit- induced heteroskedasticity, and researchers have long debated the advantages and 
disadvantages of using fixed- and random- effects estimators to address this difficulty (see, for 
example, Bell and Jones 2015).
 A basic difficulty involves the pooling operation itself. This operation assumes that all predic-
tor variables have exactly the same effects for all units, that is, there is parameter invariance 
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across space and time. But this assumption is highly implausible since it is very unlikely that, for 
example, economic- voting effects are the same in different countries over time. Panel unit- root 
tests can help researchers to assess whether the dynamics of economic conditions or party support 
vary significantly across units. Moreover, rather than pooling data a priori, analysts often would 
be well advised to pool only if tests for parameter invariance provide a “green light” or, at a 
minimum, after “jack- knifing” to investigate whether particular units are driving theoretically 
interesting findings by exercising undue leverage on parameter estimates.
 A final problem with aggregate- level economic- voting models concerns the aforementioned 
conjecture that endogeneity is causing simultaneity bias. Although critics seldom conjure the 
specter of endogeneity when party support variables are regressed on objective economic con-
ditions, such as unemployment and inflation, they often do so when covariates are measures of 
voters’ cognitive or emotional reactions to those conditions. This is especially the case if the 
model under consideration is an error correction specification that involves a long- run (co- 
integrating) relationship between economic attitudes and party support. Critics often recom-
mend that the analyst should conduct Granger causality tests (Granger 1969) to check whether 
endogeneity is present and simultaneity bias poses a threat to inference. The check for endog-
eneity is prudent. But, Granger causality tests are relevant only for conditional forecasting exer-
cises where the t + i feedback from Y to X needs to be incorporated into a multi- equation 
specification for forecasts extending beyond the time horizon of the feedback loop.
 Given the above, weak exogeneity tests have been recommended to determine whether Y is 
likely to affect X contemporaneously (see, for example, Charemza and Deadman 1997). But, 
such tests tend to have weak statistical power and are subject to misspecification because of the 
absence of strong theoretical rationale for the model of X. Accordingly, the specifications of 
vector autoregressive (VAR) and, if co- integration is present, vector error correction (VECM) 
models have been recently recommended (Whiteley et al. 2016; see also Sims 1980; Johansen 
1996). The VECM approach has proven to be very useful for modeling the inter- related dynamics 
among economic evaluations and other key variables in a valence politics model of party support 
in Britain (Whiteley et al. 2016; see also Clarke et al. 2009). The approach is an attractive way of 
handling mutually endogenous relationships, but it requires relatively high frequency (e.g., 
monthly) time series data on all variables under consideration (e.g., economic evaluations, atti-
tudes about other issues and about party leaders). Such data are available for Britain over the 
1992–2015 period, but this often is not the case for other places and other times.
 Still other economic- voting researchers have used individual- level data that typically rely on 
survey data, especially those gathered in national election studies. Since its inception nearly 70 
years ago, the American National Election Study (ANES) has served as a template for these 
surveys in a wide range of established democracies as well as emerging ones, such as the Taiwan 
Election and Democratization Study (TEDS) (see Ho et al. 2013). The usefulness of these 
national election studies has been significantly enhanced by other survey data collections for 
conducting cross- national research on economic voting and other topics in comparative per-
spective. These include the Comparative Study of Electoral Systems (CSES), which places 
common modules of questions on successive national election studies in multiple countries; the 
Eurobarometers (see, for example, Lewis- Beck 1988); the European Parliament Election Studies 
involving 42 cross- sectional surveys conducted in all EC/EU countries after the 1989, 1994 and 
1999 elections (van der Brug, van der Eijk and Franklin 2007); the European Social Surveys 
(ESS); and other projects (see, for example, Duch and Stevenson 2008; for a review, see Lewis-
 Beck and Stegmaier 2007).
 Although many of these national surveys are either “one- shot” post- election cross- sections 
or two- wave pre- and post- election panels, some are multi- wave panels conducted over several 
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months or entire election cycles. These panel designs were introduced several decades ago (see, 
for example, Campbell et al. 1960; Butler and Stokes 1969), and they help researchers to assess 
stability and change in party support and public attitudes about economic conditions and other 
theoretically relevant variables. This task is not as simple as it might appear because observed 
change in responses to survey questions at two or more points in time may reflect random meas-
urement error rather than true change (Green, Palmquist and Schickler 2002). But, the task is not 
insuperable. Four or more waves of panel data permit estimation of parameters for mixed Markov 
latent class (MMLC) models that assess the magnitude of true (latent- level) change controlling for 
random measurement error (Clarke et al. 2004, 2009; Clarke and McCutcheon 2009). Estimates 
of the proportions of “movers” and “stayers” for theoretically important variables like party iden-
tification (see, for example, Fiorina 1981; Green, Palmquist and Schickler 2002; Clarke et al. 
2004) can help researchers resolve longstanding controversies in the voting behavior literature 
that are relevant for understanding how economic conditions affect party support.
 Using multi- wave panel surveys to estimate MMLC models of economic voting is an 
example of the more general point that panel surveys can provide significant leverage for address-
ing statistical issues that can threaten inference in research designs that rely on cross- sectional 
data. Although their statistical power makes multi- wave panel surveys attractive to economic- 
voting and other researchers, they are in short supply because they are very expensive. Multi- 
wave surveys also can suffer from sampling problems due to panel attrition and/or measurement 
problems due to panel- conditioning effects (see, for example, Weisberg 2005).
 Persistent problems with cross- sectional designs also arise when a covariate in an estimating 
equation is correlated with the random error term in that equation. As is well known, this cor-
relation will produce a biased and inconsistent estimate of the effect of that covariate (see, for 
example, Greene 2011). In economic- voting models, these biases may occur because of endo-
genous relationships between the dependent variable (a measure of party support) and a covari-
ate (e.g., evaluations of national or personal economic conditions over retrospective or 
prospective time horizons). The “endogeneity conjecture” is that party support (partisan attach-
ments, vote intention or the vote itself ) influences voters’ attitudes about economic conditions, 
and this reciprocal causal influence creates a simultaneity bias in models that seek to estimate the 
effects of those attitudes on party support (see, for example, Wlezien, Franklin and Twiggs 
1997; Evans and Andersen 2006; van der Eijk et al. 2007).
 Some economic- voting students have attempted to minimize or to eliminate endogeneity 
problems in several ways. One way uses pre- post election panel data, with all covariates meas-
ured in the pre- election wave panel and voting reports measured in the post- election wave. 
Assuming voters cast their ballots on election day (or any time after the first panel wave), it is 
argued that the act of voting could not have caused pre- election responses to queries about eco-
nomic evaluations (see, for example, Lewis- Beck 1988). However, critics contend that the 
endogeneity problem has been inadequately controlled for in many studies that rely on cross- 
sectional or two- wave panel survey data (see, for example, Evans and Chzhen 2016). They 
further contend that statistical models using data drawn from three or more panel waves show 
that the dominant flow of influence is from party support to economic evaluations rather than 
vice versa. Another way uses objective measures rather than subjective assessments of economic 
conditions (van der Brug, van der Eijk and Franklin 2007). Still other ways of dealing with the 
problems exist (e.g., Duch and Stevenson 2008; but see Franklin 2009).
 In response, researchers who argue that economic attitudes have sizable and consequential 
influences on party support also argue that the statistical models employed by proponents of the 
endogeneity hypothesis are seriously flawed for several reasons. These include model misspeci-
fication, mismeasurement of key variables and “timing problems” in the conduct of multi- wave 
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surveys such that data are not gathered at points in time coordinated with the flow of economic 
information in the electorate (Whiteley et al. 2016). The latter problem also may cause these 
models to have their own unappreciated simultaneity biases.
 Attempts to deal with endogeneity problems in individual- level economic- voting models via 
standard econometric instrumental variables procedures incur difficulties. These include the 
absence of suitable instruments (but see Nadeau, Lewis- Beck and Belanger 2013), the lack of 
statistical power of standard endogeneity tests and the absence of strong theory to mandate the 
specification of models used for endogeneity testing. The latter two problems can create a 
further problem if researchers join the “frequent regressors club” by conducting specification 
searches that continue until a preferred (exogeneity or endogeneity) test result is obtained.

Conclusion

Since the revival of political- economy research in the early 1970s, the economic- voting field 
has witnessed substantial progress as well as enduring controversies. Some scholars initially 
attracted to the field by the “promise of parsimony” discovered the field to be more difficult 
than originally thought. Similar to other areas of social- science inquiry, economic- voting studies 
experience theoretical, modeling and methodological challenges involving specification and 
analysis of multivariate models of observational data. The usefulness of these analyses depends on 
the quality of the theories guiding model specification and the availability of data that permit 
analysts to estimate parameters with confidence. In addition, and motivated by a desire to make 
broad generalizations across countries and over time, economic- voting students have encoun-
tered significant “contextual challenges” posed by varying combinations of economic, political 
and institutional differences between political systems and significant change within systems 
over time.
 As discussed in this chapter, economic- voting researchers have reacted to these several chal-
lenges with industry and ingenuity and many valuable studies have appeared. More remains to 
be done. Particularly important will be the acquisition of high- frequency time series data that 
can facilitate dynamic analyses which address model specification and parameter estimation 
problems discussed above. Coordinated cross- national data collections of this type would be 
especially valuable for systematic analyses of the influence of contextual factors on economic 
voting.
 Equally important, researchers need to address basic questions about the anthropology of the 
voter and their implications for theories and models of political choice. Doing so requires close 
attention to the results of research by behavioral economists and cognitive psychologists, as well 
as those by political psychologists that document significant heterogeneity of people’s levels of 
political sophistication. This recommendation may be seen as a variant of the challenge that 
Herbert Simon (1956) posed over half a century ago when he scandalized fellow economists by 
daring to conjecture that the world is populated by real people who satisfice, rather than by 
abstract agents who optimize. A similar challenge is relevant today for students of economic 
voting who wish to advance their field of inquiry in theoretically interesting and reality- 
oriented ways.
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ElEcToral sysTEms

Iain McLean

there is (usually) no best electoral system

In general, there is no best electoral system, but some are worse than others. Each electoral 
system appeals, openly or implicitly, to a concept of representation. There are two of these, 
explained in the second section of this chapter, namely the principal- agent concept, and the 
microcosmic concept. Both are valid, but they are incompatible with one another. Therefore, 
electoral system designers must choose a system appropriate for the context in which it is to be 
used. They must also decide whether the system is to aggregate judgments or to aggregate pref-
erences, and whether it is to elect one person or a multi- member assembly.
 This framework enables us to analyze the main varieties of electoral system. Within each 
family (e.g., majoritarian and proportional), some systems are no worse than their rivals, and are 
better in at least one respect.
 Let us then start with some theorems, although we will not stay long with the mathematics 
of elections. The three theorems that every electoral system designer needs to know are:

•	 May’s	theorem	(May	1952,	1953):	simple	majority	rule	is	the	only	system	that	simultan-
eously satisfies some desirable conditions for choosing between two alternatives;

•	 The	median	voter	theorem	(Black	1948,	1958;	popularized	by	Downs	1957):	when	voting	
opinion is one- dimensional, the position (person) preferred by the median voter will win 
in any well- designed voting system;

•	 Arrow’s	 theorem	 (Arrow	1963	 [1951]):	 no	 choice	or	 aggregation	 system	 can	 simultan-
eously satisfy some minimal requirements of consistency and fairness.

May’s theorem

An	election	rule	is	a	mapping	from	many	votes	to	a	single	decision,	or	choice.	The	first	property	
we want it to satisfy is decisiveness. Imagine the rule as an obedient but cuddly robot charged with 
making the binary choice between X and Y. We want it always to be able to say “X won” or 
“Y won” or “X and Y have tied.” No matter how numerous the individual votes that we have 
fed	into	it,	we	don’t	want	it	to	keep	on	whirring	and	be	unable	to	give	us	a	result.
 Next up is anonymity.	A	rule	is	anonymous	if	swapping	the	identity	of	two	voters	doesn’t	
affect	the	result.	Suppose	I	am	one	voter,	and	the	King	of	Sweden	is	another.	A	rule	is	anonymous	
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if,	after	I	have	cast	the	King	of	Sweden’s	vote	and	he	has	cast	mine,	the	result	is	unaffected.	
Sometimes we may want a rule to be non- anonymous – for example, when we give the chair 
of a meeting a casting vote to break a tie. But in a democracy we would normally want my vote 
to	be	worth	neither	more	nor	less	than	the	King	of	Sweden’s.
 Neutrality is to options what anonymity is to voters. Suppose the initial outcome is X. Then 
let everyone who voted for X vote for Y, and everyone who voted for Y vote for X. With a 
neutral	rule,	if	the	voters	flip,	so	should	the	outcome,	which	will	now	be	Y.	As	with	anonymity,	
we	would	sometimes	want	a	non-	neutral	rule.	A	majority	rule	for	juries	is	an	example.	Suppose	
the	rule	says	that	at	least	10	out	of	12	jurors	are	required	to	convict.	Then	if	nine	say	Innocent	
and three say Guilty, the result is Innocent. If we flip, with nine saying Guilty and three saying 
Innocent, the result is still Innocent. So a jury rule may be non- neutral. But normally, in a 
democracy, we want our rules to be neutral.
 Finally, positive responsiveness.	A	rule	is	positively	responsive	if,	when	the	outcome	is	a	tie,	a	
switch of a single vote suffices to switch the overall result in the direction of the switch. 
Qualified- majority rules are not positively responsive. If the rule requires (say) a two- thirds 
majority for a motion to pass, and stipulate that in the event of a tie the motion does not pass, 
then a switch of one voter from against to for does not cause the motion to pass. Once again, 
there are sometimes good reasons for qualified- majority rules, but generally in a democracy we 
want the majority to win.
 It is easy to see that simple majority rule satisfies the four conditions. What requires some 
math is to prove that it is the only	rule	that	satisfies	the	four	conditions.	But	it	is	(May	1952,	
1953).	That	seems	to	constitute	a	powerful	argument	for	majority	rule.

The median voter theorem

Suppose that every voter can be ranked by her position on some scale. It might be left–right, 
but it could be anything (musical tastes, say). Let us assume that those who most like the music 
of	J.	S.	Bach	most	hate	the	music	of	Justin	Bieber,	and	vice	versa.	A	Bach-	lover	likes	a	piece	of	
music	the	less,	the	further	down	the	Bach-	to-Bieber	scale	it	lies.	A	Belieber	is	the	mirror	image.	
A	person	whose	favorite	composer	is	somebody	else	will	like	music	less,	the	further	it	departs	
from her favorite toward either Bach or Bieber. The technical terms for this condition are “uni-
dimensionality”	and	“single-	peakedness”	(Black	1958).	When	opinion	is	unidimensional	and	
single- peaked, then with any good voting rule the favorite option of the median voter will beat 
all others. The median voter is the one with exactly as many voters to her “left” as to her 
“right.”	In	the	world	of	easy	proofs,	the	number	of	voters	is	always	odd.	Like	May’s	theorem,	
the	median	voter	theorem	(MVT)	makes	a	powerful	argument	in	favor	of	democracy.

Arrow’s theorem

Unfortunately,	it	is	not	always	so	simple.	In	a	stunning	result,	Arrow	(1963	[1951])	proves	that	
no system satisfies some minimal requirements of fairness and logicality. These are: decisiveness 
(as	in	May);	transitivity	(if	A	is	preferred	to	B	and	B	is	preferred	to	C,	then	A	is	preferred	to	C);	
the Pareto condition (if everyone prefers X to Y, the system does not rank Y above X); inde-
pendence	of	irrelevant	alternatives	(the	choice	between	X	and	Y	is	a	function	only	of	voters’	
preferences between X and Y, and nothing else); and non- dictatorship (there is no voter whose 
preference	automatically	becomes	the	output	of	the	system,	regardless	of	others’	preferences).
 This may all be a bit of a mouthful for the average electoral system designer, so I will try to 
spell	out	how	it	arises,	and	some	of	its	implications.	It	has	been	known	since	Condorcet	(1785,	
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1995	[1788])	that	when	there	are	at	least	three	voters	and	at	least	three	options,	majority	rule	
may	be	intransitive.	I	prefer	A	to	B	and	B	to	C.	You	prefer	B	to	C	and	C	to	A.	She,	over	there,	
prefers	C	to	A	and	A	to	B.	By	majority	rule	A	beats	B	(I	and	She	against	You).	B	beats	C	(I	and	
You	against	Her).	Transitivity	requires	A	to	beat	C.	But	C	beats	A	(You	and	She	against	me).	
This	may	seem	trivial,	but	it	is	not.	It	is	called	a	“cycle”	–	a	name	conferred	by	Lewis	Carroll	
(Dodgson	1876).	It	is	the	reason	why	the	nice	results	of	May	and	Black	do	not	carry	over	to	the	
multi-	person,	multi-	option	case	with	more	than	one	dimension.	Arrow’s	theorem	shows	that	
there is no easy way out. Every system, tried, untried, or not yet invented, must violate at least 
one	of	Arrow’s	conditions.	Yet	most	of	us	would	want	at	least	those	conditions,	and	much	more	
besides.
 It follows that there is no such thing as a perfect electoral system. The comforting thing about 
Arrow	 is	 that	we	can	abandon	 the	 search	now.	For	all	we	know,	 life	may	exist	on	another	
planet.	But	we	know	for	sure	that	a	system	that	meets	all	Arrow’s	conditions	does	not	exist,	even	
on another planet.
 That does not mean that any electoral system is as good as any other. It means that we have 
to decide, first, what an electoral system is for. Having decided that, we can say that some 
systems are better than others for that purpose.

three sets of criteria for an electoral system

Two concepts of representation

The oldest meaning of the verb “to represent” in the authoritative Oxford English Dictionary, 
attested	since	1390,	is:

To assume or occupy the role or functions of (a person), typically in restricted, and 
usually formal situations; to be entitled to speak or act on behalf of (a person, group, 
organization, etc.); (in later use esp.) to act or serve as the spokesperson or advocate of.

(Oxford English Dictionary Online 2017)

I represent you if I stand for you in a place where you cannot: for example, if I am your lawyer, 
with expert knowledge that you lack; or if there are many of you, who cannot all attend parlia-
ment, so I attend it as your representative. This is now called the “principal- agent” conception. 
You are the principal(s), and I am your agent.
	 Almost	as	old	(attested	from	1400)	is	sense	8b:	“To	bring	clearly	and	distinctly	before	the	
mind or imagination; to describe, evoke, conjure; to imagine, conceptualize” (Oxford English 
Dictionary	Online	2017).	This	is	the	sense	in	which	a	painting	or	a	play	re-	presents	a	character.	
When applied to a large body of people, it leads to the “microcosm” conception of representa-
tion.	In	the	ferment	of	the	French	and	American	Revolutions,	the	Comte	de	Mirabeau	and	
John	Adams	came	(independently,	I	think)	to	the	same	idea:	that	in	some	sense	the	assembly	
should	be	a	microcosm	of	the	people	who	elected	it	(cited	in	McLean	1991:	173).
 Etymologically, both senses are perfectly valid. But they are incompatible. One person 
cannot be a microcosm of many, as the many comprise different genders, different ages, different 
ethnicities, and have different interests and values. For legislative elections, the principal- agent 
conception points to single- member districts. The microcosm conception points to pro portional 
representation	(PR),	and/or	to	quotas	(requiring,	for	instance,	that	a	minimum	proportion	of	
candidates	have	some	gender	or	ethnic	characteristic).	Some	PR	systems,	like	the	one	used	in	
Scotland, Wales, Germany, and New Zealand, combine a single- member and a proportional 
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component. In those systems, it is only the proportional component that can bring about micro-
cosmic representation.

Judgments vs. preferences

The second way to ask what a system is for is this: Is it designed to aggregate people’s judgments, or 
people’s preferences?	Consider	a	jury.	In	principle,	all	the	jurors	want	the	same	thing,	which	is	to	
find out the unknown truth: did the accused commit the crime as charged, or not? There should 
be no difference between conservative and socialist jurors, or between Bachians and Beliebers: 
each in principle wants the same thing.
	 A	less	pure	example	is	selecting	somebody	for	a	job.	All	members	of	the	selection	committee	
want the best person for the job. But they may have different ideas as to the qualities of the ideal 
candidate, so it is not a pure case of judgment aggregation.
	 A	mass	election	is	quite	different.	Some	voters	are	moved	by	interests;	some	by	ideology;	
many by both. Interests and ideologies differ. There is no sense in which the voters can be said 
to be groping toward an unknown truth.

Electing one vs. electing many

The third dimension for judging systems asks: is this an election of one person, or of more than 
one? Obviously, the concept of proportional representation has no meaning if there is only one 
post	to	fill.	A	president	cannot	be	male,	female,	black,	white,	rich,	poor,	straight,	gay	…	in	the	
same proportions as the population. There is only one of him (of her).
 If the task is to elect a multi- member body, such as a parliament, then the principal- agent and 
microcosmic	conceptions	point	in	different	ways.	As	already	noted,	the	former	points	to	single-
 member districts, so that each group of principals knows for sure who their agent is. The latter 
points to proportional representation, which cannot be achieved in single- member districts for 
the reason just given.

the main system families

For aggregating judgments

When a judgment- aggregation task is truly binary, as in most jury systems (not in Scotland, 
where	a	third	verdict	labeled	“not	proven”	exists),	then	the	May	and	median	voter	theorems	
take us quickly to a result. Juries should use a form of majority rule. It should be anonymous, 
because	each	juror	is	assumed	to	be	as	well	qualified	as	each	other	to	discern	the	truth.	Most	jury	
rules, however, use a non- neutral procedure, in which more votes are required for a guilty 
verdict than for a not- guilty verdict. This is reasonable, on the basis that convicting an innocent 
person is regarded (by legal theorists) as worse than letting off a guilty person.
	 Most	judgment-	aggregation	processes	are	not	truly	binary,	however.	When	selecting	some-
body for a job or an honor, there are typically more than two candidates. Normally a rank- order 
is required, so that if the person at the top of the list declines an offer or fails a medical, the selec-
tors can go to the next.
 The modern foundations of the theory of elections were laid in the French Enlightenment, 
largely around the question of what electoral system academicians should use when voting in 
elections to the national academies. The debate was most intense in the Académie royale des sci-
ences,	of	which	the	principal	theorists	Condorcet	(1785)	and	Borda	(1784)	were	both	fellows.	
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They	had	radically	different	ideas	of	what	sort	of	person	should	be	elected	(McLean,	McMillan,	
and	Monroe	1998:	xxvii).	Their	radically	different	ideas	hid	behind	a	(superficially)	polite	dis-
agreement	about	voting	rules.	The	Condorcet	rule	makes	pairwise	comparisons	among	all	pairs	
of	candidates.	A	Condorcet winner is the candidate who beats every other in those comparisons. 
Unfortunately,	because	of	the	possibility	of	cycles,	a	Condorcet	winner	may	not	exist.	Con-
dorcet has a procedure to deal with this, but it is so complicated that it took two centuries to be 
understood	(Young	1988).	That	rules	out	Condorcet	procedures	as	a	practical	matter.
 The Borda rule is well- known, although not necessarily under that name. It is used in the 
Eurovision	 Song	Contest	 and	 some	other	 sporting	 tournaments	 (also,	 it	 should	 properly	 be	
called	the	Cusanus	rule,	as	it	was	proposed	by	Nicolas	of	Cusa	in	1434	[McLean	and	Urken	
1995:	77–78]).	The	Borda	rule	is	a	points	rule.	You	award	a	fixed	score	(usually	zero)	to	the	
candidate	you	like	least,	and	a	fixed	interval	(usually	1)	for	each	candidate	above	that.	Hence	for	
n candidates, each voter scores them from n	–	1	down	to	0.	Ties	may	be	allowed,	or	may	be	
forbidden. The Borda rule can be operated either way.
 The Borda rule is very simple, but has an overwhelming defect, which is obvious to anyone 
who	has	watched	 the	Eurovision	Song	Contest.	 If	 you	want	 your	 favorite	 singer	 to	prevail	
against	her	most	dangerous	rival,	be	sure	to	give	the	latter	a	score	of	0.	As	it	is	common	know-
ledge that sophisticated voters will do this, the Borda rule may quickly degenerate into a contest 
to see who is the smartest manipulator.
 We know that something like this happened when the Borda rule was used to elect academi-
cians to the Académie royale des sciences. When this defect was pointed out, Borda said (I assume 
plaintively),	“My	scheme	is	only	intended	for	honest	men”	(Black	1958:	182).	That	the	Borda	
rule	 is	 flagrantly	manipulable	 arises	 from	 its	 violation	of	Arrow’s	 axiom	of	 independence	of	
irrelevant	alternatives	(IIA).	Under	Borda,	one	can	raise,	or	scupper,	the	chances	of	A	by	chang-
ing	one’s	ranking	of	B	and	C.	Alone	of	Arrow’s	conditions,	the	meaning	and	importance	of	IIA	
is	 not	 immediately	 obvious,	 and	 some	 serious	 scholars	 (see,	 for	 example,	 Saari	 1990)	 doubt	
whether it should be a requirement. I (and probably most voting theorists) would condemn 
them	to	a	lifetime	of	watching	reruns	of	the	Eurovision	Song	Contest.
	 Thus	neither	the	Condorcet	nor	the	Borda	rule	can	usually	be	recommended	directly.	The	
first fails the decisiveness test. The second is extremely manipulable. But both of the Borda and 
Condorcet	principles	are	valuable.	One	of	the	problems	(which	is	really	Arrow	restated)	is	that	
the	principles	are	not	always	compatible.	When	the	Borda	rule	and	the	Condorcet	rule	yield	
different answers, which is the “true” winner? That cannot be settled by appealing to either 
principle.
	 A	new	procedure	proposed	by	Balinski	and	Laraki	(2010)	may	help	to	break	this	deadlock.	
Their	 “Majority	 judgment”	 procedure	 is	 designed,	 as	 the	 name	 suggests,	 for	 judgment-	
aggregation procedures. In their many applications, they show how the rules for wine- judging 
and figure- skating tournaments have evolved as participants have learned by bitter experience 
not to use the simple Borda (ranking) rule.
	 Balinski	and	Laraki	(2010)	point	out	that	in	a	judgment	aggregation,	what	voters	are	asked	to	
do is not directly to rank the wines, skaters, or politicians, but to grade them against some 
mental standard. It is also what school and university examiners are asked to do. In some exam 
subjects, such as mathematics, it is easy to score the papers. In others, such as history, it is not. 
In	math,	a	mark	of	70	percent	has	a	direct	interpretation	(the	candidate	got	70	percent	of	the	
answers	right).	In	history,	a	mark	of	70	percent	has	no	direct	meaning.	But,	in	both	cases,	the	
examiners are grading the candidate against some unspoken criterion (“this is the threshold 
above which students are likely to be able to do math at university,” or “this is the threshold for 
a good degree”).
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 Electing a politician can be framed as a judgment- aggregation task. In their best- known 
experiment,	Balinski	 and	Laraki	 (2010)	 conducted	 an	 exit	 poll	 among	people	who	had	 just	
voted in a French presidential election. The actual electoral system is a two- stage runoff, to be 
discussed later. But Balinski and Laraki offered voters leaving the polling station a mock ballot, 
in which they were asked to grade each candidate by completing the sentence: “To be president 
of	France	I	judge	in	conscience	that	this	candidate	would	be	….”	The	grades	were	the	exam	
grades used to report French school results, which were therefore familiar to all voters. The 
rubric’s	mention	of	“in	conscience”	was	designed	to	remind	voters	that	they	were	not	(only)	
being asked to choose the candidate whose politics they most liked but (also) the candidate most 
fitted to be president of France.
 For judgment aggregation where there are only two possibilities (e.g., “Guilty” and “Not 
Guilty”), the theorems that we have reviewed give the answer. We should use majority rule: a 
non- neutral majority rule if we judged that the consequences of an error in one direction are 
worse than the consequences of an error in the other direction. Jury rules are binary. They may 
offer an exception to the generalization with which I started, that there is no best electoral 
system.
 How big a majority should be required to validate an outcome? That is partly a matter of 
judgment, which an electoral systems expert cannot settle: how much worse is it that an inno-
cent person should be convicted than that a guilty person should go free? But in other jury- like 
contexts, some further mathematics is available. Juries comprise people (or maybe computers or 
sensors) who make imperfect judgments about the true state of the world. If a sensor in a jumbo 
jet or a nuclear power station indicates a fault condition, there are two possibilities: that the 
plane	 (reactor)	 is	 faulty,	 and	 that	 the	 sensor	 is	 faulty.	 As	with	 convicting	 the	 innocent,	 the	
possibilities	 are	 asymmetrical.	 A	 faulty	 sensor	 may	 lead	 the	 plane	 to	 make	 an	 unnecessary,	
unscheduled	landing	in	South	Dakota.	A	sensor	that	correctly	warns	of	a	fault,	but	is	ignored,	
may lead to the plane crashing with the loss of all on board.
	 The	Condorcet	 jury	 theorem	 (Condorcet	1785;	Austen-	Smith	 and	Banks	1996;	List	 and	
Goodin	2001)	enables	us	to	apply	the	theory	of	probability	to	situations	like	these.	If	we	know	
the average reliability of a juror (sensor), then we can stipulate the required majority of observa-
tions above which we can be, for all practical purposes, certain that the true state of the world 
is that which the majority of sensors show.
	 When	there	are	more	than	two	options	in	a	judgment-	aggregation	problem,	the	Condorcet	
jury	theorem	can	be	adapted	to	suit.	Unfortunately,	because	of	Arrow’s	result,	the	May	majority	
rule theorem cannot be. For tasks such as selecting a shortlist of candidates for appointment, or 
choosing a president of France (if these are considered as judgment aggregations), how if at all 
can	we	get	around	the	Arrow	restrictions?
	 We	 could	 use	 a	 Condorcet	 procedure,	 comparing	 each	 candidate	 with	 each	 other,	 and	
ranking the candidates in descending order of the number of victories they score. That has the 
drawback	that	there	may	be	a	cycle.	This	rules	out	a	Condorcet	procedure	for	something	like	a	
presidential election. It may be acceptable for selecting a shortlist for appointment – but if the 
top candidates remain in a cycle, it will have to be broken somehow.
 We could, but should not, use a Borda procedure. Even for the task of electing academicians, 
Borda found that his rule was subverted by dishonest men.
	 The	Condorcet	rule	is	almost	never	used	in	practice,	and	the	Borda	rule	tends	to	be	used	
only in relatively frivolous contexts such as song competitions. Better than either are two rules 
that are not as well- known as they should be.
	 Approval	voting	(Brams	and	Fishburn	1983)	is	very	simple.	You	vote	for	as	many	candidates	
as you approve of – anything from one to all minus one. To choose one person, elect the person 
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with the highest number of approvals. To elect more than one (e.g., a shortlist), do the same, 
going down the list until the predetermined number of places have been filled.
	 An	attraction	of	approval	voting	is	that	it	caters	for	the	voter	who	has	very	strong	views	about	
who should (not) be chosen, and the voter who is content for a large number of candidates to 
be regarded as acceptable. Unlike Borda, it does not require the voter to make a strict ranking 
of the candidates. But that opportunity can be a curse as well as a blessing. Though it cannot 
wholly	escape	the	Arrow	trap,	because	no	ranking	procedure	can,	it	beats	direct	use	of	either	
Condorcet	or	Borda.	Unlike	Condorcet,	it	always	produces	a	result.	It	is	less	manipulable	than	
Borda.
	 More	radically,	bodies	such	as	shortlisting	committees	should	consider	the	Balinski–Laraki	
procedure.	Because	it	is	a	grading,	not	a	ranking	rule,	it	can	plausibly	claim	to	escape	the	Arrow	
trap.	At	 least	one	national	scientific	academy	uses	a	hybrid	of	the	Balinski–Laraki	and	Borda	
rules for electing academicians (personal communication). This is the more striking, as the 
academy in question selected its rule before the Balinski–Laraki proposal was formally character-
ized. It seems to have lighted on it serendipitously.
 None of these rules is much used in real- world procedures to elect a single person. These 
rules are discussed in the next section.

For electing one person: interest aggregation

It may be utopian to regard the voters in a presidential election as actually engaging in deciding 
“in conscience” who is best fitted to be the next president. No presidential election system uses 
either approval voting or the Balinski–Laraki rule. So let us start from the other end, and 
evaluate the rules that are actually used.
 Some countries elect their president directly, others indirectly through an electoral college. 
In either case, proportional representation is irrelevant, for the reason already given, namely that 
the	person	elected	cannot	be	male,	 female,	black,	white,	 straight,	gay,	Christian,	or	Muslim	
in the same proportions as the population. There is only one of him (her). The electoral rule for 
the election of the president of Ireland is described on a government website as follows: “The 
Presidential election is by secret ballot and based on proportional representation by the single 
transferable	vote”	(Government	of	Ireland	2016).
	 This	is	a	category	mistake.	A	presidential	election	cannot	use	proportional	representation.	
The	actual	Irish	system	is	what	is	known	in	the	UK	as	alternative	vote,	in	Australia	as	preferen-
tial	voting,	and	in	the	USA	as	instant	runoff.	Under	any	of	these	names,	each	voter	ranks	the	
candidates.	If	one	candidate	wins	more	than	50	percent	of	the	first	places,	s/he	is	elected.	If	not,	
candidates	with	the	fewest	first	preferences	are	eliminated	in	succession	and	their	supporters’	
next available preferences, if any, are transferred until one candidate has more than half of the 
remaining valid votes.
	 A	cousin	of	this	method	is	the	French	runoff	system.	In	the	first	round	anybody	may	stand.	
If nobody gets more than half of the votes cast, a second round is held a few days later, to which 
only the top two vote- getters from the first round go forward. The winner at the second round 
is elected.
	 Alternative	vote	and	runoff	systems	are	very	similar.	The	main	difference	is	that	in	a	runoff	
system voters have more information. Before the second round, they know how the first- round 
ballots	were	cast.	More	information	is	good	in	itself,	but	it	also	gives	more	incentives	to	strategic	
behavior.
 This subtle difference pales into insignificance, compared to the enormous defect of both 
systems, which is as follows: There is no guarantee that the person elected is either the Condorcet or the 
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(sincere) Borda winner.	As	noted,	the	Condorcet	and	Borda	principles	are	not	wholly	compatible,	
but nobody has suggested a credible rival criterion for determining the “true” majority winner 
when there are more than two candidates. To see why they violate both criteria, consider a 
candidate	who	is	everyone’s	second	preference.	In	a	unidimensional	world	where	the	median	
vote theorem (above) applies, it is quite likely that such a person will exist: a centrist whose own 
first preferences are meagre, but whom both Bachians and Beliebers, left- and right- wing 
voters	…,	prefer	to	the	standard-	bearer	of	the	other	side.
 Such a candidate is likely to be the Borda winner because she scores, on average, highest on 
voters’	ballot	papers.	She	is	likely	to	be	the	Condorcet	winner	because	in	a	tournament	of	pair-
wise comparisons, she would win them all. This is an implication of the median vote theorem. 
But under either alternative vote or a runoff system, such a candidate is likely to be eliminated 
after	the	first	round.	Balinski	and	Laraki	(2010)	show	from	survey	data	that	this	has	very	likely	
happened in recent French presidential elections.
	 Although	elimination	rules	are	bad,	they	are	not	the	very	worst	of	rules	which	purport	to	be	
democratic. They are better than plurality rule (“first- past-the- post”), under which first prefer-
ences for all candidates are counted, and the modal candidate is elected. The modal candidate is 
the	most	popular	single	candidate,	whether	or	not	she	has	won	over	50	percent	of	the	vote.	For	
an	election	to	a	single	post,	this	is	even	worse	than	an	elimination	rule.	At	least	an	elimination	
rule	cannot	choose	a	Condorcet	or	Borda	loser	(namely,	a	candidate	who	loses	every	pairwise	
contest, and a candidate with the lowest average score. In the elimination round the successful 
candidate	must	have	beaten	one	other,	and	therefore	cannot	be	a	Condorcet	or	Borda	loser).	
First-	past-the-	post	can	select	a	Condorcet	or	Borda	loser.	It	is	therefore	highly	problematic	for	
elections to a single post. It has a role in elections to a legislature, discussed below.
 Therefore, for direct elections of one person, the systems to consider are either approval 
voting or Balinski–Laraki. Neither is clearly better than the other, but both are better than 
elimination systems or first- past-the- post.
	 Several	democracies	elect	their	president	indirectly.	Germany	and	the	USA	are	two	exam-
ples.	Under	 the	German	Basic	Law	of	1949,	which	was	enacted	under	 the	 tutelage	of	 the	
post-	war	Allied	powers,	the	president	is	elected	by	a	Federal	Convention,	which	meets	for	
that	sole	purpose:	“The	Federal	Convention	shall	consist	of	the	Members	of	the	Bundestag	
and an equal number of members elected by the parliaments of the Länder on the basis of 
proportional	representation”	(Federal	Law	Gazette	2014).	This	is	a	huge	advance	on	the	US	
Constitution,	which	provides	for	an	Electoral	College	to	elect	the	president.	The	Electoral	
College	was	one	of	the	most	contested	items	in	the	Federal	Convention	in	Philadelphia	in	
1787.	It	was	intended	to	assemble	an	intermediate	body	of	wise	men	who	would	elect	the	
president.	It	has	never	worked	like	that.	American	voters,	when	they	vote	in	a	presidential	
election,	are	 technically	voting	 for	 their	 state’s	electors,	not	 for	 the	president.	Since	1800,	
would- be electors have announced who they will support. This combines with the non- 
constitutional	 convention	 of	winner-	takes-all	 for	Electoral	College	 votes.	 In	 almost	 every	
state, the plurality- winning state	wins	that	state’s	entire	Electoral	College	vote.	This	is	one	
reason (there are many) why election inversions	occur.	An	election	inversion	occurs	when	the	
winner of the presidential election is not the popular vote winner. The most momentous such 
inversion	 was	 in	 1860,	 when	 Abraham	 Lincoln	 not	 only	 got	 less	 than	 40	 percent	 of	 the	
popular	 vote,	 but	would	 have	won	 in	 the	Electoral	College	 even	 in	 a	 straight	 fight	with	
Stephen	Douglas,	who	was	 the	Condorcet	 and	Borda	winner	 among	 the	 four	 candidates.	
There	were	election	inversions	in	2000	and	2016.	In	2016,	Hillary	Clinton	(Democrat)	got	
more	popular	votes	than	Donald	Trump	(Republican),	who	was	elected.	The	US	Electoral	
College	has	no	friends	among	electoral	system	scholars	(if	that	matters),	but	because	part	of	
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the	 arrangement	 is	 in	 the	Constitution,	 it	 is	unlikely	 to	be	 revised	 (see	 further	Peirce	 and	
Longley	1981;	Miller	2012).

For electing many people: principal- agent systems

Finally, consider the case where the electoral system is aggregating interests, not judgments, and 
is used to choose a multi- member body such as a parliament. There are many handbooks to 
world	electoral	systems	(see,	for	example,	Colomer	2004).	Here	we	have	space	only	to	concen-
trate on fundamentals. There cannot be a best electoral system, because of the incompatible 
conceptions of representation discussed above. The principal- agent conception requires single- 
member districts. The principals (voters) need to know who is their unique agent (legislator), if 
only so that they have the chance to “throw the rascals out” at the next election. When it is 
objected that single- member districts produce highly disproportionate results in all the countries 
which	use	them,	including	the	USA,	UK,	France,	Canada,	and	India,	the	principal-	agent	theo-
rist replies that the objection is based on a category mistake – the system is not intended to be 
proportional.
	 Sometimes,	a	single-	member	system	uses	an	elimination	rule.	This	applies	in	Australia,	where	
the	House	of	Representatives	is	elected	by	preferential	voting	(alternative	vote).	This	arose	in	a	
quite	unprincipled	way.	In	1918	the	governing	Nationalists	had	split	over	support	for	World	
War I. They faced a resurgent Labor Party in a by- election. Between the election being called 
and taking place, they rushed through a change to a preferential system where (they hoped) 
National supporters would transfer their support among varieties of National candidates and 
keep	Labor	out	(McLean	1996).
	 In	2011,	the	UK	Coalition	government	held	a	referendum	on	changing	the	Westminster	
electoral system from plurality to alternative vote. This was a sort- of compromise between the 
Liberals’	wish	for	proportional	representation	and	the	Conservatives’	wish	for	no	change.	It	was	
not	much	of	a	compromise	and	was	heavily	defeated.	Minor	variants	of	alternative	vote	(AV	
plus; supplementary vote) have been proposed or tried. Supplementary vote was introduced for 
London	mayoral	elections	in	the	hope	of	keeping	them	a	two-	party	game	between	the	Conser-
vative	 and	Labour	candidates.	These	variants	 are	described	by	 the	Electoral	Reform	Society	
(2010).	 There	 is	 no	 need	 to	 discuss	 elimination	 systems	 in	 detail	 here,	 because	 they	 barely	
improve on plurality rule. They may produce an even more disproportional result; they can 
penalize	a	centrist	party	that	might	be	the	Borda	or	Condorcet	winner	in	each	seat;	against	that,	
they	have	the	advantage	that	they	cannot	elect	a	Borda	or	Condorcet	loser.

For electing many people: proportional systems

To	implement	a	microcosmic	conception	of	representation,	a	proportional	(PR)	electoral	system	
is often needed. Each of these tries to ensure that, as closely as possible, the seat shares in the 
legislature match the vote shares in the country. They fall into three main classes: list systems; 
additional member systems; and the single transferable vote	(STV)	family.

List systems

In these, the voter votes for a single party. The parties are assigned as near as can be, after round-
ing, the correct number of seats each. List systems can be highly proportional. They face two 
objections: that control of who is elected lies more with the party than with the voter; and that 
some list systems use an incorrect rounding- off algorithm.
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 When the parties have complete control of the order of the candidates on their lists (“closed-
 list”), they in effect decide who will be elected and who will not, at least if they can make a 
reasonable guess at the number of seats they will win. The formula for this is:

where Qi denotes the quota of seats for party i, Vi denotes the votes it has received, M denotes 
the number of seats to be filled (“district magnitude”), and the one- ended brackets  denote 
the upper integer bound of the expression inside them. This means Vi/(M	+	1)	rounded	up	to	the	
next	whole	number,	or,	if	it	is	already	a	whole	number,	rounded	up	by	1.
 Exactly how proportional a list system is depends on the district magnitude M. The larger is 
M, the more proportional the system. Therefore, the Netherlands and Israel, which treat the 
whole country as one district and M as the size of the whole legislature, have the most propor-
tional electoral systems in the world.
 To give less control to the parties and more to the voters, some countries use variants of 
“open- list,” where voters may choose a candidate within a party. Such votes are assigned both 
to the party and to the candidate within the party, hence giving voters some control.
	 Most	list	systems	use	an	incorrect	algorithm	for	rounding	off	fractional	entitlements	to	seats.	
These algorithms are biased, and they do not guarantee that the right number of representatives 
is selected without some further tweaks. They use either:

•	 a	system	invented	in	the	1870s	by	the	Belgian	voting	theorist	Victor	D’Hondt,	which	is	
identical	to	the	system	proposed	in	1790	by	Thomas	Jefferson	for	rounding	off	entitlements	
to	state	seats	in	the	US	House	of	Representatives,	or

•	 a	system	of	giving	a	seat	for	each	quota	and	then	awarding	any	remaining	seats	in	descend-
ing order of the fractional part of the quotient for unsuccessful candidates (largest remainder 
systems,	invented	in	the	USA	by	Alexander	Hamilton	in	1790).

The	D’Hondt	formula	favors	large	parties,	sometimes	giving	them	more	seats	than	their	quotas.	
It	is	popular	with	the	political	parties	who	introduce	PR,	since	usually,	by	construction,	they	are	
large parties. Hamilton systems sound fair, but they are bedeviled by paradoxes of monotonicity 
(where a candidate becomes more popular and thereby reduces her chances of election).
	 The	only	fair	and	non-	paradoxical	rounding-	off	algorithm	is	the	one	proposed	in	1910	by	
the	French	mathematician	André	Ste-	Laguë.	This	system,	homologous	to	the	rule	proposed	by	
Daniel	Webster	in	1832	for	the	US	House	problem,	is	the	only	one	that	treats	large	parties	and	
small parties equally. It is therefore the only one that is fair to both the large- party and the small-
	party	voter.	The	fascinating	homologies	(i.e.,	identities)	between	the	American	and	European	
rules	were	first	discovered,	and	proven,	by	Balinski	and	Young	(2001),	which	is	the	author-
itative source for everything in this paragraph.

Single transferable vote

This	 system	was	devised	by	 several	Victorian	electoral	 reformers,	 the	most	prominent	being	
Thomas	Hare.	Whereas	list	systems	concentrate	first	on	parties,	STV	concentrates	first	on	fair-
ness	to	voters.	Hare’s	idea	was	that	every	group	of	voters	who	amounted	to	at	least	a	quota	was	
entitled	to	a	representative	of	their	choice.	In	STV,	voters	cast	ranked	ballots.	First	preferences	
are counted, and any candidate(s) who have met the natural quota Q defined above are elected. 

Qi
Vi

M+1
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Their surpluses above Q are redistributed to the next available candidate listed on each ballot. 
When nobody else can be elected by this method, the candidates with fewest first preferences 
are	(successively)	eliminated	until	the	required	number	of	candidates	is	elected.	STV	is	used	in	
Ireland	(both	North	and	South),	in	Malta,	for	Scottish	local	government	elections,	and	for	the	
Australian	Senate	(although	there	a	rule	change	in	the	1980s,	such	that	most	voters	choose	their	
party’s	ranking	rather	than	choosing	their	own,	means	that	STV	has	mutated	to	open-	list).	Like	
largest	remainder,	it	is	non-	monotonic,	although	in	the	case	of	STV	that	is	not	a	serious	practical	
objection	for	mathematical	reasons	(Bartholdi,	Tovey,	and	Trick	1989).	For	more	on	STV	in	
practice	see,	for	example,	Bowler	and	Grofman	(2000).
	 STV	can	go	wrong	when	it	is	applied	in	a	judgment	aggregation.	For	instance	it	is	widely	used	
in	the	internal	elections	of	the	Church	of	England.	Since	medieval	times,	voting	theorists	have	
characterized	church	elections	as	attempts	to	find	out	the	will	of	God	(Colomer	and	McLean	
1998).	But	if	opinions	as	to	the	will	of	God	are	incompatible	and	deeply	entrenched,	campaigners	
focus rather on the natural quota Q.	A	faction	can	obtain	as	many	seats	as	it	has	quotas.	Rather	
than	discouraging	factionalism,	in	a	case	like	this	STV	may	actually	encourage	it.
 Single non- transferable	vote	(SNTV)	was	discussed	by	Lewis	Carroll	in	the	1880s	(McLean,	
McMillan,	and	Monroe	1996;	Cox	1991).	Under	SNTV	the	voter	has	only	one	vote	in	a	multi-
 member district. If voters and parties behave with full information and reasonable calculations 
about	one	another,	however,	its	effects	are	similar	to	those	of	STV.

Additional member systems

List systems typically have large M	and	are	responsive;	STV	has	small	M and achieves some of 
the	advantages	of	single-	member	district	systems	at	the	expense	of	proportionality.	A	compro-
mise	between	the	two	is	to	use	a	mixed-	member	system	(MMS),	as	in	Germany,	New	Zealand,	
Scotland,	Wales,	and	the	London	Assembly.	The	details	vary	between	these	jurisdictions	but	the	
principle is the same. Part of the legislature is elected in single- member districts. The dispropor-
tionality that this produces is countered by electing the rest of the house in a regional or national 
party list, on a compensating rule such that the proportionality of the whole legislature is deter-
mined by the party share of the list vote. Since single- member district rules exaggerate the lead 
of the winning party, it follows that most of the list seats go to other parties.
	 There	is	a	lot	to	be	said	for	the	MMS	system	as	it	tries	to	deliver	the	best	of	both	worlds:	
preserve a principal- agent link while achieving (at least some) proportionality. It cannot of 
course achieve as much proportionality as a pure list system. This may have consequences as in 
Scotland	in	2011,	when	the	Scottish	National	Party	(SNP)	gained	a	majority	of	seats	on	about	
44	percent	of	the	votes.	But	this	leads	me	to	end	where	I	began.	No	electoral	system	is	perfect,	
but if the system designer starts by deciding the purpose of the votes and only then chooses an 
electoral system, she is proceeding in the right order.

Conclusion

So where have we reached? We have shown that there is no one answer to the question “What 
is the best electoral system?” That is because the question is incomplete. We should only ever 
ask, “What is the best electoral system for this purpose?” after deciding the purpose of the election. 
Is it to find out the truth? Is it to elect an executive? Is it to elect a parliament? Is it to choose a 
list, in order, of the best wines or the best figure- skaters? Is it to decide which candidate(s) for a 
job fit the essential criteria for that job, so that some of them are appointable, and others 
are not?
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 Electoral systems have consequences. We have seen that, with a given underlying structure 
of preferences, different electoral systems will produce different outcomes. Only one example is 
needed	to	make	the	point.	The	most	important	election	in	US	presidential	history,	that	of	1860,	
was	won	by	Abraham	Lincoln	on	less	than	40	percent	of	the	vote.	He	won	because	of	the	spatial	
distribution of the vote, because of the first- past-the- post system, and because of the Electoral 
College.	Under	Condorcet,	Borda,	or	most	other	systems,	the	election	would	have	gone	to	his	
great	rival,	Stephen	A.	Douglas	(Riker	1982).	The	Civil	War	might	or	might	not	have	taken	
place	(Douglas	died	not	long	after	the	election),	but	it	would	have	had	a	different	course	and	
perhaps a different outcome.
 Thus electoral systems have fundamental implications for the effects of public opinion on 
policy- making and other activities of government. The public opinion that elected Lincoln was 
the	same	public	opinion	that	would	have	elected	Douglas	under	other	systems.	The	history	of	
the	United	States	reached	a	fork	in	1860.	Every	national	election	held	since	then	has	been	held	
in	the	shadow	of	that	contest.	Equally,	Balinski’s	and	Laraki’s	experiments	show	that	a	different	
president	would	have	been	elected	in	France	in	2002	had	the	electoral	system	been	their	major-
ity judgment system. There is a huge downstream literature on the electoral effects of propor-
tional versus majoritarian systems, which is out of scope for this chapter. But nobody should 
ever doubt the importance of the choices among the systems we have been discussing.
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ElEctoral IntEgrIty

Pippa Norris

Over the course of the past decade a new sub- field of study has emerged on the topic of elect-
oral integrity, which can be broadly defined as the overarching practical and normative context 
within which elections occur. This chapter reviews the growth of this literature to show how it 
departs from traditional approaches to understanding electoral behavior and institutions. In 
particular it highlights the commitment of scholars to a more normative, problem solving, and 
policy relevant agenda. After contextualizing this new body of work within the wider academic 
canon the chapter moves on to discuss how electoral integrity can be operationalized and sets 
out the key criteria that measures of electoral integrity need to meet in order to be considered 
valid and reliable. The final section of the chapter summarizes recent empirical work demon-
strating the importance of perceptions of electoral integrity for levels of popular trust and con-
fidence in the political system, and also for turnout and protest activity. The conclusion identifies 
the next steps for moving the contemporary research agenda on electoral integrity forward.

Conceptualizing electoral integrity

Electoral integrity can be conceived in several ways. The key difference centers on whether it 
is understood negatively or positively (van Ham 2015). On the former front studies have typic-
ally focused on whether contests are “manipulated” (Schedler 2002; Simpser 2013), “fraudu-
lent” (Lehoucq and Jiménez 2002; Vickery and Shein 2012) or characterized by “malpractices” 
(Birch 2010). The latter more positive accounts center on whether elections can be considered 
as “free and fair” (Bjornlund 2004; Elkit and Reynolds 2005; Lindberg 2006; Goodwin- Gill 
2006; Bishop and Hoeffler 2014), “genuine and credible” (observer reports), “competitive” 
(Hyde and Marinov 2012), or “democratic” (Munck 2009; Levitsky and Way 2010).
 A human rights understanding of electoral integrity, and the preferred approach of this chapter, 
adopts this latter more positive stance and argues that it exists when electoral procedures meet 
agreed international conventions and global norms covering the full election cycle – that is, from 
the pre- election period, through to the campaign, polling day, and the immediate aftermath (Norris 
2013, 2014, 2015). These conventions and norms are typically contained in written declarations, 
treaties, protocols, case law, and guidelines issued by inter- governmental organizations, and endorsed 
by member states worldwide. While some of these conventions are legally binding under inter-
national law, others are more customary in nature but in effect have the same compulsory status.
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 Article 21(3) of the 1948 Universal Declaration of Human Rights is widely seen as providing 
the cornerstone of the legal definition of electoral integrity. Namely that 

The will of the people shall be the basis of the authority of government: this will shall 
be expressed in periodic and genuine elections which shall be by universal and equal 
suffrage and shall be held by secret vote or by equivalent free voting procedures.

This framework was further developed through Article 25 of the 1966 UN International Conven-
tion for Civil and Political Rights. Since then, a series of conventions endorsed by member states of 
the United Nations and inter- governmental regional organizations such as OSCE and OAS have 
extended the framework to outlaw any form of discrimination based on race, sex, or disability.1

The growth of electoral integrity research agenda

A key driver behind the rise of the electoral integrity research agenda has been the surge in the 
use of elections around the world. Banks’ Cross- National Time- Series dataset reports that, at the 
end of World War II, around 50 independent nation- states had a popularly elected legislature. 
This number has now roughly quadrupled (see Figure 18.1). With some exceptions, therefore,2 
almost all independent nation- states around the world now hold multi- party elections for the 
lower house of the national parliament.
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Electoral malpractices under autocracies

This diffusion of elections worldwide has led to burgeoning literature on the way these contests 
work (or fail to do so) in autocratic states. In the heyday of the Soviet Union, contests for the 
Duma were infrequent phenomenon with few significant consequences beyond conferring a 
patina of legitimacy upon Communist parties. By contrast, the last decade has seen rapidly 
growing interest in the role and function of electoral institutions in authoritarian states. Debate 
has centered on the consequences of multi- party elections for democratization with some schol-
ars such as Lindberg (2006) arguing that they offer important opportunities for opposition parties 
to organize and mobilize support. Others such as Carothers (2002) have warned against assum-
ing that elections inevitably lead to a progressive transition toward democracy. Recent evidence 
of an authoritarian push- back against democracy and signs that it may be “in retreat” (Kurlant-
zick 2014) or “in decline” (Diamond and Plattner 2015) are seen as supporting this more 
pessimistic view.
 Recognition of this new constitutional fluidity has led scholars to abandon the dichotomous 
regime typologies developed by Przeworski et al. (2000) and since updated by Cheibub, Gandhi, 
and Vreeland (2010) in favor of more flexible schemas that focus on the intermediate or gray 
zone between democracy and autocracy. These efforts have resulted in identification of a more 
mixed set of regime types including “electoral democracies,” “semi- democracies,” and “semi- 
free” regimes (Freedom House 2017). Elsewhere, scholars have avoided references to demo-
cracy, preferring to talk about “hybrid states” (Diamond 2002), “anocracies” (Polity), or 
“electoral” or “competitive” autocracies. (Schedler 2006; Levitsky and Way 2002, 2010). 
Several sub- types have also been distinguished among the latter – for example, Magaloni (2006) 
draws a line between “hegemonic- party autocracies,” which are thought to differ from military 
regimes and personal dictatorships.
 The growth of these new hybrid states poses many new and interesting questions for scholars 
of elections, public opinion and parties. In particular they challenge the focus of conventional 
electoral behavioral research on the micro- level modeling of individual voter decision making 
and shift attention toward the role of broader contextual factors in explaining both elite and 
mass activities. Why, for example, would the ruling parties in these states allow any contests to 
occur given the risks they pose for destabilizing their power base? Why would the citizens living 
under these autocratic conditions actually turn out to vote in the first place? Finally, how can 
we explain popular support for hegemonic parties?

Electoral maladministration in democracies

A second factor that has prompted academic interest in questions of electoral integrity has been 
the growing recognition of problems in the regulation and administration of electoral procedures 
in established democracies. Concern over the performance of elections in Western democracies, 
and interest in policy reforms designed to strengthen the electoral process, have grown over the 
past quarter century. Since the 1990s several major reforms of electoral systems have been under-
taken in many long- established democracies, such as Italy, Japan, and New Zealand (Renwick 
2010). There have also been numerous legal and regulatory reforms imposed on various aspects 
of the electoral process such as campaign finance, term limits, direct democracy initiatives, and 
convenience voting procedures that have prompted scholarly attention in terms of analyzing their 
causes and effects (Bowler and Donovan 2013; Norris and Abel van Es 2016).
 Within the US there has been a longstanding tradition of academic research into the impact 
of varying state- level registration and voting procedures on voter turnout (Rosenstone and 
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Wolfinger 1978; Wolfinger and Rosenstone 1980). Scrutiny of these procedures, however, 
increased dramatically following the Florida presidential vote count in 2000, which provoked a 
heated and heavily polarized debate over the fairness and integrity of US elections. The irregu-
larities identified in the voting process prompted a series of major legal challenges and high- 
profile accusations of voter fraud against the Republican winner, George W. Bush. The 2014 
report of the bipartisan Presidential Commission on Election Administration did little to calm 
these fears, setting out a long list of vulnerabilities in American elections (Bauer et al. 2014). 
Growing anxieties over the contemporary quality and performance of US electoral laws can also 
be seen in the number of recommendations being put forward for practical reforms of state and 
local public administration (Alvarez and Grofman 2014; Cain, Donovan, and Tolbert 2008; 
Hasen 2012; Streb 2004). It has also prompted action by state legislatures with controversial new 
laws being introduced typically under Republican majorities, designed to tighten the security of 
voter registration and balloting identification requirements. Such measures have since been 
copied by right- wing governments in other countries, leading to partisan battles over the “Fair 
Votes” Act in Canada and heated debate over the introduction of new individual voter registra-
tion procedures in the UK. These developments clearly present challenges to conventional 
studies of voting behavior in these countries in that they add in a new context and criteria to the 
choices being made. More specifically, how does one interpret a vote decision in the context of 
flawed and even failed election?

Electoral integrity and traditional studies of voting behavior

As the previous section suggests, the rapid changes and concerns arising in the electoral land-
scape of so many nations has meant that studies of voting behavior have struggled to keep pace 
with, and explain, recent developments. Much of the empirical research on elections and voting 
behavior from the mid- twentieth century onward has been conducted within a paradigm of 
scientific neutrality. Institutional studies of electoral reforms have come perhaps closest intel-
lectually to the integrity paradigm, although these accounts typically seek to classify rules and 
explain procedural changes and their consequences from a neutral or relativistic standpoint, 
rather than explicitly advocating any single “best” system (Colomer 2004; Gallagher and Mitch-
ell 2005; Renwick 2010). Academic engagement in normative debates about how elections 
should work and what policy reforms might help them perform better has thus been largely 
avoided. Micro- level studies of voter attitudes and behavior in established and newer demo-
cracies in particular have generally displayed very little interest in citizens’ evaluations of the 
integrity of electoral processes and how this might influence voting choices and participation. 
Any problems arising from electoral malpractices have typically been left to legal scholars, his-
torians, and policy analysts to analyze. Evidence of this lack of attention is evident from only a 
brief look at a wide range of cross- national surveys and national election studies. Items measur-
ing trust and confidence in electoral procedures and authorities are rarely included on any 
regular basis.
 By contrast, accounts within the electoral integrity perspective typically adopt an overtly 
critical and normative stance to the topic. Scholars typically begin with an explicit recognition 
that electoral procedures in many contests fail to meet certain desirable standards of human 
rights. This is then followed by the realization that these flawed and failed contests have important 
consequences for citizens and regimes. Analysis and conclusions then center on identifying the 
reforms of public policies and administrative procedures that are necessary to address these prob-
lems (Norris 2014, 2015).
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Measuring electoral integrity

Given its breadth and complexity as a concept, operationalizing and measuring electoral integ-
rity presents a challenging task. However, recent efforts have shown that it can be operational-
ized in ways that are precise, valid, and reliable (Norris 2013; van Ham 2015). The approaches 
that have been taken to date in measuring electoral integrity can be broadly divided into two 
types – those that utilize mass survey data and those relying on expert judgments.

Mass level studies

As noted earlier, measures of electoral integrity at the mass level are rare, particularly in cross- 
national studies and in repeated or longitudinal manner. The first wave of CSES in the mid- 
1990s monitored citizens’ assessment of “free and fair” elections (Birch 2008, 2010). However, 
this item was not asked in subsequent waves of the study. Similarly isolated items about attitudes 
toward free and fair elections have fielded in the Global- barometers and the ISSP surveys, as 
well as in specific national election studies in countries such as Russia and Mexico. More prom-
isingly, however, since 2005, the Gallup World Poll has regularly asked the public in over 100 
societies around the world about the honesty of elections in their country. Most recently the 
sixth wave of the World Values Survey (2010–2014) carries the most extensive battery of nine 
items monitoring perceptions of electoral integrity and malpractices in around forty societies 
(Norris 2014).

Elite level studies

A more common approach to measuring electoral integrity is one that relies on expert judg-
ments. Of these, the Freedom House and Polity IV indices are probably among the most widely 
used and recognized. These indices are designed to measure the level of democratization or 
democratic performance of a nation writ large rather than the quality of its electoral practices 
specifically. While there is clearly an argument for some linkage between the democratic status 
of a nation and the standard of its elections, as the evidence has increasingly shown there are 
cases where the two diverge and the former cannot form a proxy for the latter. Thus, these 
standard measures need some further nuancing and disaggregation.

The Perceptions of Electoral Integrity (PEI) index

The Perceptions of Electoral Integrity (PEI) index helps to fill this gap. The index emerged 
from the Electoral Integrity Project as a new tool to measure electoral practices worldwide. The 
index, fielded annually since 2012, uses expert evaluations to measure the perceived quality of 
elections. It is based on the central premise that elections can be broken down into eleven key 
sequential and inter- related steps. These are represented in Figure 18.2.
 Like complex links in a chain, violating international standards at any one step in the process 
throws into question the integrity of the whole electoral process. Thus, rather than focus on 
particular acts of electoral fraud such as the occurrence of multiple voting or stuffing of ballot 
boxes, as previous indices have done, the PEI index captures multiple points where fraud and 
manipulation can occur. This can range from the drawing of district boundaries to advantage a 
particular party or candidate, to generating false criminal charges to disqualify opponents. 
Unequal access to media and money can also act as a significant and less visible barrier to open 
selection of candidates. Finally, once the results are announced, lack of impartial adjudication to 
resolve any disputes can trigger protest and violence.
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 The breadth and flexibility of the PEI index means that analysts are able to disaggregate it and 
pinpoint the issues that they regard to be of most concern in each context. This might involve 
a focus on the impartiality of the electoral authorities, equitable access to resources during cam-
paigning, or conflict flaring up in the aftermath of the results. In addition, the PEI measures 
electoral integrity on a continuum rather than by adopting an arbitrary cut- off point. If need be, 
however, it can be calibrated to the mean to produce categorical distinctions of flawed contests 
(elections with moderate integrity) and failed contests (ranked lowest on the index). The PEI 
can also accommodate contests with varying degrees of electoral competition. Thus it can be 
used to measure integrity in national elections in one- party states such as Cuba where all opposi-
tion parties are banned, or where one specific type of party is restricted from ballot access, such 
as the Freedom and Justice Party in Egypt. It can also be applied to contests where restrictions 
on individual candidates standing are applied through vetting processes such as in Iran.
 Data collection, as stated above, involves completion of a survey by a cross- section of elect-
oral scholars with country- specific expertise.3 Each of the eleven stages of the electoral process 
are broken down into more specific domains of activities and respondents are then asked to 
evaluate the perceived quality of practice in each domain. Findings from the first wave of the 
PEI (2012–2016) for the 153 countries holding national elections from mid- 2012 to mid- 2016 
are presented in Table 18.1.
 The results point to some expected global patterns in that many long- established democracies 
score well, especially countries in Scandinavia and Western Europe. Countries in the Middle 
East and Africa generally register much lower scores, as do many countries in the Asia- Pacific 
region and also in Central Asia. There are also some interesting findings among the more estab-
lished democracies that underscore the evidence presented earlier about growing problems of 
electoral legitimacy in these nations. In particular, the United States and the United Kingdom 
both perform relatively poorly while many of the states in Central and Eastern Europe and the 
Baltics achieve comparatively healthy scores, as do several countries in Latin America, such as 
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Costa Rica and Uruguay. There is, however, a wide dispersion around the mean in both of 
these regions.
 As a final step to indicate the robustness of the PEI index we correlate the scores it produces 
against those generated through the alternative democratization indices discussed above. The 
results are reported in Figure 18.3.
 The figure confirms that a significant degree of overlap exists across the indices but also 
reveals some important differences in the scores produced. Specifically we see a strong correla-
tion in the top right- hand quadrant which confirms that more democratic states typically display 
more electoral integrity. A similar clustering exists in the bottom left- hand quadrant showing 
that autocratic states have a higher incidence of electoral malpractices as we might expect. 
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However, it is also clear that there are many democratic states located in the bottom right hand-
 quadrant, meaning they report low levels of electoral integrity. The findings thus support the 
contention that the PEI index is not simply a proxy for regime type and that it can discriminate 
subtle but important differences in the quality of elections worldwide.

Does integrity matter for political attitudes and voting behavior?

Repeated application of the PEI will provide the basis for examining important research ques-
tions central to many sub- fields of political science. For instance, do certain problems surface 
more frequently under particular regime types? When are malpractices most likely to occur in 
the electoral cycle? What are the structural, international, and institutional factors that drive 
flawed and failed contests (Norris 2015)? Finally, and perhaps most importantly, what can be 
done to fix failed elections? In developing this new research agenda it is important to establish 
what insights and conclusions existing empirical analyses of electoral integrity have drawn. In 
this final section of the chapter, therefore, a summary of the main questions and findings that 
this more applied work has generated is presented.
 To date, while some attention has been given to specific events or actors within the electoral 
integrity cycle, such as the impact of international monitors on polling place fraud and ballot 
stuffing (Hyde 2011; Kelley 2012; Donno 2013), most of the empirical work on the topic has 
centered on the extent to which citizens’ views of their electoral system affects levels of demo-
cratic legitimacy within a society. This is typically measured through indicators such as decreases 
or increases in levels of trust in the authorities and/or behavioral support for the system in terms 
of voter turnout. Such studies have been undertaken as large N comparative analyses (Birch 
2010; Norris 2014) as well as more focused regional and national studies. On the latter front this 
has included studies of the usual suspects in North America and Western Europe. For example 
shortcomings in electoral laws and voting procedures were shown as lowering turnout in several 
American states (Burden and Stewart 2014; Alvarez and Grofman 2014). Furthermore the 
depressive effect of perceived malpractices was found to be particularly strong among African- 
American voters. In Western Europe, studies by Anderson and Tverdova (2003) and Gronlund 
and Setala (2011) found that perceptions of bribery and corruption generally depressed trust in 
political institutions.
 Elsewhere, studies of African electorates have found that those who express greater confidence 
in the quality of their elections are more likely to give positive evaluations of democratic per-
formance and to believe in the legitimacy of their regime (Moehler 2009; Robbins and Tessler 
2012; Bratton 2013). In their analysis of Sub- Saharan Africa, Bratton and de Walle (1997) found 
that perceptions of the quality of elections were positively associated with voter turnout in a 
number of states. Moving to the Latin American region, McCann and Dominguez (1998) exam-
ined a series of public opinion polls in Mexico in the mid- 1980s to the mid- 1990s, a period of 
one- party rule by the PRI. They found that those citizens expecting electoral fraud were more 
likely to stay at home on election day, and this group was also more likely to support the opposi-
tion. Work by Simpser (2012) confirmed these conclusions through analysis of aggregate turnout 
data in the pre and post- reform eras. Finally these relationships have also been seen to hold among 
Eastern European voters. Rose and Mishler (2009), for example, report that Russians who 
thought that the Duma elections were unfair were less likely to express national pride, as well as 
proving more mistrusting of parties and parliament, and less likely to endorse the regime.
 Looking beyond these conventional measures of democratic legitimacy, other studies have 
shown how general mistrust in electoral processes can have a contrary effect on less institutional-
ized methods of participation and particularly levels of protest activity. Based on the World 
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Values Survey data in many diverse societies, Norris (2014) found that public perceptions of 
electoral integrity slightly dampened the propensity to engage in direct action, while percep-
tions of malpractice strengthened protest activism. Indeed, disaffection with the procedural 
fairness of elections had a stronger direct effect on protest than standard demographic variables 
such as age and income and other political attitudes such as dissatisfaction with democracy or 
confidence in elected institutions.
 Overall, therefore, the clear and consistent finding message emerging from contemporary 
empirical research on electoral integrity, and one that future studies can build on, is that mass 
perceptions of the fairness of elections matter for electorates’ behavior and attitudes. This appears 
to hold regardless of regional context and the distinctiveness of local political culture.

Conclusions

The concept of electoral integrity can be seen as having introduced a new contextual and indi-
vidual level variable relevant for models of political behavior. In doing so it has supplemented 
and enriched longstanding approaches to electoral research, and extended their normative and 
policy relevant quality. On the former front it offers the potential for fresh analytical insights 
into many classic issues, including how formal procedures shape party choice and turnout in 
voting behavior, and what determines citizens’ confidence and trust in political authorities and 
satisfaction with democracy? On the latter front, the introduction of the concept has also raised 
important normative debates about the most desirable qualities of elections and policy- relevant 
questions about how to reform malpractices both at home (Bauer et al. 2014) and abroad 
(Bowler and Donovan 2013). The radical paradigm developing around issues of electoral integ-
rity is still in the process of coalescing, but it promises to shake up a half century of electoral 
studies and political behavior. By addressing contemporary real- world problems well beyond 
academe, the emerging sub- field holds considerable promise of dissolving conventional divides 
between the practitioner and scholar and breaking down intellectual walls separating scholars of 
the West and the rest. Finally, from a disciplinary perspective, the electoral integrity agenda also 
has the potential to challenge the boundaries that typically characterize political science research, 
and forge a new and exciting interface between scholars of public administration, political parti-
cipation, international relations, normative political theory, and comparative institutions.

Notes

1 Legally- binding commitments and state ratifications have been collated by Tuccinardi (2014) for Inter-
national IDEA and codified in an integrated Elections Obligations and Standards (EOS) database main-
tained by The Carter Center. Elections Obligations and Standards Database. http://electionstandards.
cartercenter.org/tools/eos/.

2 Only a handful of contemporary autocracies (including Saudi Arabia, Qatar, the United Arab Emirates, 
and Brunei) lack constitutional provisions for any direct elections to the lower house of the national 
parliament. In some cases, like Thailand, elections are currently suspended by the military junta, 
although promised to be restored eventually. A few one- party states remain, exemplified by China, 
Vietnam, North Korea, and Cuba, where only Communist party members can hold national legislative 
office. A few other states, such as Bahrain and Kuwait, also ban all political party organizations by law, 
although they allow “societies” or “blocs” and individual candidates to run for office. Other countries 
ban specific parties, such as the courts in Sisi’s Egypt, which outlawed the Freedom and Justice Party, 
the Muslim Brotherhood’s political wing.

3 The survey asks around forty electoral experts from each country, generating a mean response rate of 
around 28 percent across the survey with replies in PEI 4.5 from 2,417 experts covering 213 elections.

http://www.electionstandards.cartercenter.org/tools/eos/
http://www.electionstandards.cartercenter.org/tools/eos/
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Voting BehaVior in 
Multi- leVel electoral 

SySteMS

Hermann Schmitt and Eftichia Teperoglou

Across many countries a central element of political competition is arising from the multi- 
level dynamics of electoral politics. The evolution of this sub- field of electoral research has 
been especially relevant in electoral studies of federal states (e.g., Belgium, Canada, Germany, 
the US or Spain). Moreover, it is also related to a shift of authority from the national to the 
subnational or supranational level. This increased relocation of authority to govern is gener-
ally challenging the role of the democratic nation- state (Hooghe et al. 2010). This is all the 
more the case in the European Union (EU), which has become one of the most characteristic 
examples of multi- level politics, with supranational, national and subnational levels of juris-
diction cooperating and to some degree competing with one another. Under these circum-
stances, one research question for this chapter is about the relationship (or “interdependency”) 
between elections at these different levels of government. Another question is whether “elect-
oral actors” exhibit different motivations and behaviors depending on the level of jurisdiction 
at which an election is held (van der Eijk and Schmitt 2008). In order to explore these ques-
tions, many scholars have put forward two groups of contextual variables – one being the 
character and importance of the electoral contest, and the other being the political climate in 
the “main” political arena at the time of the election under study. The first group of contex-
tual variables includes the perceived political importance (or salience) of the office(s) to be 
filled. National parliamentary elections or those for a president with executive powers are 
contests of “high salience” (or “high stimulus” elections), while all other types of elections are 
of “low salience” (or “low stimulus” elections) (see Campbell 1960 for this distinction). The 
political climate includes various short- term aspects related to the timing of the “low stimu-
lus” election within the electoral cycle of the main political arena (such as the popularity of 
the government (see, for example, Stimson 1976); or the state of the economy (see, for 
example, Tufte 1975).
 Indeed, the roots of a systematic study of the interdependence of political behavior in differ-
ent types of elections were first proposed in the literature on US mid- term election results. The 
three main streams of that literature are the “surge and decline” theory of the Michigan school 
(Campbell 1960); the “referendum” theory (Tufte 1975); and the “balancing” theory (Alesina 
and Rosenthal 1989, 1995). These approaches have set out to explain one of the most regular 
trends in the electoral behavior of US politics. Compared with previous and subsequent “high 
stimulus” presidential elections, mid- term elections are characterized by lower levels of electoral 
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participation as well as lower support for the presidential party. We will briefly come back to 
these approaches in the next section.
 Nevertheless, the study which first tried to generalize the different findings in electoral 
behavior regarding “low stimulus” elections was one which analyzed a new “type” of elections 
which was introduced in the member countries of the European Community back in 1979. 
Writing in the aftermath of the first European Parliament (EP) elections, Reif and Schmitt dis-
tinguished between first- order and second- order national elections (FOE and SOE accordingly) 
with the ultimate goal to understand the characteristic difference in the results of these elections 
compared to those of the preceding national first- order contest.
 This study, based on previous research on subnational elections, focused on the supranational 
elections to the EP. Many subsequent contributions which were testing and revising the original 
SOE model with an eye on EP elections did the same. Some continued to study subnational 
elections in that framework and have also contributed to the study of the multi- level electoral 
systems both analytically and systematically.
 The aim of this chapter is threefold. The first is to introduce different kinds of “low stimulus” 
elections by giving emphasis on the SOE model. The second main aim is to discuss how the 
vote in SOE is affected by and in turn affects the political process in the main electoral arena. 
Here, the different voting patterns in SOE are elaborated. The third aim is to identify possible 
repercussions of SOE on national electoral systems. In other words, the main question here is 
whether and how European or subnational elections affect national ones. Despite the fact that 
systematic comparative research on this last question is scarce, our aim is to provide some evid-
ence and to try to gauge some possible future research paths.
 The structure of the chapter is as follows. In the next section the SOE model is presented 
together with a short overview of its roots. In the second main section the two main 
amendments of the original SOE model are elaborated, namely a typology of voting patterns 
in EP elections and the micro- level foundations of the model. Finally, the third section of the 
chapter deals with the consequences of the second- order contests for the first- order electoral 
arena.

The second- order election model

As we said before, the roots of the systematic study of the electoral behavior in “low stimulus” 
elections are in the early analyses of US mid- term contests. The first theoretical approach – the 
so- called “surge and decline” theory – was proposed by A. Campbell (1960). According to that, 
the main factors explaining the mid- term loss of the presidential party are the level of political 
stimulation, political interest and party identification. The motivation to cast a vote in the “high 
stimulus” presidential election is higher than it is in the “low stimulus” mid- term election 
because presidential elections determine who is running the country. This is of particular 
importance for those voters whose party identification is rather weak and whose level of polit-
ical interest and information is rather low. These voters are much less likely to go to the polls in 
a mid- term election given the fact that the authorities elected in this contest are “of minor 
importance” compared with the presidential election. The characteristic difference regarding 
the results of these two “types” of elections is explained by the voters’ party identification. 
Weak identifiers and leaners might vote for the candidate who is advantaged by the circum-
stances at the time of the election, just in order to return to their habitual behavior (regarding 
participation and party choice) in the next “low stimulus” mid- term election (Campbell 1960). 
It is important to note here that mid- term elections are the place of the “normal vote,” while 
“high stimulus” elections are seen as some sort of deviation from it.
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 Moving to the second main theoretical paradigm for the mid- term losses, the main assump-
tion here is that these elections are serving the purpose of referendums. Two main explanatory 
variables are introduced. The first one is the electorate’s evaluation of the performance of the 
president at the time of the election, while the second one is the performance of the economy 
(often measured in the year prior to the mid- term election). Mid- term elections are character-
ized as “referendum on the government’s performance, in which voters express their approval 
or disapproval through voting for or against the presidential party” (Marsh 2008: 77). The presi-
dent’s popularity tends to be relatively low at the time of the mid- term contest (Stimson 1976), 
and the state of the economy also tends to be worse at that time.
 A final approach to the explanation of mid- term losses so far is the balancing theory. The 
main argument here is that voters split their ticket between elections by supporting one party 
for the presidency and another one for the Congress. They vote differently in presidential and 
mid- term elections because they aim at a “divided” government: a balance between those who 
are dominating each of the two institutions in order to promote policy moderation (Erikson 
1988; Alesina and Rosenthal 1989, 1995; for a more detailed discussion of these approaches, see 
Schmitt and Teperoglou 2017).
 These conceptions of “low stimulus” elections as developed for the US context have been 
generalized by Reif and Schmitt (1980) at the occasion of the first EP election in 1979. But their 
theoretical perspective was also influenced by studies of voting behavior in “low stimulus” elec-
tions in the European multi- party environment. Not only do European party systems comprise 
more than two relevant parties, but another characteristic difference from the US is that “low 
stimulus” elections in Europe are not always held at the mid- term of the national electoral cycle. 
European research had to deal with these characteristic differences. Dinkel (1977, 1978), for 
example, analyzed the performance of the parties in federal government in German state elec-
tions (Landtagswahlen) by paying particular attention to the timing of such elections within the 
federal electoral cycle.1 Dinkel concluded that the losses of government parties will be greater, 
the more distant a state election was situated from the preceding and the following federal elec-
tion. As a result, he found an increased probability for the incumbent party/parties of winning 
a state election when it is held shortly after the beginning or toward the end of this national 
electoral cycle (Dinkel 1977, 1978; see also Jeffery and Hough 2001).
 In any case, the main insight from the pioneer study of 1980 was that the first EP elections 
are seen as “nine simultaneous national second- order elections” in the then nine EC member 
states and not as one single European election (Reif and Schmitt 1980). Over time, the theor-
etical paradigm proposed by Reif and Schmitt (1980) has been considered as the main point of 
reference for the study of “less important” elections. This might have been due to different 
reasons. First of all, it further elaborates Campbell’s distinction of two “types” or “classes” of 
elections based on the importance of the contest and the motivation of the voters. FOEs are the 
parliamentary or the presidential elections which offer the voter the critical choice of who 
should govern the country. SOEs, on the other hand, are elections of minor political import-
ance. In addition to EP elections, other examples of SOEs are local, municipal and regional 
elections, by- elections in Britain and Ireland (e.g., Mughan 1986; Sinnott 1995: 253) as well as 
mid- term elections in the US and in many presidential systems of Latin America. However, 
their classification does not lead to a simple dichotomy because not all FOEs are equally 
important and not all SOEs are equally unimportant (van der Eijk et al. 1996). The distinction 
between first- order and second- order national elections also reflects two different political 
arenas. In particular, it allows us to include in the analysis the importance of the political situ-
ation of the first- order political arena at the moment when the second- order election is being 
held (Reif 1985: 8). This again is more appropriate for some SOEs than for others. Local and 
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municipal elections, for instance, often serve less as a barometer of national government popu-
larity simply because there are other issues and personalities at stake at the local level than at the 
national one (e.g., Sinnott 1995: 256; but see Curtice and Payne 1991).2

 A second reason is related to the main assumption of the SOE model. The EP elections are 
“less important” contests because there is “less at stake”3 than in FOEs. SOE results do not 
determine the composition of the executive in the main political arena (Reif and Schmitt 1980: 
9). Based on this observation, some aggregate predictions about the outcome of SOEs are 
spelled out. A first regards electoral participation, following in this case mainly the theoretical 
argument by the “surge and decline” theory. The prediction is that participation is lower in a 
SOE compared both to the previous and the subsequent FOE. Moreover, and somehow related 
to that, the number of invalid and blank votes is expected to be higher in a SOE. But expecta-
tions are also specified regarding vote choices. Here we can find another point of innovation of 
the SOE model compared to the paradigm of mid- term losses. It is the inclusion of party prop-
erties beyond the government- opposition status. Irrelevant in the US two- party context, “party 
size” is of particular importance in the analysis of “low stimulus” elections in multi- party systems. 
Reif and Schmitt (1980) specify the following predictions: government parties are likely to lose 
support in a SOE compared with the previous and subsequent FOE, but big parties more gener-
ally are expected to perform worse. On the other hand, smaller parties are expected to perform 
better in a “low stimulus” election. A final main addition of the SOE model to the literature on 
“low stimulus” election is the analytical consideration of the position of the SOE in the national 
electoral cycle. As we have seen, Reif and Schmitt were not the first to observe an interaction 
of SOE results with their position in the national electoral cycle. However, their model along 
with some more recent studies (e.g., van der Eijk and Franklin 1996) introduced the analysis of 
voting patterns in EP elections based on the timing of this election within the first- order elect-
oral cycle of the respective country.
 The aggregate hypotheses of the SOE model repeatedly received empirical support (for 
European elections see, for example, Hix and Marsh 2011; Norris 1997; Reif 1985, 1997; 
Schmitt 2005, 2009; Teperoglou 2010; Teperoglou et al. 2015; Schmitt and Teperoglou 2015; 
van der Brug and van der Eijk 2007; van der Eijk and Franklin 1996; for regional elections see, 
for example, Pallarés and Keating 2003; Schakel and Jeffery 2013; Schakel 2014). Nevertheless, 
important exceptions are also documented which proved to be useful for identifying the theor-
etical limits of the SOE model. Some of the most striking evidence toward a shift in the second-
 order nature of the EP elections is observed at the occasion of the 2014 EP elections. Both the 
socio- political circumstances and the economic turmoil at the time of the 2014 EP election, as 
well as the fact that for the first time the results of the elections have been considered for the 
appointment of the president of the European Commission, had the potential to change the 
second- order character of the contest. In many EU countries, European governance appeared 
as a polarizing issue with indications of becoming significant in determining voting choices 
(Schmitt and Teperoglou 2015; Schmitt and Toygür 2016). In other words, there were signs 
that the 2014 EP elections could be considered as “critical” contests in the sense of the pioneer-
ing study by V. O. Key (1955).4 Overall, it turned out that these developments could not pro-
foundly change the second- order nature of the EP elections across all 28 EU member states. 
However, for the first time in the history of EP elections we can also identify some signs toward 
a critical realignment in European party systems on EU issues (Schmitt and Teperoglou 2015).
 Having said that, however, it must be added that the most significant failure of the SOE 
model in predicting EP election results was observed in the EP election of 2004. Analyses of 
the European Election Study (EES) 2004 revealed that in the new post- communist member 
countries the losses of government parties did not follow the FOE cycle and in some of these 
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countries, smaller parties did not perform better compared to the previous FOE (see Schmitt 
2005; Marsh 2005; Koepke and Ringe 2006). The main explanation offered for these deviations 
is that the SOE model was built upon the assumption of stable and consolidated electoral and 
party systems, while in the East European member countries such a party system had and to 
some degree still has to develop (Schmitt 2005: 666).

Subnational elections as second- order contests

The application of the aggregate hypotheses of the SOE model is more questionable in the case 
of some municipal and local elections. Local politics often have their own dynamics. The local 
political arena, the candidates and their personality and local policy orientations are among the 
factors that could contribute toward a departure from the second- order voting mechanism 
(Magone 2004; Marien et al. 2015; Sinnott 1995). Moreover, studies focusing mainly on regional 
elections posit the question of a kind of “hierarchy” among the different types of SOE (e.g., see 
Heath et al. 1999; Lefevere and van Aelst 2014; Skrinis and Teperoglou 2008).
 Various studies have tested the SOE model on regional elections across Europe and the 
Americas (among others, see Erikson and Filippov 2001; Jeffery and Hough 2003; Pallarés and 
Keating 2003; Schakel and Jeffery 2013; Dandoy and Schakel 2013; Thorlakson 2015; Remmer 
and Gélineau 2003). Most of these confirm that government parties tend to lose in regional 
elections, while opposition and small parties tend to gain. Participation is lower compared with 
the national election. Nevertheless, there is one important deviation from the SOE model 
hypotheses. The losses for the incumbent parties do not always follow the electoral cycle of the 
FOE arena (Schakel 2014: 4; Johnston 1999 for Canada; Schmitt and Reif 2003 for Germany). 
The provincial elections in Canada represent an important outlier, since the results clearly do 
not fit the SOE model (Jeffery and Hough 2009). Jeffery and Hough (2003) analyzed the losses 
for the governmental parties in relation to regional power and strong territorial cleavages. The 
greater variation in the institutional arrangements of regional elections calls for less uniformity 
and more deviations. Moreover, Schakel and Jeffery (2013) conclude that the SOE model is not 
confirmed in the case of regional elections which take place in powerful regions where strong 
regionalist parties instead of nation- wide parties stand for election.

Voting patterns in second- order elections

The first main amendment of the original SOE model regards a typology of voting in SOE (see 
mainly van der Eijk and Franklin 1996). The different forms of vote switching between SOE 
and FOE are partly linked to the timing of the SOE within the national electoral cycle. One 
important voting pattern in SOE is a protest vote against the incumbent government. The “low 
stimulus” elections offer voters the opportunity to express their current dissatisfaction with the 
party they usually vote for; and this dissatisfaction manifests itself in defection (i.e., votes for 
another party) or abstentions. Using a term from the lexicon of football hooliganism, protest 
voting has been characterized as “voting with the boot” (see, for example, Oppenhuis et al. 
1996: 301–304; Franklin 2005). Some scholars (van der Eijk and Franklin 1996) argue that 
protest vote is mainly observed in EP elections that take place in the later- term of the electoral 
cycle. According to them, citizens are more likely to vote “with the boot” (or defect “strategi-
cally,” see Schmitt et al. 2008, 2009) the closer an EP election comes to the next FOE. On the 
other hand, there is also the observation that the electorate treats later- term EP elections as quasi 
national elections and thus, government parties on average do not suffer severe losses (Reif and 
Schmitt 1980).
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 The other main voting pattern in SOE, actually the predominant one, is linked to the fact 
that there is less at stake in this type of election. Voters therefore can afford to cast a “sincere” 
vote for the party they prefer most. Voters are free to abandon strategic considerations (or 
“voting with the head,” see Oppenhuis et al. 1996: 301–304, Marsh and Franklin 1996: 
16–21; Franklin 2005) and cast a vote “with the heart.” Van der Eijk and Franklin (1996) 
argue that this voting pattern is mainly observed during the “honeymoon” period of the 
electoral cycle. On the contrary, Reif and Schmitt (1980) suggest that a SOE shortly after a 
FOE is mainly characterized by a post- electoral euphoria and, therefore, government parties 
will receive near identical support in the EP election. Finally, at around mid- term of the 
electoral cycle strategic voting against the government is probably most widespread (“cyclical 
signaling,” see Schmitt et al. 2008, 2009). Then, losses for the incumbent parties will be 
greater than either early or late in the electoral cycle (see, for example, Reif 1985; van der 
Eijk and Franklin 1996), following mainly the arguments of the original studies back in the 
US context. Overall, we can conclude that the electorate behaves differently when these elec-
tions are held early in the first- order election cycle or during the run- up to the next national 
election.
 Voting patterns in “low stimulus” elections are further analyzed in another main amendment 
to the SOE model. This revision concerns the so- called “micro- foundations” of the SOE model 
(see, for example, Carrubba and Timpone 2005; Hobolt and Wittrock 2011; Hobolt and Spoon 
2012; Schmitt et al. 2008, 2009; Weber 2011; Schmitt and Teperoglou 2015). Both the motiva-
tions of individual citizens and their political behaviors are at the core of the analysis. Three 
different processes are likely to affect inter- election vote patterns according to the SOE model: 
mobilization, sincere voting and strategic voting (Schmitt et al. 2008, 2009). Mobilization likely 
has an impact on SOE abstentions, while sincere and strategic motivations are affecting both 
SOE abstainers and SOE defectors (for a comprehensive analysis of the micro- level hypotheses, 
see mainly Schmitt et al. 2008, 2009 and also Schmitt and Teperoglou 2017).
 It is important to stress that everything happens at once – probably due in part to the different 
loci of EP elections in the respective national electoral cycle. There are clear mobilization effects 
with regard to turnout; and there are both sincere and strategic effects on vote switching, with 
sincere motivations having a somewhat stronger impact.

The consequences of second- order elections for the first- order political arena

The SOE model entails that it is more likely that the first- order political arena affect electoral 
behavior in EP elections than vice versa. If we want to understand the results of EP elections, 
we first have to appreciate the decisive role of the political situation in the first- order political 
arena at the time when second- order elections are being held (Reif and Schmitt 1980: 8). 
Therefore, the model focuses mainly on the way in which national politics are influencing “less 
important” elections. However, the reverse outcome is also considered possible, and there is an 
emerging literature which tries to substantiate this claim. As noted by van der Brug and de 
Vreese (2016), EP elections might have unintended consequences for national politics. In the 
following, we attempt to identify such spillover effects from a SOE to a FOE. We can distin-
guish between three main groups of consequences, some of them more overt and direct while 
others more covert or even “hidden.” At a first glance, we identify some very practical or pro-
cedural changes in the domain of EU decision- making. Over the years from the first EP election 
of 1979, the powers of the European Parliament have been amplified, a process which culmin-
ated in the co- decision procedure promoting the EP to an equal co- legislator next to the Euro-
pean Council. After the 2014 EP election, based on stipulations of the Lisbon Treaty, the 
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European Parliament even had a decisive say in the selection of the president of the European 
Commission when the lead candidate of the victorious European People’s Party was appointed. 
In addition, we are witnessing an increasing politicization of EU politics. In many EU member 
states (in particular those directly affected by the economic crisis) a European dimension of 
political competition ranging from outright opposition to full support of EU integration has 
emerged as a relevant structure of party competition (Kriesi et al. 2008; Hooghe and Marks 
2009; Teperoglou and Tsatsanis 2011; Hutter et al. 2016). Under these circumstances, the com-
position of the European Parliament and its balance of power is affecting the direction of EU 
policy making, which in turn might have an impact on domestic political decisions.
 The direct election of the members of the European Parliament, from 1979 on, was expected 
to increase citizens’ awareness of EU institutions and strengthen EU democracy as perceived by 
its citizens. Many politicians hoped that the elections of the members of the European Parlia-
ment would add legitimacy to the EU level of European multi- level governance. Such con-
sequences of EP elections were consdiered as normatively positive and desireable (Marsh and 
Franklin 1996: 30). Thirty- seven years later, we cannot find any clear evidence pointing in this 
direction. While affecting the level of turnout somewhat, the nomination and campaign of lead 
candidates or Spitzenkandidaten in the EP elections of 2014 could not alter the “low stimulus” 
character of the election and change it in the direction of a more “genuine European contest” 
(Schmitt et al. 2015).
 There are two other sets of potential consequences to which we will briefly turn to below: 
the impact of a second- order election on national party systems, and on the levels of electoral 
participation in national elections.

The impact of a SOE on national party systems

One of the main hypotheses of the SOE model is that “low stimulus” elections provide oppor-
tunities for small parties to perform better compared to the environment provided by national 
first- order elections. In particular, new small parties that enter the political arena first at the time 
of an EP election can profit from the fact that there is less at stake. EP elections have indeed 
been described as the “midwife assisting in the birth of new parties” (van der Eijk and Franklin 
1996: 53). Different electoral systems being applied in national and EP elections may further 
facilitate the electoral performance of small and new parties. The question is whether these new 
parties will survive in the subsequent national election. The history of EP elections provides 
some prominent examples of a breakthrough of newcomers. In France, the performance of the 
Front National (Ysmal and Cayrol 1996) is one of them, and Die Republikaner in Germany 
(Schmitt 1996) and more recently UKIP in the UK (Ford and Goodwin 2014) are further 
examples from the far right. However, this mechanism does not only apply on the far- right of 
national party systems but also in the left- green spectrum: the rise of many new Green and eco-
logical parties in different EU member- countries – like Die Grünen in Germany – is another 
example of the spillover of EP election successes into the arena of national electoral politics 
(Curtice 1989). Moreover, Dinas and Riera (2017) are able to show that the likelihood of 
voting for a small party in subsequent FOEs increases when the individual’s first vote ever was 
cast in an EP election in which voting for a small party is easier.
 Using data from the European Election Studies 2004 and 2009, Markowski (2016) identifies 
different factors (both at the individual and at the contextual level) that might contribute to the 
likelihood of a spillover of SOE electoral successes of small and new parties into the FOE elect-
oral arena. A main finding from this study is that social cohesion is more important than ideo-
logical or political cohesion for the electoral success of the party in the subsequent FOE. The 
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timing of an EP election within the first- order national electoral cycle does not seem to play a 
role. Markowski identifies differences between old and stable democracies and the new Eastern 
EU member states. In the latter group of countries, the possibilities for the new party to keep its 
electoral success are linked to the quality of political representation and social bonds. However, 
the limited number of observations in this particular study has led the author to acknowledge 
that these findings should not lead to far- reaching generalizations.

The impact of a SOE on electoral participation

An EP election might be consequential in terms of the mobilization of the electorate. Franklin 
and Hobolt (2010) identify that turnout in EP elections is particularly low in that part of the 
electorate the electoral participation of which is not yet “habitual” (see also Dinas 2012). This 
is relevant for the national electoral arena as citizens who become enfranchised first at the time 
of a second- order EP election are not only less likely to vote in a SOE, but also in the sub-
sequent FOE. They get used to not voting: the early experience of an EP election does not 
contribute to the development of the habitual voting mechanism. Their analysis has shown that 
given the fact EP elections are only a “pale reflection” of a national contest, for young voters 
who have not yet had the opportunity to develop strong ties to parties, there is a spillover 
effect in terms of abstention from the second- order contest to the first- order one. Therefore, EP 
elections, in the long run, depress turnout in the FOE arena as well.

Concluding remarks

Starting from the early studies of mid- term elections in the US, a whole industry of studies into 
“less important” elections emerged. Upon that background, the conceptual framework 
developed around the SOE model was meant as an effort to broaden the earlier US centric mid-
 term elections perspective and include a wider variety of second- order elections into the theor-
etical discussion and empirical analysis. One of the major lessons from testing the SOE model 
not only for EP elections but also for other “low stimulus” contests is that the electoral behavior 
in different contexts is not restricted to one electoral and political arena, but to more than one 
and possibly to many. This is not a trivial observation as this simple fact has severe consequences 
for electoral participation and party choice. The original proposal by Reif and Schmitt concen-
trated on macro- level hypotheses, and on effects on second- order electoral results which 
originate in the first- order electoral arena. Micro- level processes were not ignored in the ori-
ginal statement – nor are they ignored in the mid- term election literature – but it took a while 
until the micro- foundations of SOE behavior became somewhat more systematized. Our liter-
ature review demonstrated that this path of research has received more attention recently, and 
it is expected to become more prominent in the future. Even more recent are efforts to under-
stand the reverse flow of causation – the effects that SOE might have on FOE electoral politics 
– both in the aggregate with regard to party system change and at the individual one with regard 
to electoral participation. Again, we believe that more work has to be done in this research field. 
Times of economic turmoil and increasing xenophobia are marked by growing populism and 
Eurosceptical stances of political parties, increased de- alignment and high volatility of voters, 
and “earthquake” or “critical” elections in various first- order contests – including the recent 
referendum of British EU membership. By studying the spillover effects of SOE to the first- 
order electoral arena, perhaps we might detect further important pieces in the still unsolved 
multi- level electoral puzzle.
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Notes

1 For the cyclical character of government popularity, see also, for the US, Goodhart and Bhansali 
(1970) and Stimson (1976), and for the UK, Miller and Mackie (1973).

2 In addition, it is hard to generalize from the findings of the heterogeneous field of local elections 
because of the very different rules and contexts under which they are held in Europe and beyond.

3 The original study by Reif and Schmitt included some other analytical dimensions: the specific- arena, 
the institutional- procedural, the campaign, the main- arena political change and, finally, social and cul-
tural change (1980: 10–15). However, most of the subsequent studies have focused on the “less at 
stake” dimension.

4 According to Key (1955), elections are critical when the traditional coalitions between social groups 
and their political agents are subject to profound and lasting realignment.
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LocaL context, SociaL 
networkS and 

neighborhood effectS on 
Voter choice

Ron Johnston and Charles Pattie

Most elections, both for the composition of a legislative body (a parliament, say, or a city 
council) and for a single legislator (such as a president or mayor), are contested across a territory 
that comprises a number of – if not a myriad – separate places. Overviews of election results 
often treat that territory as a homogeneous unit – relationships between voter characteristics and 
choices are assumed to be invariant across all of its constituent places. Much research has shown 
that this is rarely the case, however, and that there are significant differences between places in 
voter behavior. Such differences are often grouped together as neighborhood effects, and their 
cause associated with the flow of information through local social networks.
 Much media and other commentary on voter behavior, and some academic studies, there-
fore (implicitly at least) treat members of the electorate as isolated atoms who make decisions on 
whether to vote and who or what to vote for without any reference to the places where they 
live and the people they interact with there. Many treat them as members of some idealized 
concept – such as a social class – but fail to recognize that none of those concepts are “natural”; 
they are social constructions and if people are both assigned to a group and accept its member-
ship, they then have to learn what that membership involves and how they are expected to 
behave. Such learning – like all other forms of learning – involves interactions with others and, 
despite the growing importance of the internet and electronic communications, most of those 
interactions occur in places: they literally take place – we do not yet live in placeless worlds.
 However important membership of particular groups – age, gender, ethnicity, social class, 
etc. – are in the structuring of society and as influences on patterns of behavior, therefore, place 
matters as a behavioral context as exemplified in a wide range of studies of public opinion and 
voting behavior. This chapter reviews that literature. Its main sections illustrate three separate 
– though in most cases inter- linked – place- based vote- winning strategies: inter- personal inter-
actions in local contexts; local environmental effects; and organizational effects.

Neighbors and networks: the neighborhood effect

A very substantial component of the literature on voting patterns and local contexts concerns 
what has become known very widely as the neighborhood effect. The classic work was by 
Tingsten (1937), who noted that working- class support for the Swedish socialist party increased 
the more working- class the voting precinct in which class members lived. The implication was 



Local/social/neighborhood effects on voter choice

245

that people’s political opinions are influenced by their neighbors’, so that, for example, the more 
socialist party supporters individuals encountered in their neighborhood (or at their workplace, 
or in a range of other formal – such as churches and trade unions – and informal organizations 
and settings) the more likely they were to be influenced by them and vote socialist too.
 Many have followed Tingsten’s example and found evidence that where a party’s support 
base was strong, in terms of an area’s class structure, for example, it tended to attract above- 
average levels of support, but where it was weak its vote was below- average; electorates were 
spatially more polarized in their support for particular parties than they were in the social char-
acteristics of the individual members. That this polarization came about through personal influ-
ence was in most cases only inferred, however, because the evidence was obtained from 
aggregate data only: Cox (1971), for example, knew how many manual workers (ouvriers) there 
were in each district in a sample of Parisian arrondissements, and what percentage of the votes 
cast there were won by the Communist party, but could only infer that the larger Communist 
vote in the districts with most ouvriers resident there resulted from inter- personal influence – 
what Miller (1977) referred to as “people who talk together vote together.” But the findings 
were consistent with Cox’s (1969; see Johnston and Pattie 2012) model of voting decisions in a 
spatial context. Individuals operate as nodes on social networks – receiving, processing and 
sending out information along their links. Many of those networks are spatially restricted, 
focused on the individuals’ home neighborhoods, so that if (some) people (at least) are influ-
enced in their political opinions by those they interact with, then where the weight of informa-
tion in an area favors one party over others participants in its social networks are more likely to 
vote for the majority party than their contemporaries who may have similar individual charac-
teristics but live in areas where the party has much less support.
 Many patterns of voting consistent with this “contagion by contact” model have been identi-
fied, but the evidence presented is usually circumstantial only, and similar patterns could be the 
outcome of different processes: people favoring a particular party may choose to live in areas 
where it is already strong, for example, so that the observed neighborhood effect is a result of 
self- selection rather than “conversion by conversation” (Walks 2004, 2006, 2007; Gimpel and 
Hui 2015: that argument is also central to Bishop and Cumming’s [2008] contention that the 
recent growing spatial polarization of voting in the USA reflects selective migration – an argu-
ment strongly countered by, among others, Abrams and Fiorina 2012; but see Johnston, Manley 
and Jones 2016). To counter that, researchers have sought more convincing evidence that the 
processes are as assumed. This has invariably involved using data obtained from individuals, 
taking advantage of small and large social surveys that include data on conversations and behav-
ior. Work by, for example, Huckfeldt and Sprague (1995) and Mutz (2006) has provided con-
vincing evidence of the “contagion by contact” model’s veracity, and although not all of the 
applications of this approach have had locational data relating to the geography of the social 
networks involved (though see Pattie and Johnston 2000), it has become increasingly clear that 
the socio- spatial polarization of electorates is the norm.
 The tendency for people to align their party support with that of their conversation partners 
is at the heart of the classic neighborhood effect, therefore, and research shows that people who 
talk together do, to a noticeable degree, vote together, as a result of conversion processes. 
However, this hardly ever results in complete unanimity within neighborhoods or within con-
versation networks: dissent persists. In part, this is because conversation networks are rarely 
politically homogeneous: most people talk to supporters of several different parties and of none. 
As a result, they are open to sometimes heterodox opinions. Not all conversations point in the 
same direction (Huckfeldt, Johnson and Sprague 2004). In part, too, it is because some voices 
are more influential than others. People pay more attention to those they know well than to 
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strangers, to those whose opinions and judgments they trust, and to those who they think have 
expertise on the subject than on those whose views and judgments they trust less (Huckfeldt 
2001; Huckfeldt, Pietryka and Reilly 2014). Not surprisingly, the stronger an individual’s own 
political views and partisanship, the less likely he or she is to be influenced by divergent views 
coming from conversation partners (Cox 1969; McClurg 2006). Not all of the studies such as 
those discussed here have data on the geography of the conversation networks studied; those 
undertaken by Huckfeldt do, however, and a reworking of the data showed that most conversa-
tions took place between people living no more than three miles apart (Eagles, Bélanger and 
Calkins 2004; see also Johnston and Pattie 2006).
 Of course, very few neighborhoods are exclusive to one social class, and many social net-
works contain individuals who differ in their political persuasions. All networks and districts are 
open to external – and challenging – influences, therefore, and although continuity is the 
dominant pattern in any area’s voting over time change is possible as a result of new information 
flows, perhaps introduced through what Granovetter (1973) termed weak ties (as illustrated in 
Huckfeldt, Johnson and Sprague 2004). Area populations change too, as people die and others 
move out, and their replacements may bring new ideas and affiliations. Those who move away 
from a neighborhood where they spent their formative years may retain the attitudes learned 
there, however, as illustrated by Wright’s (1977) study of voting for the American Independent 
Party (Southern populist and segregationist) candidate George Wallace in the 1968 US pres-
idential election: the larger the black population of the area in which white voters lived, the 
more likely the latter were to vote for Wallace – but it was the level of black concentration 
where they lived in 1940, when many of those who voted for Wallace 30 years later were being 
politically, socially and culturally socialized, rather than where they lived in election year itself, 
that had the strongest impact on their political attitudes (in this example, the smaller the white 
minority in an area the greater the cohesion around attitudes against the local black majority).
 When change is slow, new residents in an area may be strongly influenced by the majority 
opinion there – especially if they are both open to persuasion and participate in neighborhood 
activities. Many studies of political attitudes have found that, while some people are strongly 
committed to one set of ideas and one party, and vote for it whatever challenging information 
they may encounter, others (and an increasing proportion of the population in many countries) 
are less committed than their predecessors and open to considering alternative ideas and party 
manifestos. Research (see, for example, Johnston et al. 2005a) has found that those with strong 
levels of neighborhood social capital were more likely to conform to local electoral behavior 
patterns than those who were “spatial isolates”; joining local social networks encourages embrac-
ing local majority attitudes.
 Many studies of neighborhood effects have, because of the nature of the available data, been 
constrained to analyses of its operation at one spatial scale only – basically, whatever data are 
available at a scale that seems to approximate that of the neighborhoods within which (many) 
people interact. As more data have become available and as it has become possible to merge 
social surveys comprising data on individuals with census and other data on aggregate popula-
tions at a variety of scales, so more sophisticated modeling of neighborhood effects – broadly 
defined – has become feasible. One scale largely omitted from most studies has been that of the 
individual household, yet this is the context within which most people are politically socialized. 
People who live together, and especially those who talk politics together at home, should show 
the effects of inter- personal influence – a hypothesis confirmed by studies using data on all 
members of households: not only do they vote together but they also tend to change their par-
tisan preferences together (Johnston et al. 2005b; Zuckerman, Dasovic and Fitzgerald 2007). 
Not all research focuses on interactions within neighborhoods: Huckfeldt and Sprague (1995), 
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for example, looked at church congregations as local contexts, and Mutz and Mondak (2006) 
explored workplace contexts, both with the same results – people who worship together, vote 
together, as also do people who work together.
 The greater flexibility of modern datasets – many of which are now geocoded – has seen the 
introduction of what are known as “bespoke neighborhoods” to voting studies. Instead of 
relying on data at one scale only – such as the census tract – investigators have been able to 
compile data on the characteristics of either all individuals living within a prescribed distance of 
a survey respondent’s home, or on those of the nearest number of individuals (say 2000) to that 
address. As many censuses now report data at very small spatial scales – with average populations 
of only a few hundred at most – it is possible to construct a spatial hierarchy of such bespoke 
neighborhoods (such as neighborhoods comprising the nearest 250 persons to a survey respond-
ent’s home, nested within neighborhoods with the nearest 1000 persons, nested in those with 
the nearest 2500, and so on …). This enables an evaluation of at which scales neighborhood 
effects are most intensive. One early study, for example, found that in 1997 British working- 
class individuals were more likely to vote Labour the more working- class the parliamentary 
constituency in which they lived; within those constituencies, they were more likely to vote 
Labour the more working- class the district in which they lived; and within those districts, the 
more working- class the immediate neighborhood around their homes, the greater still the prob-
ability that they voted Labour (MacAllister at al. 2001). Investigations of such multi- scalar influ-
ences have been advanced by the adoption of multi- level modeling strategies (Jones, Johnston 
and Pattie 1992). Their application in analyses of two British general elections showed signi-
ficant variations in voting behavior at two local scales (the immediate neighborhood – within 
250 meters of the individual’s home – and its wider locale – within 2000 meters) as well as 
between regions (Johnston et al. 2005c; similar findings were reported in a study of voting at 
Taiwanese elections: Weng 2015; and Bisgaard, Dinesen and Sonderskov 2016 have shown that 
individual Danish voters’ perceptions of the state of the national economy were influenced most 
by the level of unemployment in their immediate neighborhoods – as the area was enlarged the 
effect of local context on perceptions diminished).

Friends and neighbors voting

In most elections voters are faced with a choice between rival political parties, even though the 
mark they make on the ballot paper may be against named candidates: most of the latter are 
supported not on the basis of their personal characteristics but rather because of the parties they 
represent. Nevertheless, there are some situations where the individual candidates’ characteris-
tics are among the major criteria influencing voters’ decisions.
 The classic study of such situations was V. O. Key’s (1949) on Southern Politics in the USA. 
Many states there during the first half of the twentieth century were dominated by a single party 
and the main electoral contests were between candidates seeking its nomination for a local, state 
or national office. Key’s examples showed that many performed better in the areas around their 
home than elsewhere within the territory being contested. He interpreted this as voters, in the 
absence of any other criteria on which to base their decisions, plumping for the local candidate 
(whom they may know), as a way of promoting local interests. This became known as friends 
and neighbors voting: people vote for local candidates because they either know them person-
ally or know people who do – or they believe somebody with local links will best represent 
them in the relevant legislative body or office. Such personal knowledge is rarely extensive, 
however, especially in large territories, and voters depend on other cues to direct them to the 
characteristics of and likely benefits to accrue from support for local candidates – such as local 
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media, as illustrated by Bowler, Donovan and Shipp (1993) in a Californian study. Candidates 
who get – and may seek – high profiles in local media which cover part of the electoral territory 
only may perform better there than in other parts of the territory as a consequence.
 Given the predominance of parties in most elections, friends and neighbors voting may be 
considered a minor element to the geography of voting behavior, being characteristic of just 
those contests, many of them intra- party, where the choice set invites electors to deploy other 
criteria when determining which candidates to support – as illustrated by studies of city council 
elections in New Zealand (Johnston 1973). Particular voting systems may encourage such 
behavior. In both Australia and Ireland, for example, the single transferable vote system requires 
candidates to be rank- ordered. Where a voter is determining which of a party’s candidates to 
rank first, a local candidate – if there is one – may be preferred (Johnston 1978; Parker 1982). 
More importantly, as clearly illustrated by some Irish studies, in order to maximize the number 
of its representatives who win election, a party’s campaigning may focus on different candidates 
in different parts of a multi- member constituency (Gorecki and Marsh 2012, 2014).
 The friends and neighbors effect was divided into three main components in a recent study 
of the 2010 contest for the leadership of the UK’s Labour Party (Johnston et al. 2016a), in which 
one part of the electoral college involved voting by party members conducted in and reported 
for each of Great Britain’s 632 Constituency Labour Parties (CLPs). Voting by party members 
in each candidate’s home constituency was by people who almost certainly knew the candidate 
– they were local friends. Candidates were much less likely to be known personally to party 
members in adjacent constituencies, but the flow of information across constituency boundaries 
through social networks and via local media could promote their cause among neighbors. 
Finally, there was the potential influence of political friends in other constituencies. In order to 
contest the election, candidates had to be nominated by a number of their fellow MPs, and those 
who nominated a candidate may have influenced members of their own local parties to support 
the person they preferred. Analyses showed that all three were relevant; even though the contest 
was for the leadership of one of the country’s largest political parties, and thus for a potential 
prime minister, these local effects were clearly discernible. For example, one candidate – Andy 
Burnham – averaged only 8.8 percent of the members’ first preference votes across all 632 CLPs: 
he got 69.1 percent in his home constituency, an average of 34.1 percent in the five adjacent 
constituencies and 19.4 percent across the remaining 68 constituencies in the northwest region 
where his constituency was located; he also averaged 20.9 percent in the 33 constituencies 
whose MPs nominated him, and 25.0 percent in the 23 whose MPs gave him their first 
preference vote.
 Recent work has also identified voting patterns consistent with the “friends and neighbors” 
argument at British general and local elections. At the 2010 general election, for example, 
Arzheimer and Evans (2012; see also Gimpel et al. 2008, for similar findings in the United 
States) found that the distance between survey respondents’ home addresses and those of candid-
ates in their constituency was negatively related to their propensity to vote for those candidates 
(other influences being held constant); similar results emerged from their study of voting at local 
government elections (Arzheimer and Evans 2014). But the effect doesn’t always work. Some 
candidates for the American presidency choose vice- presidential running mates whom they 
hope can deliver substantial support from certain groups and/or areas: Devine and Kopko 
(2016), however, found no evidence of vice- presidential candidates making a significant differ-
ence to the outcome in their home states.
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Local issues

Most election campaigns, especially those to national and regional legislatures and to leadership 
positions, focus on issues with a wide relevance across the electorate – those that large numbers 
of voters consider the most important (such as the economy and immigration) and on which the 
contestants are offering alternative perspectives and policies. Even so, many of these salient policy 
issues vary locally: an economy may be booming in some parts of the country but relatively 
depressed elsewhere; the housing market may be buoyant in some places but not elsewhere. If 
those situations are important to the voters, their responses may well vary according to the local 
circumstances. Thus, for example, Johnston and Pattie (2001) found that in 1997 British voters 
decided whether to punish or reward the incumbent Conservative government on the basis of 
both their personal financial situations and the performance of their local economy rather than 
the national situation; indeed other research showed that some people voted altruistically, against 
the incumbent government because many of their neighbors were suffering economically, even 
though they themselves were not (Johnston et al. 2000). Similarly, Pattie, Dorling and Johnston 
(1995) found that voters’ likelihood to support the incumbent UK government at the 1992 
general election was related to the performance of the local housing market during its slump in 
the preceding years; where that slump was deepest voters, especially those who themselves experi-
enced negative equity, were less likely to vote for the government’s candidates.
 As well as these spatial variations in the nature of some of the key elements in an election 
campaign, local issues may be more influential on some voters in a place than the general ones, 
and may be linked to the local candidate(s). Incumbents seeking re- election, for example, may 
be punished by the local electorate for their performance – as to a small extent with the UK 
expenses scandal a year before the 2010 general election – and their party performs less well 
there than anticipated as a consequence (Pattie and Johnston, 2014; for a comparable US 
“scandal” which involved Congressmen writing checks on overdrawn accounts, and suffering 
in the subsequent polls as a consequence, see Banducci and Karp 1994; Williams, 1998). Others 
may be rewarded by local voters – as illustrated by the large American literature on pork barrel 
politics, with legislators who deliver benefits for their local community, such as a major infra-
structure investment, getting electoral returns as a consequence (Ferejohn 1974; Johnston 1980). 
Legislators will sometimes reflect local issues when voting in parliamentary divisions, even if it 
means opposing the party line and whips. In late 2015, for example, UK Conservative MPs 
were whipped to abstain in the vote against a Labour amendment regarding changes in the tax 
credit regime, but 20 voted for that amendment, a number of them representing marginal con-
stituencies where the proposed cuts could significantly reduce their majority.1

 An example of the impact of a specific issue affecting parts of an area only was voting for the 
Mayor of Christchurch, New Zealand in 1971. The two main candidates – one representing a 
relatively right- wing group and the other a left- wing party – drew votes across the city largely 
reflecting the class composition of different neighborhoods. The city was to host the Common-
wealth Games in 1974. The right- wing candidate (and incumbent mayor) backed one of the 
proposed sites for the main stadium, and he performed better than expected at the polling 
booths close to that site; his opponent favored an alternative site – and his performance around 
it was better than average (Johnston 1976). In a different context, research in Colombia has 
shown that people who move from a state- controlled part of the country to an area where right-
 wing militias hold sway are more likely to support a right- wing candidate for the country’s 
presidency (García-Sánchez 2016).
 In many countries – especially those using plurality electoral systems with single- member 
constituencies – tackling local issues, whether personal to individual voters, relating to a local 
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community within the territory or concerning the area as a whole, is a major component of 
their representatives’ workload, and what their constituents expect (Campbell and Lovenduski 
2015). In the United Kingdom, for example, acting as a local caseworker and champion is seen 
as one of the MPs’ two main roles (Speaker’s Conference on Parliamentary Representation 
2010; Morris 2012); they are expected to maintain an office and a home in their constituency 
and to be active in social, cultural and economic as well as political life there. This can bring 
electoral rewards: MPs perceived by the electorate as effective operators within and for their 
constituents can be rewarded by greater support when they seek re- election. British studies have 
shown that this benefit is especially conferred on new MPs seeking re- election for the first- time 
(Wood and Norton 1992; Buttice and Milazzo 2011; Curtice, Fisher and Ford 2015).
 Some MPs are more assiduous at the constituency role than others, although in the UK a 
very large proportion now give it a great deal of attention, making regular and frequent visits to 
the area and holding regular surgeries there, as well as (through their staff ) responding to an 
increasing number and range of requests for assistance (many of them by email). In addition, 
some parties are generally more assiduous than others in the local activities undertaken by their 
members, in local as well as national government. In Great Britain, for example, the Liberal 
Democrat party built its parliamentary vote share (to over 20 percent at the 1983–1987 and then 
the 2005–2010 general elections) on the foundations of local activism and local government 
performance (as illustrated for one constituency in a former leader’s autobiography: Ashdown 
2009; see also Dorling, Rallings and Thrasher 1998, and Cutts 2006a, 2006b). The MPs elected 
on this foundation had strong local roots, therefore, which were reflected in their electoral 
support. At the 2015 general election, for example, the Liberal Democrats’ national vote share 
fell to 8.1 percent from 23.0 percent five years earlier. The party was defending 57 seats; in the 
46 being contested by an incumbent MP, its vote share fell by 14.3 percentage points on 
average, whereas in the 11 where the incumbent had retired and was replaced by a new can-
didate the fall was much larger at an average of 21.8 points. A similar spatially- structured cam-
paign was the centerpiece of the electoral strategy developed by the United Kingdom 
Independence Party for the 2015 general election (Goodwin and Milazzo 2015).

Parties and candidates seeking votes: campaign and canvass effects

The main actors in almost all elections are the parties and their candidates, who actively seek 
support from the voters. Many campaigns, especially at general elections, are dominated now by 
the print, radio and TV and, increasingly, electronic media and forms of communication: parties 
put out messages promoting themselves and their candidates (especially their leaders). Alongside 
that, their local organizations and candidates make direct contact with voters within their own 
electoral districts.
 Although the procedure varies from country to country (and sometimes within countries) 
the main goal of the local campaigns is to identify the party’s supporters and then contact them 
– personally at their home if possible – to encourage them to remain firm in their support, and 
to express that support by turning out to vote on election day. Over time, parties build up data-
bases – annotated versions of the electoral register – of their supporters who will almost certainly 
vote for them, those who do not support and will not vote for them, and those who may 
support the party. These have to be regularly updated, because of population mobility and to 
ensure that people have not changed their predispositions. Thus in the months before an elec-
tion is due parties – especially in marginal districts where a seat could be won or lost – canvass 
support through a variety of means, both personal contact (on the doorstep) and indirectly 
(through telephone calls and email contacts where numbers and/or addresses are known). To a 
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considerable extent these “get out the vote” strategies are not random exercises: parties concen-
trate their efforts where they are more likely to get substantial rewards – in neighborhoods 
within districts where their supporters are concentrated, which they identify using geodemo-
graphic classifications of small- scale census and other data. (See Cutts 2006a, on the activities of 
the Liberal Democrats in one English city, Green and Gerber’s 2004 account of controlled 
experiments designed to test the efficacy of such campaigns, and Barwell’s 2016 detailed descrip-
tion of his own campaigning in a marginal constituency; see also, however, the negative findings 
reported by Cantoni and Pons 2016.) Leaflets are distributed in those areas to ensure voters 
know of the election, the party’s candidate there and what policies are being promoted, and 
there are follow- up calls, particularly on polling day when get- out-the- vote tactics are deployed 
to check whether supporters have voted and, if not, encourage them to do so before polling 
closes. Increasingly, those local efforts are enhanced by direct contact with local voters from the 
party’s central (or regional) campaign organization, usually through such channels as bespoke 
letters, emails and postings on social media sites (Cowley and Kavanagh 2015; Fisher 2015). But 
contact may not always be necessary; in one experiment, Green et al. (2016) showed that the 
density of posters on lawns in an area had an influence on the advertised candidates’ success.
 These campaigns have become increasingly sophisticated, as have the techniques deployed to 
explore their extent and efficacy. In the UK, for example, early studies had to use surrogate data 
for a campaign’s intensity – such as the amount that candidates report having spent on their 
campaigns (relative to the legally- imposed limits), the number of members and activists working 
in the constituency and a range of other measures of campaign intensity (for an overview of 
much of this work, see Johnston and Pattie 2014). All reach the same conclusion: the more 
intensive a local party’s campaign, however measured, the better its candidate’s performance. 
But these provide circumstantial evidence only. The development of internet panel surveys has 
allowed more direct evidence to be elucidated. For example, the 2011 Welsh Election Study 
asked respondents whether they had been contacted by one or more of the parties during the 
campaign. Among them, 236 had voted Conservative at the previous National Assembly elec-
tion in 2007; 181 of these had no contact from the party during the campaign; and 78.5 percent 
of them voted Conservative again. Of the remainder, of those whose only contact was to 
receive a leaflet, 83.3 percent voted Conservative, whereas among those contacted personally 
by the party – by a home visit, for example – 93.3 percent voted Conservative. Of Liberal 
Democrat voters in 2007, only 36.4 percent of those not contacted during the campaign sup-
ported the party again in 2011, whereas 71.4 percent of those contacted did so; those ignored 
by the party in 2011 were more likely to defect to another party. Even among those who sup-
ported a party in the past, therefore, those who were personally asked to again were more likely 
to do so; those not contacted were more likely to change their mind and vote for another – 
especially if it did contact them (Johnston et al. 2016b).
 Although panel survey data provide much better insight into the impact of local campaigns 
they are not without problems: a party is more likely to contact its known supporters in the last 
weeks before an election, for example, and they are more likely to vote for it – for them, contact 
during the campaign may have little effect as they are already committed to it. Methods have 
been developed to circumvent this potential problem (the technical term is endogeneity) and 
confirm that campaign contact has an independent impact (Pattie, Whitworth and Johnston 
2015). Parties and candidates expend much more effort in some places than others in seeking 
votes – they spend more money on leaflets and posters, they contact more voters in their homes 
and on the streets, and they visit more of their known supporters on polling day itself to ensure 
that they vote. It works: the more active a party is locally, the better its performance relative to 
places where they make much less effort.
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Conclusions

The much- quoted adage, generally associated with former US House of Representatives Speaker 
Tip O’Neill, that “all politics is local” may be hyperbole: people vote in a particular way for a 
variety of reasons, some, if not many, of which may have little to do with their local context. 
But voters, all other things being equal (which, of course, they very rarely are), prefer local 
candidates (Campbell and Cowley 2014; Childs and Cowley 2011), especially local candidates 
who know their constituency, its residents and their concerns and represent those concerns, 
even if it means acting against their party’s wider interests. Parties are, of course, aware of this, 
of how information about candidates flows through local social networks and influences their 
behavior and they act accordingly when seeking support. Election results thus reflect a continu-
ing interplay between the parties and candidates, on the one hand, and the local context, on the 
other; as studies of an increasing number of countries demonstrate (Guigal, Johnston and Con-
stantinescu 2011; Weng 2015; Amara and El Lagha 2016), geography is a fundamental com-
ponent of many aspects of elections, their conduct and their outcomes. All politics may not be 
local: but where it is locally oriented, there are substantial rewards to be won.

Note

1 www.conservativehome.com/parliament/2015/10/20-conservatives- revolt-over- tax-credits- five-of- 
them-are- 2015-intake- members.html?utm_medium=email&utm_campaign=Friday+30th+October+ 
2015&utm_content=Friday+30th+October+2015+CID_c9c6e7f9b4b40aba7f0e84dfba4b668d&utm_
source=Daily%20Email&utm_term=20%20Conservative%20MPs%20revolt%20over%20tax%20
credits%20Five%20of%20them%20are%202015%20intake%20members.
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Voting BehaVior in 
referendums

Michael Marsh

Most of the research into voting behavior is carried out in the context of elections for parlia-
ments and, particularly in the US, of an executive. These elections tend to focus on parties, and 
to a variable extent on individuals who will assume responsibility for policy making. However, 
in many countries voters are also provided on occasion with the chance to vote directly on 
policy options through a referendum. These have long been common in Switzerland, where 
citizens can initiate such votes, and in Italy, and have also been common in some US cities and 
states, but have been less common in most democracies. Major constitutional changes and ques-
tions of sovereignty have often been put to a referendum, as have moral issues. The establish-
ment, and particularly the enlargement of the EU, seems boosted to the referendum industry as 
states have provided opportunities to the electorate to vote on initial membership, on treaty 
change and even, in Greenland and the UK, on whether or not to remain a member. Several 
European countries have also held votes on changes to laws, or constitutional provisions on 
moral issues like divorce and abortion and same- sex marriage, but we have also seen votes on 
matters as diverse as a new flag, a new electoral system, water privatization or cuts in judges’ pay. 
The question addressed in this chapter is how far what we know about voting behavior from 
looking at elections generalizes to voting behavior in referendums.

What decides elections?

We can start by considering some of the more widespread findings about parliamentary and 
presidential elections. Probably the most basic one concerns party loyalties. Critically, voters 
do not start to make their choice with a blank slate. As studies from the 1950s and onwards 
showed, voters tend to have partisan loyalties, and these influence vote choice both directly 
and indirectly, by influencing the selection of and interpretation of information about the 
election. There are disputes about the stability of these loyalties and certainly there are 
questions about how they develop in new party systems, but these loyalties are a factor that 
cannot be ignored. For some, party leaders are becoming as important, if not more important, 
than the parties themselves, with loyalties to parties weakened by a disliked leader, or attrac-
tive leader for some other party. (A strong case is made in Clarke, Kornberg and Stewart 
2004. An alternative view is taken by Curtice and Holmberg 2005.) However, when we 
move on to think about referendums, whether the important factor is the leader or the party 
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is perhaps secondary to the fact that a “party” and its leader may be recommending a yes or 
no vote.
 The second general set of findings about elections focuses on issues. There have been two 
broad interpretations of how voters and parties think about issues in elections. The first, and most 
obvious, is that on any issue a voter has a position, and that the party whose stance is closest to 
that position is most likely to be chosen. One problem here is that of course there are lots of issues 
and the closest party on one issue might not be the closest on another. This is commonly dealt 
with by just taking the most important issues, or by dealing with issues in much broader terms, 
summarizing them in terms of liberal–conservative or left–right. Both approaches make it easier 
for the analyst, but also recognize the challenge for any voter in developing a position across mul-
tiple issues and finding out where each party stands. Much of the research on voting behavior has 
demonstrated that voters do not have the knowledge to assess parties issue by issue, but something 
like “left–right” can help by reducing the amount of detailed information that a voter needs to 
make a sensible decision, and arguably the decision they would make with full  information (the 
most comprehensive discussion of this can be found in Lupia and McCubbins 1998).
 A rather different way to look at issues is to recognize that on most of the topics that domi-
nate political debate voters are in broad agreement, and parties do not differ. Peace, security, 
economic prosperity are what Donald Stokes (1963) called “valence issues,” and voters will pick 
the party considered most competent to deliver these. Voters arguably do not need a lot of 
information to judge competence in areas that impinge on them directly. V. O. Key (1966) 
suggested a voter simply needed to know was he better off than at the last election to judge 
economic competence, and there is a wealth of research linking voters’ judgments about the 
economy to support for incumbent parties (a good review is Lewis- Beck and Stegmaier 2000).
 Whether we consider issues in terms of position or valence it is possible that the same party 
would not “win” on all issues. A party strong on economic prosperity might be beaten by 
another on security; a party with a position close to a voter on health might be beaten by 
another on education policy. Hence there is an incentive for parties to fight the election on the 
issues that are most favorable to them. This is not something they can control, given the exist-
ence of other parties with other agendas, but we can recognize that the election agenda will 
favor some parties over others.
 Campaigns could be important whether elections are about parties or issues – and of course 
they are about both of these. In general, campaigns give parties an opportunity to mobilize 
support on the basis of existing loyalties. To the extent that issues matter, they should matter 
more – and in predictable ways – following a campaign which raises voter awareness. Gelman 
and King (1993) suggested that campaigns made voting more predictable, as voters were more 
likely to vote in ways that we would expect them to, given past loyalties, social background and 
general political attitudes. Arguably, the deep rooted determinants of electoral behavior are now 
much less influential in most countries as party attachment wanes (Dalton and Wattenberg 
2003) and social structure becomes less important (Franklin, Mackie and Valen 2009), some-
thing that should allow for campaigns to become more important.
 All parties do their best to mobilize those they expect to support them, and ensure such 
people go out and vote. It is always possible that when turnout is not universal some parties are 
hurt more than others by the failure of their supporters to vote, with the suggestion in some 
research that parties of the left, who rely on less educated, poorer and perhaps younger voters, 
suffer a systematic disadvantage (Pacek and Radcliff 1995). This has been rejected by other find-
ings (Fisher 2007; Bernhagen and Marsh 2007). But even if there are not systematic differences 
over time and place, turnout can still matter in any election, particularly if it falls far short of 
100 percent.



M. Marsh

258

 These broad approaches are important in explaining voting behavior in elections. We will 
now turn to look at each of them in the context of voting choice in a referendum to assess how 
useful each approach is. We might expect that since a referendum is about an issue rather than 
selecting a person or party to govern, the “issue” itself would be of primary importance and the 
relevance of party, and incumbency, questionable. We might also expect campaigns to be of 
considerable importance as referendums – and in particular referendums on a particular issue – are 
typically unusual events, in contrast to regular elections. As turnout is often much lower than in 
general elections at least, there is ample opportunity for differential turnout to be significant.

The referendum experience: practice and research

Before exploring the reasons why people vote as they do in referendums, we should first 
summarize the extent and nature of referendums in democracies (for general accounts, see 
Butler and Ranney 1994; Gallagher and Ulieri 1996; LeDuc 2003). There are broadly two kinds 
of votes. The first, and this is the nature of referendums in most countries that have them, is a 
vote called by parliament. The results may or may not be binding, but the key is that the vote 
is a consequence of a decision, usually by the government, that a particular policy is to be fol-
lowed. In most cases, the policy requires a constitutional change and it is this that necessitates a 
referendum. Referendums have been most common across Europe on constitutional matters, 
with membership of the European Union and on issues of public morality such as divorce and 
abortion in Catholic countries common reasons for constitutional change, but they remain rel-
atively rare events, much less common than elections in all but very few countries: Ireland stands 
out with three dozen votes and Australia has held two dozen. This first type of referendum can 
also be subdivided, according to whether or not it is necessary. The UK referendums on the EU 
in 1975 and 2016 were not required, but were wholly political decisions, whereas those in 
Ireland are required to make changes in a constitution that is particularly specific and anachro-
nistic on many issues (a referendum was needed to restrict the provision of bail conditions for 
those facing criminal charges, and another – perhaps very many – would be needed to remove 
sexist language in that constitution, written as it was in a traditional Catholic society in the 
1930s). Referendums may also be binding or not, but typically they can only be non- binding in 
circumstances when they are not formally required.
 The second type of referendum is one called by the public, or at least a section of it. This is 
the Swiss experience, where there have been hundreds of such votes, and there is also a provi-
sion for this in Italy, which has seen more than fifty such votes since the mid- 1970s to reject (or 
not) pieces of new legislation.1 It is also common at the local level across the US in some states, 
and in the UK local referendums can be forced by a petition on issues such as directly electing 
a mayor.
 The variations in the rules governing referendums are potentially important. As the study of 
voting developed, researchers were able to use a comparative approach to demonstrate a degree 
of conditionality in behavior. Different electoral rules and different types of party system, for 
instance, had an impact on the weight of different factors on vote choice. The same, it has been 
argued, can be true of referendums, with the required and binding ones providing different 
incentives for voters than do non- required and non- binding ones, as will be discussed below.
 Studies of electoral behavior are now based on very extensive post- election surveys, supple-
mented increasingly by more surveys through the campaign and beyond, but academic studies 
of referendums typically have been more limited. While the comparative study of voting behav-
ior is now well developed, properly comparative studies of referendums are much less so, 
although this literature has been growing, prompted not least by the fact that several countries 
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have sometimes held referendums of EU treaty change at about the same time (the pioneer here 
was Pierce, Valen and Listhaug 1983; subsequently Franklin, Marsh and McLaren 1994 on 
Maastricht referendums, Glencross and Trechsel 2011 and Hobolt and Brouard 2010 on the 
European Constitutional Treaty, and Hug 2002, Hobolt 2005, 2007 and Petithomme 2011 on 
EU referendums more generally, while Svensson 2002 and Marsh 2015 provide comparative 
studies of several referendums within the same country).

The referendum experience: parties

Much of the research does find that party matters in referendum voting, and often matters a 
great deal. There are a number of reasons why party loyalties can become very significant 
factors. The first is that the vote is prompted by a government, and this typically identifies the 
government party (or parties) with the position of supporting a position in the vote. This brings 
in a government vs. opposition dimension, allowing the possibility of embarrassing or weaken-
ing the government by defeating the referendum. The second is that the issue conflict in the 
referendum may be reflected in the party system, so it would be natural for (some) opposition 
parties to campaign against proposals by the government.
 However, it is not at all unusual to find that the issue conflict is not one that underlies the 
party system, and in those circumstances it might be expected either that a party is divided on 
the position to take, or that a party takes a back- seat. In each of these cases, party loyalties will 
not be mobilized effectively and so partisanship will not be such a strong factor in the vote. It 
may be more difficult for a governing party that has initiated a vote to do this. This is not to say 
that supporters of a government party will always be more likely to support that party’s position 
than those of any other party, but it does suggest that governing parties will normally do a better 
job of maximizing potential support among its own supporters for its position, other things 
being equal. A good illustration of this is support in recent referendums on EU Treaty change 
in Ireland. There was a Fianna Fail (FF) led government in place for four of the last five such 
votes, and a Fine Gael (FG) led government in place for the most recent one. Expert opinion 
would see FG as slightly more pro- European than FF, although both are center- right parties that 
have always actively supported Ireland’s membership.2 In the four referendums where FF led the 
government, FF voters were more likely to vote “yes” than those of FG. In the most recent vote 
in 2012, FG voters were more inclined to vote “yes” than those of FF (Marsh 2015). A study of 
one of the Norwegian and British votes on EU membership suggested that, when parties were 
divided, so were their followers (Pierce, Valen and Listhaug 1983). Government office is a good 
incentive to minimize division. But it would be wrong to think that government party voters 
are always more likely to support their party’s position since that is not the case. Of course in 
the 2016 “Brexit” referendum in the UK, divisions in the ruling party prompted the referen-
dum in the first place, and so ensured that “party” would not be a unifying factor for Conser-
vative voters.
 It was argued by Franklin, Marsh and McLaren (1994; see also Franklin, van der Eijk and 
Marsh 1995) that referendum voting could become little more than a vote on the popularity of 
the government. The argument drew on interpretations of European Parliament elections as 
“second- order” votes (Reif and Schmitt 1980). Although the European Parliament might have 
a different function and issue agenda to a national parliament, the second- order argument is that 
voters will pay little attention to that but use the vote as a “referendum” on the current govern-
ment of the country (similar arguments have been made about sub- national elections). An 
important condition here must be how salient to voters are the issues raised by the referendum. 
The “second- order” argument requires voters to have little interest in the ostensible issue per 
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se. As we will see below, there is ample evidence that issues can and do matter in referendums, 
including those on EU- related matters. Even so, most research on EU referendums have found 
evidence of an – admittedly sometimes small – anti- government effect where those dissatisfied 
with the current administration are more likely, other things being equal, to reject the govern-
ment’s proposal.
 It is not uncommon in referendums for parties on both sides (or neither) to cede some of the 
work to non- party or cross- party campaign organizations. In some countries, such structures to 
promote the yes or no side are essentially a requirement for funding and media access, but they 
also provide an opportunity for both sides to remove some of the partisan edge from the debate. 
This can be useful for the government parties. Commenting on the “success” of Ireland’s second 
referendum on the Lisbon Treaty The Irish Times noted the important role of civil society activ-
ists “whose arguments made it possible to disconnect the treaty as an issue in the minds of voters 
from the performance of the government” (quoted in Laffin 2015). Indeed, in this referendum, 
government popularity was not a significant factor at all, despite its remarkably low rating in the 
wake of the public bailout of Ireland’s banks (Marsh 2015).
 There is some evidence that the importance of parties and government status can be condi-
tional on the type of referendum. Hug and Sciarini (2000; see also Hug 2002) find from their 
study of fourteen referendums on the EU across Europe that government supporters will be 
mobilized more effectively when the referendum is not required and when the outcome is 
binding, arguing that in such circumstances the vote is essentially one of support for the govern-
ment (the “Brexit” referendum provided a notable exception to this, for reasons already given). 
In contrast, where the decision to hold a vote is not really the choice of the government and, in 
particular, where the result is not binding, voters are freer to follow their issue preferences.
 In many referendums, parties are relatively uninvolved as the impetus for the vote comes 
from outside the party system. The Italian case is interesting as such votes need a quorum in 
order to defeat legislation, and while one party may be critical in gathering the signatures neces-
sary to provoke the vote, others – particular parties in government – may do as little as possible 
so as to suppress turnout and so defeat the proposed abrogation (Ulieri 2002).

The referendum experience: issues

Parties matter but issues often matter more is a general theme of referendum voting research. 
What is most interesting here is what is meant by “issues” in this context, and how the campaign 
frames the vote in terms of an issue or issues. If issues are important, how are issues related to 
the vote? If general elections are commonly fought on “valence” issues, what about referen-
dums? Do they revolve around the decision of what will best ensure the “good life,” or is there 
more room for “positions” to matter, as voters can be expected to have very different attitudes 
to some of the questions that come up in referendums? Certainly some research has looked at 
issues in these positional terms, explaining choice in a referendum in terms of attitudes to what 
might be thought of as the broader issue (some examples are discussed below). In the case of 
EU- related votes, this means attitudes to European integration. The EU as an issue is not neces-
sarily aligned with the major underlying dimensions of party politics. In most countries, there is 
a strong economic left–right dimension, often reinforced by a religious–secular one. Europe 
does not fit naturally into that. Although there was a tendency in some countries in earlier years 
for the left to be more skeptical about a union based on a free market, currently opposition to 
the EU is stronger on both the left and right margins of party systems and support is greater in 
the center, including center- right and center- left. This makes the task of assessing the pros and 
cons of EU- related referendums more difficult for voters.
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 However, Danish research has consistently argued that attitudes to the EU are fairly stable 
and do predict votes in EU- related referendums. This applies to votes on the Maastricht Treaty 
as well as to those on things like the Euro, where the conditionality of their support led Danes 
to vote to stay out of the common currency. Svensson (2002: 748) argues strongly that the 
Danish experience shows how “consistent values may be developed on a salient issue and may 
become the basis for voting behavior in one or more referendums.”
 A positional approach has been taken by Hobolt (2007). She treats each voter as having an 
“ideal point” with regard to an issue, one that can be compared with the status quo, and the 
position that would hold if the referendum change were approved. Hence, a voter would have 
to decide whether the referendum would bring policy closer to her ideal than the status quo. 
The problem with such an approach, as with positional voting in elections, is identifying the 
underlying issue dimension. This may be easier when the issue dimension is well structured and 
relatively stable within a country, but is more problematic when it is not.
 The way in which the subject of the referendum is framed can be crucial (de Vreese and 
Semetko 2004; see also Dekavella 2016 on how the referendum on Scottish independence was 
framed in the media). Just as with elections, yes and no sides will seek to place the vote on a 
terrain which is favorable to their own side. Issues still matter in this situation, and they may be 
positional, but the issues may differ across groups. For instance, in votes on the European Treaty 
in the Netherlands, those concerned about “identity threats” voted no (de Vreese and Boom-
gaarden 2007); in various treaty referendums in Ireland, those worried about “neutrality” voted 
no (Marsh 2015; Garry, Marsh and Sinnott 2005). It may be that the issue is in fact not affected 
by the referendum, but the important point is that some people are persuaded that an issue 
matters in a particular vote. Atikcan (2015) shows how pro- change campaigners in rerun refer-
endums sought to focus their efforts better so as to ensure the campaign would be fought on 
more favorable grounds.
 On some votes, the question of what best ensures economic prosperity can come to the fore, 
as in most elections. As in elections, each side generally seeks to argue that its recommendation 
provides the best path. This is more of a valence issue, which comes down to the voter’s trust 
in the advice of one side rather than another. In elections, voters can be seen to be influenced 
by recent economic conditions; that is, people may judge economic competence by recent eco-
nomic circumstances. This is harder to generalize to a referendum. Arguably, the economy feeds 
into government satisfaction, and as discussed above, this is a common influence, but it could 
also be that bad conditions also influence the way voters think about the possible change that a 
referendum could bring, making them more fearful, or feeling they have little to lose (for a 
discussion and some evidence, see Sattler and Urpelainen 2012).

The referendum experience: knowledge

There is a substantial literature on how much voters know when it comes to elections, but in 
any one country the level of knowledge cannot be expected to vary hugely from election to 
election. However, in the case of referendums huge variation can be expected, as the salience 
of the topic, and the attention of parties, media and civic organizations is far from constant. It 
has been argued that in lower salience referendums voters are more inclined to take their cues 
from parties, with “second order” considerations more to the fore (Hobolt 2005, 2007).
 Referendums always involve some change. Most commonly this is a change to the constitu-
tion to enable new legislation, but in all cases there is the expectation of some change to the 
status quo. A common argument amongst campaigners against such change to voters unsure of 
the merits of the proposal is to vote “no” (i.e., for the status quo) if you don’t know, and there 
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is evidence that those who feel they do not know enough are inclined to follow this advice. The 
onus is on those campaigning for a “yes” to demonstrate that the future will be better than the 
status quo. Bowler and Donovan (1998) find that the least informed are inclined to reject pro-
posal for change and this is also being found in many other studies (see, for example, Nadeau, 
Martin and Blais 1999; Clarke, Kornberg and Stewart 2004; Whiteley et al. 2012; Schuck and 
de Vreese 2008; and see also Morisi 2016).

The referendum experience: campaign effects

If election campaigns tend to result in making vote choice more predictable, referendum cam-
paigns can be far less clear in their consequences. Hobolt’s argument (2007) that strong cam-
paigns reduce “second- order” effects does not always lead to predictability, even if a strong 
campaign increases issue voting, because campaigns may frame the debate in unexpected ways 
(see also Dvořák 2013). LeDuc argues on the basis of a broad comparative study that opinion 
changes most substantially in cases when “there is little partisan, issue or ideological basis on 
which voters might tend to form an opinion easily” (LeDuc 2003: 207). Campaigns in these 
cases involve opinion formation. In contrast, those cases when “the nature of the issue itself or 
the circumstances of the referendum generate strong cues based on partisanship, ideology or 
pre- existing opinions” show least evidence of instability (LeDuc 2003: 208). LeDuc describes a 
third case which should resemble the second type, but where the campaign successfully shifted 
the bases of decision making. A good illustration is an Australian vote in 1999 on removing the 
British monarch as head of state, which was lost when the “yes” side divided over the nature of 
the replacement, whether a president would be elected or appointed. This third type is itself 
unpredictable. Several votes on EU treaties across Europe were expected to pass on the basis that 
public opinion favored the EU, as did the major parties, but in the course of the campaign 
opinion moved against a “yes” vote, for change, as “no” campaigns moved the bases of decision. 
Hobolt and Brouard (2010) shows how French concerns focused on threats to the “social 
model” by EU liberalism, while Dutch concerns involved threats to identity (see also 
Lubbers 2008).
 Certainly, polls far in advance of the vote can be very poor guides indeed, and even polls a 
few weeks before the vote can be very wide of the mark, as the public in many cases have yet to 
engage with the debate. On the basis of a systematic study of polls in advance of a wide range of 
referendums in Europe (outside Switzerland) Fisher found clear evidence of a “status quo” effect, 
with support for change tending to decline over the course of a campaign (Fisher 2016).

The referendum experience: turnout effects

Turnout does vary a lot in referendums, and is often very low, but can vary very significantly 
from referendum to referendum. Butler and Ranney (1994) observed that turnout is typically 
less than in a general election. For instance, in Ireland, which has had thirty- nine referendums 
since 1937, turnout has varied from a low of 29 percent on University Representation in the 
Upper House, changes to adoption laws and changes to Bail provisions, to a high of 76 percent, 
adopting the new constitution in 1937, and 68 percent on accession to the EU in 1972. While 
half of all votes attracted a turnout of between 43 and 62 percent, a quarter were below 42 
percent and only a quarter above 62 percent (general election turnout in the same period aver-
ages 72 percent, with a low of 63 percent). In the US, proposals tend to be placed on the ballot 
along with the choices in a variety of elections. Magleby (1984: 90–95) observes that more 
voters participate in candidate choice than indicate support or opposition to propositions. 
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This increases the chances differential turnout can matter to the result. Nevertheless, as LeDuc 
(2003: 172) points out, referendum turnout can be as high or higher than in an election on some 
occasions.
 Individual determinants of turnout in referendums are broadly the same as in elections. That 
is, we expect older, more educated, more politically interested and wealthier electors to vote. 
Partisanship, and the activities of parties, can serve to reduce the impact of these individual level 
factors, but parties typically are less involved in getting out the vote in referendum campaigns. 
The intensity of the campaign and the familiarity of the subject are two factors highlighted by 
Kriesi (2005) as contributing to participation rates. He argues on the basis of Swiss evidence that 
high intensity campaigns in themselves do little to alter the participation differential between 
aware and unaware citizens, whereas votes on familiar topics see a smaller differential. Kriesi’s 
work notwithstanding (see also Lutz 2007), there has been little systematic work on the impact 
of lower turnout on referendum outcomes. One argument is that low turnout favors those 
against change, on the basis that those against something new are more committed, but equally 
plausible is that proponents of change are more committed. (Of course in referendums where 
turnout has to be above a threshold for it to have any effect, abstention might well be favored 
by those against the proposal. A recent example was the referendum in Hungary on migrant 
quotas. Rejection of the proposal [which was EU policy] was almost universal but only 44 
percent voted so the result was invalid.) There was evidence that low turnout did help those in 
the first Irish vote on the Nice Treaty who were opposed to it. There was a significant increase 
in turnout in the second vote and this went overwhelming to the “yes” side (Sinnott 2003) but 
the same effect was far less striking in the two votes on Lisbon, where the increase in the pro- 
Treaty vote was not down to higher turnout (Sinnott and Elkink 2010). Certainly there is no 
good evidence from the Irish case to indicate that differential turnout always helps the side 
opposed to change. Another expectation is that low turnout might benefit the position favored 
by the right – just as some argue left- wing parties are disadvantaged by low turnout. Lutz (2007) 
– studying the extensive Swiss experience – found low turnout in fact tended to hurt the right-
 wing position, but argued that a more informed electorate tended to be more left- wing, so if 
voters became more informed and so more motivated to vote, the bias might not be so clear. 
The referendum of Scottish independence in 2014 was notable for the very high level of turnout, 
over 84 percent, compared with below 70 percent in most recent general elections, but there is 
no evidence that this boosted the vote for the status quo. “No” voters were in any case more 
prevalent in those groups where turnout would normally be higher: older, more middle class 
and living in more affluent areas (Curtice 2014).

Conclusions

This chapter has summarized much of the work done in recent years on voting in referendums. 
While there is far less written on this topic than has been produced on elections, the body of 
work has been growing rapidly, not least because referendums have become rather more 
common in recent times. While referendums are ostensibly about particular policy issues or 
decisions and so differ from elections, in which people are voted in to office and make policy 
and take decisions across a very wide range of matters, there are some broad themes which run 
across research both referendums and elections. The role of parties and their leaders in providing 
a basis for the voter to make their referendum choice, just as this plays an important role in most 
elections, is one such theme. A second is the place of issues in such votes; and as in elections, 
research on referendums finds that not everyone views the same issues as important, and shows 
that for some voters the issue may not be connected directly to the immediate vote. As in 
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elections, the way in which the vote is framed is important. Because referendums are much 
more irregular than elections, and even when they are common, the topics may vary hugely, 
campaigns are typically much more important than they are in elections, as more people decide, 
and decide in unpredictable ways, during the last few weeks and days before the vote. One 
conclusion then is that what we know about elections generalizes to referendums in as much as 
the processes underlying decisions are similar but the context can be important, the actors can 
be different and the weight given to certain factors can be very different. While these themes do 
run across the growing body of work on voting behavior in referendums, there is also consider-
able diversity across these studies. In part this is because the study designs, the measures used and 
the theoretical approaches adopted vary considerably. While election studies have become rel-
atively institutionalized in many countries, allowing both cross- time and cross- country com-
parisons, referendums are still treated for the most part as one- off events and most of the surveys 
used to study referendums are quite separate from the more normal election studies. Of course 
the referendums themselves differ enormously, in terms of topics, the role of parties and other 
actors in campaigns, and the institutional basis of the vote, but until such variables can be built 
into particular studies, we are not able to assess properly quite how important that variation is 
to explaining differences in results obtained by different studies. Just as much of what we are 
coming to know about electoral behavior shows that institutional context is often a critical 
conditioning factor, so with referendums, conditionality is perhaps even more important and 
future research should be designed with this in mind if it is to properly develop our understand-
ing of voter choice in referendums.

Notes

1 Italy also provides for constitutional referendums, triggered by proposed changes to the constitution. 
Unlike the popular referendums in Italy, these are not subject to a quorum.

2 Using the Chapel Hill series of expert surveys, this author’s analysis shows Fine Gael averages 6.5 and 
Fianna Fail 5.8 on a 10-point pro- EU scale. On the expert surveys, see Bakker et al. (2015). On 
Ireland, see also Benoit (2009).
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the ProCess of PolitiCal 
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Robert Huckfeldt, Matthew T. Pietryka and John B. Ryan

A significant body of evidence demonstrates that voters are politically interdependent. They 
talk, they quarrel, they display yard signs and bumper stickers, and at times they persuade one 
another to adopt new and different opinions regarding parties, issues, and candidates. The 
modern origins of this research date to the pre- survey era (Tingsten 1932; Key 1949), but the 
dawn of survey research led to some signal accomplishments in locating the behavior of voters 
within a variety of spatially defined social and political contexts.
 The Columbia University sociologists (Lazarsfeld, Berelson, and Gaudet 1948; Berelson, 
Lazarsfeld, and McPhee 1954; McPhee 1963) provided compelling accounts of the importance 
of locally defined communities for political communication and choice. Butler and Stokes 
(1969) demonstrated the role of British constituencies as arenas for social influence and persua-
sion. While the Michigan voting studies have been criticized for an individualistic and atomized 
account of citizens in politics, Miller (1954), Converse (1964), and Miller and Stokes (1963) 
made substantial contributions to our understanding of the relationship between spatial location 
and the behavior of individual citizens. Finally, the intellectual origins of the literatures on 
context and politics owe a particularly significant debt to the path- breaking work of influential 
European social scientists (e.g., Tingsten 1932; Dogan and Rokkan 1974; Cox 1969; Johnston 
1986; Johnston and Pattie 2006; Pattie, Johnston, and Fieldhouse 1995; Pappi 2015; and 
others).
 Scholars often attribute the importance of spatially defined contexts to only vaguely defined 
patterns of social interaction operating within these contexts, thus giving rise to skepticism 
regarding the actual underlying mechanisms of influence. Correctly or incorrectly, the modern 
age is frequently believed to liberate social interaction from spatial constraint. The automobile, 
the telephone, and the internet are all given credit for removing spatially defined boundaries on 
association and communication. Thus the question naturally arises, how do counties, precincts, 
neighborhoods, municipalities, and constituencies produce these effects on social interaction?

Why contexts matter: the implications for social networks

Specifying the mechanisms that translate social contexts into a source of influence for individual 
citizens has progressed over time. Some of the earliest work stipulated a political effect that was 
mediated through social loyalties. A particularly compelling example is found in Langton and 
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Rapoport’s (1975) work on support for Allende in Santiago, Chile. Santiago residents who lived 
among the working class were more likely to identify as working class and to support Allende. 
The question thus becomes, what are the mechanisms and processes through which social loyal-
ties are affected? Indeed, the source of the effect on social loyalties is also likely to be the source 
for effects on political loyalties, opinions, preferences, and attitudes.
 The research on mechanisms for translating political and social contexts into a source of indi-
vidual influence took a new turn in the late 1970s as work emerged on the role of social net-
works in affecting individual behavior (Laumann 1973; Granovetter 1973; Burt 1978; 
McPherson, Smith- Lovin, and Cook 2001). The social network mechanism suggests that social 
contexts, conceived as the composition of various locally defined populations, have con-
sequences for the political configuration of social networks (Fieldhouse et al. 2014). For example, 
individuals who reside in environments populated by supporters of Democratic candidates are 
likely to demonstrate enduring patterns of interaction with individuals who support Democrats. 
Moreover, it gave rise to a literature that tied together networks and contexts with individual- 
level political behavior (Johnston 1986; Huckfeldt and Sprague 1995; Huckfeldt, Johnson, and 
Sprague 2004; Johnston 1999; Fieldhouse, Lessard- Phillips, and Edmonds 2016).
 In contrast, an individualistic explanation for social homophily within networks is that birds 
of a feather do indeed flock together, and people typically select associates who, for example, 
share their own political inclinations. The logical implication is that politics would thus become 
a context- free zone that is wholly dependent on a priori political preference. That is, political 
preference might dictate social interaction, rather than social interaction affecting politics 
(McPherson, Smith- Lovin, and Cook 2001).
 At the same time, the work of McPherson and Smith- Lovin (1987) also points to the import-
ance of structurally induced homophily. That is, context and social structure impose the bound-
aries of supply on associational choice. You may be a Christian Democrat who prefers talking 
politics with other Christian Democrats, but if you move to a locale with few Christian Demo-
crats, you may end up in political conversation with a friendly coworker who shares your 
passion for football but whose political preferences tack toward the Social Democrats. Thus the 
arrows run both ways: people have associational preferences, but their preferences are multi-
dimensional, and their social interaction choices are limited by locally defined availability 
(Huckfeldt 1983; Huckfeldt and Sprague 1988).
 This is the underlying substantive logic of a model that places contextual constraints on the 
process of network formation (Huckfeldt 1983; Huckfeldt and Sprague 1995). It is not that 
people do not have associational preferences based on politics, but rather that the opportunity to 
exercise these preferences is limited by the locally imposed constraints of work, neighborhood, 
and other contextual boundaries. Hence the relationships among networks, contexts, and associa-
tional preference are understood in terms of a stochastic process that is constrained by supply 
(Huckfeldt and Sprague 1995). Indeed, other research shows that there are even national- level 
constraints on network formation. Supporters of minor parties and candidates in Germany, the 
United States, and Japan during the early 1990s were likely to be imbedded in political discussion 
networks with higher levels of political disagreement (Huckfeldt, Ikeda, and Pappi 2005).

Citizenship in contexts and networks

The importance of social networks and social contexts for the exercise of citizenship has pro-
duced an avalanche of important questions and issues with respect to democratic politics. Begin-
ning perhaps with Rousseau’s early lament (1994, 1762) that the success of democracy depends 
on fully informed citizens acting in social isolation, a cascade of research issues have arisen, many 
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of which relate to underlying processes of influence. Is Rousseau’s concern warranted? Are we 
at the mercy of electorates with collective judgments that are undermined by interdependence 
– by a process in which social contagion drives voters to embrace the cause or candidate of the 
moment, with little capacity for carefully reasoned individual scrutiny and judgment?
 Serious concern regarding the civic capacity of modern democratic electorates is not a new 
development in the systematic study of political behavior (Michels 1911; Ortega y Gasset 1930; 
Schumpeter 1942), and contemporary reservations arose in the context of the first modern elec-
tion studies. Both the Columbia and Michigan election studies revealed individual voters who 
were often poorly equipped to exercise political judgment (Berelson, Lazarsfeld, and McPhee 
1954; Converse 1964). In contrast to the problem of the poorly informed, Lodge and Taber 
(2013) address the stubborn intransigence of the well informed. Rather than responding to new 
information in a thoughtful manner, the well informed are more likely to be emotionally com-
mitted to their viewpoints and judgments. Their preferences are non- negotiable as a con-
sequence of their ability to rationalize in the face of new information that conflicts with 
previously held beliefs.
 Issues such as these push the literature on contexts and networks toward a more complete 
specification of the political influence process as it occurs among individual citizens (Fieldhouse 
and Cutts 2012). Are democratic citizens the political dupes of their more knowledgeable peers? 
Are they capable of forming judgments that endure in time, regardless of socially communicated 
messages to the contrary? Questions such as these are best addressed with a second model of 
process – a model that takes into account deliberative judgment within the context of social 
communication among citizens.

Experts and activists in everyday life

Several streams of work focus on the social transmission of information from politically biased 
sources (Huckfeldt and Sprague 1995; Huckfeldt, Johnson, and Sprague, 2004). This work 
shows that individuals are likely to rely on others for guidance, and the individuals most likely 
to provide that guidance are the “experts” and “activists” who populate the corridors of everyday 
life (Ahn, Huckfeldt, and Ryan 2014) – individuals who are, in fact, more interested and more 
knowledgeable about politics. Indeed, we see that survey respondents are more likely to report 
conversation with their well informed and politically engaged associates, regardless of whether 
they hold agreeable political views (Huckfeldt 2001; Ryan 2010). Hence such a process can be 
seen as propagating the biased views of Lodge and Taber’s highly motivated citizens.
 We employ a model of Bayesian decision- making to consider political communication 
among citizens within this particular context. Bayesian updating is typically translated to suggest 
that voters form an opinion based on their own devices, but then continue to revise and update 
their opinion in a more or less objective response to new incoming information (Bullock 2009; 
Gerber and Green 1998; Bartels 2002). The problem is that, to the extent citizens invoke the 
bias of their own prior beliefs as well as the biased beliefs of others within their social networks, 
one might question whether they are capable of updating to take account of new information 
that conflicts with their own pre- existent beliefs in any sort of objective way.
 We begin by addressing the problem in the hypothetical context of a voter’s judgment 
regarding a candidate based on an informant’s report regarding the candidate’s trustworthiness. 
In formal terms, the Bayes theorem says that:

P(A | B) =   P(B | A)P(A) ___________ P(B)   = P(B | A) ×   P(A) ____ P(B)   (1)
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where:
A = an individual believes that a particular candidate is honest.
B = an informant alleges that the candidate is honest.
P(A) = the base rate or the prior: the probability that the individual believes the candidate is 
honest, absent the informant’s report.
P(A|B) = the conditional probability that the individual believes the candidate is honest, given 
the informant’s report.
P(B) = the probability that the informant would report that the candidate is honest.
P(B|A) = the likelihood function, or the probability that the informant’s report would allege the 
candidate is honest, given that the candidate is honest.

The likelihood function is particularly important, effectively indexing the individual’s assess-
ment regarding the informant’s judgment – a “best guess regarding the probability distribution 
from which the evidence is drawn” (Bullock 2009). In this context, the likelihood provides the 
expected probability that the informant’s report converges with the individual’s own prior 
belief, and for these purposes it is helpful to re- express the likelihood function in its definitional 
form as:

Hence the likelihood simply indexes the probability of agreement between the individual’s 
prior and the informant’s report, relative to the individual’s prior. If the likelihood function is 
large, it suggests the individual will be more likely to trust the informant’s report. In the context 
of Equation 1, a larger likelihood function weights the individual’s prior judgment more heavily 
in estimating the posterior judgment.
 In contrast, as the likelihood function approaches zero in Equation 1, the individual becomes 
more likely to reject the informant’s report and the P(A|B) converges on zero. At one extreme, 
the new information simply confirms what the individual already believed. At the opposite 
extreme, when the likelihood approaches zero, the individual rejects the new information, and 
P(A|B) converges on zero.
 Does Bayesian updating imply an objective analysis of incoming information? To the con-
trary, Equation 1 suggests that the key to the influence of new information is a function of 
whether the recipient trusts the message, where “trust” is anchored in an expectation that the 
individual and the informant share priors with the same or similar probability distributions. This 
lack of trust in new information from a suspect source closely resembles Lodge and Taber’s 
(2013) supremely self- confident rationalizing voter!
 While the likelihood function hardly qualifies as an objective screening device, within this 
narrowly defined context it may make sense for individuals to take information from others who 
share their general preferences (see Downs 1957; Ahn, Huckfeldt, and Ryan 2014). The 
important point is that the Bayes theorem does not require that individuals give equal weight to 
messages anchored in viewpoints that diverge from their own.
 Other readers may question whether the report of an informant actually qualifies as informa-
tion, inasmuch as it is mediated by another individual’s subjective viewpoint. The problem is 
that virtually all information is mediated. Even the most objective news reports are mediated 
by editors, writers, and the current supply of newsworthy items (Boydstun 2013). The 
important point is that a Bayesian analysis of incoming information employs a credibility filter 
that is contingent on a shared probability distribution for the prior beliefs of the producers and 

P(B I A) = peA and B) = P(AnB) 
peA) peA) 
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recipients of political information. In short, the Bayesian model does not assume that voters base 
their updates on a random sample of the available data. To the contrary, the sample is weighted 
in favor of information that comes from a trusted source with shared preference distributions.

The update as a weighted summation

In this context, the Bayes theorem and its likelihood function do not theoretically presuppose a 
great deal, and it might even reasonably appear that Equation 1 and its rearrangement are simply 
accounting equations. As Bullock demonstrates, much of the value (and perhaps the contro-
versy) of applying Bayes’ theorem to the beliefs of voters and their response to new information 
arises if we are willing to assume that the probability distributions are normally distributed.
 In the following discussion, we assume that a candidate’s honesty is an inherent underlying 
characteristic of the particular candidate that is fixed in time (see Bullock 2009) – once a crook 
always a crook! At the same time, we assume that the basic underlying characteristic will mani-
fest itself in a range of behaviors and reports of such behaviors that demonstrate a normal distri-
bution around a central tendency. That is, even the most crooked political boss sometimes did 
pass out turkeys and hods of coal at Christmas, and even a president who stole his first Senate 
election might have possessed an honest and sincerely altruistic motive in supporting the twen-
tieth century’s most significant civil rights legislation (Caro 1982, 1990). On this basis it can be 
shown (Bullock 2009: 1111; Lee 2004: 34–37) that:

 (2)

where:
belief1|x1 = the individual’s view regarding the candidate’s honesty at time 1, given the inform-
ant’s communicated view regarding the candidate’s honesty at time 1.
belief0 = the individual’s prior judgment, at time 0.
τ0 = the precision of the prior belief = 1/σ0

2, where σ0
2 is the variance around the prior.

τx = the precision of the news report = 1/σx
2, where σx

2 is the variance around the news report.

Thus the updated belief is simply a sum of the weighted prior belief plus the weighted new 
information – in this instance the news report. The weights are the relative precision of each 
component, with precision measured as the inverse of the variance.
 This form of the Bayesian expectation is intuitively appealing. It says that people rely on their 
priors more heavily when these prior judgments are more precise – less variant. They depend 
on the incoming stream of information more heavily when it repeatedly confirms the same 
message, thereby converging on a common signal.
 Some individuals, lacking well- anchored views, are likely to believe everything they read or 
hear. If this is the case, it means the likelihood function is small, and the updated judgment will 
rely heavily on the news report. Alternatively, some individuals with particularly strong attitudes 
blame the messenger when a message contradicts their prior judgments. Indeed, hearing a 
message from a persistently adversarial news outlet (Fox News for some and MSNBC for others) 
may generate pre- conscious negative responses to the message.
 At the same time, the Bayesian expectation leaves two questions unanswered regarding the 
implications for judgment and behavior. First, how do individuals arrive at these weights on 
prior judgments and new information? Second, how much political information is purposefully 
acquired and evaluated. Finally, how much information and guidance is an incidental byproduct 
of generalized patterns of social interaction. Much of the resistance to Bayesian reasoning in 

beliefl I Xl = beliefo (TO / (TO + Tx)) + Xl (Tx / (TO + Tx)) 
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political science has been motivated by disbelief regarding the capacity of voters to incorporate 
Bayesian decision- making strategies in a self- conscious manner. That is, do we really think that 
the same voters whom Converse (1964) discovered in his classic work – the voters who hold 
inconsistent views, are incapable of thinking about politics in systematically ideological terms, 
and demonstrate low levels of knowledge and awareness – are capable of employing the Baye-
sian logic of Equation 1? Perhaps not!
 To the contrary, many voters might, in fact, be unintentional Bayesians. Without ever hearing 
of Bayes or wrapping their heads around conditional probabilities and likelihood functions, they 
arrive at decisions that appear to be Bayesian because they recognize, or at least form inherently 
subjective judgments regarding, the levels of variance both in their own priors as well as in the 
stream of new information they confront. Several hypotheses arise, drawing on the form of the 
Bayesian logic portrayed in Equation 2 as well as studies in conformity theory, motivated rea-
soning, and social network effects on individual behavior.

Bayes, Asch, and conformity

The Asch conformity experiments (1955, 1963) are frequently seen as compelling evidence 
regarding the malleability of individual perception, the strong pressures that produce conformity 
within social groups, and the incapacities of individuals to sustain their own independent judg-
ments. In the Asch experiments, individual subjects participate as one of eight subjects in what they 
believe to be a group experiment. Unknown to the one true subject, the other seven participants 
are confederates in a hoax. The group is shown two cards – the first has one straight line and the 
second has three straight lines of different lengths. Each individual is asked, in turn, to identify the 
line on the second card that is the same length as the line on the first card (Asch 1955).
 In some instances, all the bogus subjects identify the wrong line. In this context, subjects 
conform to the incorrect judgment of the other subjects nearly one- third of the time. Approxi-
mately three- fourths of the subjects conformed at least once, and thus approximately one- fourth 
never conformed.
 What are we to make of these results? A cognitive dissonance interpretation is that individu-
als form judgments to reduce dissonance. In the world of politics and political communication, 
one might expect that individuals adopt the political views of their surrounding associates in an 
effort to reduce the discrepancy between their own beliefs and the beliefs of others. The experi-
ments have often been seen as a powerful demonstration of conformity effects because, after all, 
if individuals can be persuaded to deny their own sensory perceptions, it would seem they might 
be persuaded to believe almost anything! Indeed, carried to its extreme, the logic suggests that 
one might be able to persuade almost anyone of almost anything, and hence we should not be 
surprised to see very high levels of political homogeneity within small social groups.
 Ross and his colleagues (1976) call this interpretation into question. According to their 
account, the particular nature of the Asch experiments made conformity pressures especially 
compelling. When fellow “subjects” in the Asch experiments inexplicably and unexpectedly 
adopt a position that runs contrary to the true subject’s perception of the obvious reality, the 
individual confronts a substantial quandary. Thus the power of the Asch experiments is anchored 
in an attribution effect – there was no obvious way to attribute a cause for the mistaken consen-
sus. What possible explanation could account for the other subjects’ unanimous but mistaken 
judgments? Indeed, it is the lack of variance in the false subjects’ judgments that is so particularly 
powerful. When just one of the seven bogus subjects diverged from the group’s false judgment 
by consistently providing a correct report, majority opinion was effectively nullified. Can these 
results be interpreted within the Bayesian framework of Equation 2?
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 The true subjects’ priors are based on their own sensory perceptions regarding the length of 
the lines. We would expect this prior to have low variance, assuming that individuals are gener-
ally able to trust their own judgments in discriminating something as straightforward as the 
length of lines on a piece of paper. Thus, it requires unanimity in the incoming information 
stream, for a variance of zero, to overturn the prior, and even then the prior is not always over-
turned. In short, it is possible to understand the Asch experiment, with its dramatic example of 
group conformity effects, within the context of Bayesian updating. Hence it is possible to com-
prehend the power of conformity effects with reference to the variance attached to an incoming 
information stream, but what of the variance attached to prior judgments?

Bayes and motivated reasoning

In the context of politics and political information, motivated reasoning reflects the resistance 
and unwillingness of individuals to take political experience and political information at face 
value. People do not engage in an objective search for the truth when confronting new political 
events and new political information. To the contrary, they process new information and new 
experience within the context of their own political views, the most important of which are 
anchored in deeply held emotions and attitudes that have been reinforced over time. This tend-
ency often means that they resist the information streams produced through print and electronic 
media, as well as through social communication, based on pre- conscious responses to political 
stimuli that they find repugnant or objectionable. Rather than being the objective evaluators of 
new information, they are the biased evaluators of the information streams they encounter based 
on their own particular preferences and viewpoints (Kunda 1990).
 Who are the most likely to engage in motivated reasoning? In general, motivated reasoning is 
more likely among the most sophisticated – those who are more attentive, better informed, and 
hence more committed to their own viewpoints (Lodge and Taber 2013). Indeed, we would 
expect that a reasonable updating process would consider new information in the context of old 
information. That is, indeed, the primary democratic value typically cited in support of a well- 
informed citizenry. One reason to educate the citizenry in a democratic political system is to 
ensure that voters are not swept along by fads, movements, and ephemeral causes. At the same 
time, carried to its extreme, motivated reasoning produces real problems for democratic politics.
 Anti- democratic as well as democratic values carry the potential to generate motivated rea-
soning. Moreover, the sophisticated members of all tribes are susceptible: liberals and conser-
vatives, radicals and reactionaries, Democrats and Republicans. All share the same human 
instinct – the more they know, the more confident they become in their own judgment, and 
the less likely they are to entertain new information. Indeed, as they become truly confident, 
their response to contrary arguments is likely to be anchored in a physiological rather than a 
reasoned response – patterns of association in long- term memory that might short circuit a 
deliberative response (Fazio 1995; Huckfeldt et al. 1998, 1999).
 Is political polarization the ultimate result? We are persuaded by Bullock’s argument that 
there is nothing in Bayes’ theorem to suggest that either polarization or convergence is a neces-
sary outcome of an updating process that reflects the weights placed on priors and new informa-
tion. Indeed, our argument is that it is not the updating process or the priors that necessarily 
dictate the outcome of the process, but rather the nature of the individuals’ subjective levels of 
confidence, both in their own priors as well as in the incoming stream of new information to 
which they are exposed. The question remains: do subjective levels of confidence reflect the 
objective reality, which in this instance is the level of precision in priors and information 
streams?
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 In order for this to be a meaningful question, we must demonstrate that people do, in fact, 
have the opportunity to confront political stimuli that conflict with their own prior judg-
ments. Indeed, many analysts have argued that people’s judgments are never threatened by 
disagreeable information and viewpoints. In Bayesian terms, people never budge from their 
priors because they are located in political environments and exposed to information streams 
that simply reinforce whatever viewpoints they hold (Tam Cho, Gimpel, and Hui 2013; 
Bishop 2008).

Voters and social communication in a national election

Information streams come in a variety of forms with varying content conveyed through various 
channels: newspapers, television, and social communication through a wide variety of media – 
personal conversations at work and over the dinner table; yard signs and bumper stickers on 
neighborhood lawns and cars; and even interactions with strangers wearing political lapel pins. 
The political content of these information streams is particularly important, and for illustrative 
purposes we focus our attention on the social communication that occurs through small 
groups.
 Each respondent to the post- election survey of the 2000 National Election Study (NES) was 
asked the first names of the people with whom they discussed “government, elections, and pol-
itics.” After providing these names, they were asked to make a judgment regarding the presiden-
tial candidates for whom each of these discussants voted. Hence we have the opportunity to 
address the respondents’ presidential candidate preferences within the context of their percep-
tions regarding the preferences of their primary political discussants.
 Several concerns quite naturally arise regarding the capacity of individuals to make accurate 
judgments regarding the preferences of others. One possibility is that a false consensus effect 
might be produced (Fabrigar and Krosnick 1995) in which individuals assume or perceive that 
associates agree with their own preferences when, in fact, these associates hold divergent views 
regarding the presidential candidates. Other analyses, from elections in 1984, 1992, and 1996, 
using a battery of questions very similar to that employed in the 2000 NES (Huckfeldt and 
Sprague 1995; Huckfeldt et al. 1995; Huckfeldt, Johnson, and Sprague 2004), show that a false 
consensus effect does in fact exist. Unlike the 2000 NES, these other studies included a snowball 
component in which the associates of the main respondent were identified as well, thereby 
making it possible to verify the respondents’ perceptions regarding the political preferences of 
their discussants.
 Several properties of the false consensus effect are important. First, it is generated as much by 
the preferences held by others in the ego’s environment as it is by the particular preference of 
the particular alter. In other words, there is a tendency for individuals to generalize based on 
their own preferences as well as the preferences of others when discerning the preferences held 
by a particular associate.
 Second, this false consensus bias does not swamp the signal being transmitted, and individuals 
are generally quite accurate in perceiving the preferences held by others in their political com-
munication networks. Hence we can say that people are communicating real information in real 
relationships.
 Based on the 2000 NES data, Table 22.1 shows the level of diversity within the respondents’ 
political communication networks (Huckfeldt, Johnson, and Sprague 2004). First, there is a 
tendency toward homophily – Bush voters are less likely to have Gore supporters in their net-
works, and Gore voters are less likely to have Bush supporters in their networks. At the same 
time, less than half of the Bush voters report being located in homogeneous Bush networks, 
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and less than half of the Gore voters report being located in homogeneous Gore networks. 
Additionally, more than one- third of Gore voters had a Bush supporter in their network, and 
more than one- third of Bush voters had a Gore supporter in their network.
 In short, many voters confront a significant level of variance in the political messages they 
encounter within communication networks, but others encounter a uniform stream of informa-
tion. Indeed, by virtue of the fact that they are able to provide a generally accurate account 
regarding the preferences of their associates, they are by definition registering their own aware-
ness regarding these levels of variance.
 A question naturally arises: if information is influential, how does disagreement survive 
within these networks. First, it is important to establish that these networks are not typically 
constructed as hermeneutically sealed primary groups. To the contrary, some of our friends are 
not typically the friends of our other friends, and this fact carries important consequences in a 
number of contexts (Granovetter 1973).
 In the current context, it means that Andreas may be a Social Democrat and his friend Bernd 
may be a Christian Democrat. At the same time, the other friends of Andreas may share his 
Social Democratic loyalties, and Bernd’s other friends may be Christian Democrats. In short, 
disagreement and disagreeing associates are likely to be the manageable exception rather than 
the rule. At the same time, Table 22.1 and Huckfeldt, Johnson, and Sprague (2004) show that 
it is not a rare exception, and it carries important consequences for the social flow of political 
information, as well as for “socially sustained disagreement” (117ff.). People are imbedded in 
social environments that emit political signals, but the signals are not uniformly heterogeneous. 
Many individuals confront a non- constant stream of signals, and individuals tend to recognize 
the variance within their own social contexts.
 Second, political scientists have employed the seven- point party identification battery in 
interviews with voters for nearly 70 years. A primary virtue of this battery is that it captures the 
extremity (and implicitly the variance) of an individual’s prior partisan judgment regarding can-
didates and issues. In short, the Equation 2 rendering of Bayesian updating would seem to be a 
reasonable match to the task that voters address in elections, based on the measures that political 
scientists have developed to address the problem.

Table 22.1  Level of diversity within political communication networks for the respondents to the 2000 
National Election Study; weighted data

Gore Neither Bush

A Percent of network voting for Gore by respondent’s vote (unweighted N = 1147)
None (0%) 14.2% 58.2% 64.3%
Some 44.3% 29.3% 28.5%
All (100%) 41.5% 12.5% 7.2%
Weighted N = 436 268 399

B Percent of network voting for Bush by respondent’s vote (unweighted N = 1147)
None (0%) 63.2% 46.7% 12.6%
Some 32.3% 36.2% 39.9%
All (100%) 4.5% 17.0% 47.5%
Weighted N = 436 268 399

Source: 2000 National Election Study.

Note
Unit of analysis is respondent; weighted data.
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 Some of these voters are strong partisans in correspondingly strong partisan contexts – their 
priors and the stream of information they experience have low levels of variance and point in 
similar directions. Others have weak priors and are located in networks that send conflicting 
political messages with high levels of variance. In short, one size does not fit all, but a theoretic 
construct based on Bayesian updating does not necessarily constitute a dramatic departure 
from what political psychologists and political behavior scholars have been asserting for quite 
some time. It is possible to introduce a similar Bayesian logic into a dynamic experimental 
framework for assessing communication and influence among individuals (Huckfeldt, Pietryka, 
and Reilly 2014).

Conclusion: social contexts and unintentional Bayesians

Without ever intending to do so, people often act as Bayesian decision- makers. They are 
likely to make explicit or implicit judgments relative to the precision of their own judgments, 
as well as to precision of the incoming information – the quality and heterogeneity of the 
information being offered by newspapers, television, and radio, as well as by other individuals. 
At the same time, their judgments regarding precision are open to criticism. That is, there is 
potentially a great deal of variance and perhaps bias in their estimates regarding the quality of 
their own judgments as well in their estimates regarding the variance in the stream of informa-
tion upon which they are relying to formulate priors and reach judgments regarding relevant 
information.
 The discussion of citizens as Bayesian decision- makers is too often contingent on an exces-
sively self- conscious model of decision- making. People making everyday decisions – such as 
their presidential election vote – are unlikely to consider contingent probabilities and likeli-
hoods in arriving at a course of action. They do, however, arrive at implicit assumptions and 
pre- conscious assessments regarding the reliability of their own subjective attitudes toward the 
candidates, as well as the pre- conscious judgments regarding the reliability of the new informa-
tion they are obtaining from the media, from the candidates, and from other voters (Huckfeldt 
2007). Indeed, we have seen that the likelihood function is directly related to the ability and 
willingness of individuals to filter incoming messages based on their own opinions and expecta-
tions. In this context, these unintentional Bayesians employ many of the devices typically identi-
fied with rationalizing voters.
 The same logic and analytic framework helps to explain the status and role of opinion leaders 
in democratic politics. Two qualities give rise to opinion leadership: the opinion leader’s confi-
dence in her own beliefs and opinions, as well as an increased frequency of communication with 
others about politics (Ahn, Huckfeldt, and Ryan 2014). This increased frequency of communi-
cation arises for two reasons. First, people are reassuringly accurate not only in recognizing the 
political viewpoints of their associates, but also in recognizing their associates’ levels of political 
expertise (Huckfeldt and Sprague 1995; Huckfeldt 2001). Second, those who invest more 
heavily in political information become more confident in their own opinions as well as becom-
ing more likely to share their opinions with others. Indeed, this investment leads to a pre- 
conscious commitment to their own views, frequently making it difficult for them to stay quiet 
in the collective deliberations of democratic politics!
 Finally, in terms of social communication in politics, the most influential new information 
often arrives via the backdoor through interactions predicated on purposes unrelated to politics. 
Daily encounters in the family, the workplace, and the neighborhood are unlikely to be care-
fully screened on the basis of political viewpoints. Thus politically heterogeneous views carry 
the potential to slip in under the radar with important consequences not only for an individual’s 
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political views, but also for their assessments regarding the distribution of opinions in their 
locally defined environments (Ahn, Huckfeldt, and Ryan 2014; Huckfeldt and Sprague 1995: 
Chapter 8).

Note

1 The authors are grateful for the very helpful comments of Prof. John Bullock.

References

Ahn, T. K., Huckfeldt, R., and Ryan, J. B. (2014) Experts, Activists, and Democratic Politics: Are Electorates 
Self- Educating?, New York: Cambridge University Press.

Asch, S. E. (1955) “Opinions and Social Pressure,” Scientific American, vol. 193, no. 5, November, 31–35.
Asch, S. E. (1963) “Effects of Group Pressure Upon the Modification and Distortion of Judgments,” in 

Guetzkow, H. (ed.) Groups, Leadership and Men: Research in Human Relations, New York: Russell and 
Russell: 177–190.

Bartels, L. M. (2002) “Beyond the Running Tally: Partisan Bias in Political Perceptions,” Political Behavior, 
vol. 24, no. 2, June, 117–150.

Berelson, B. R., Lazarsfeld, P. F., and McPhee, W. N. (1954) Voting: A Study of Opinion Formation in a 
Presidential Election, Chicago: University of Chicago Press.

Bishop, B. (2008) The Big Sort: Why the Clustering of Like- Minded America is Tearing Us Apart, New York: 
Houghton- Mifflin.

Boydstun, A. E. (2013) Making the News, Chicago: University of Chicago Press.
Bullock, J. G. (2009) “Partisan Bias and the Bayesian Ideal in the Study of Public Opinion,” Journal of Pol-

itics, vol. 71, no. 3, July, 1109–1124.
Burt, R. S. (1978) “Cohesion Versus Structural Equivalence as a Basis for Network Subgroups,” Sociologi-

cal Methodology and Research, vol. 7, no. 2, November, 189–212.
Butler, D. and Stokes, D. E. (1969) Political Change in Britain, London: Macmillan.
Caro, R. (1982) The Path to Power, New York: Knopf.
Caro, R. (1990) Means of Ascent, New York: Knopf.
Converse, P. E. (1964) “The Nature of Belief Systems in Mass Publics,” in Apter, D. E. (ed.) Ideology and 

Discontent, New York: Free Press: 206–261.
Cox, K. R. (1969) “The Voting Decision in a Spatial Context,” Progress in Geography, vol. 1, no. 1, 

81–117.
Dogan, M. and Rokkan, S. (eds.) (1974) Social Ecology, Cambridge, MA: MIT Press.
Downs, A. (1957) An Economic Theory of Democracy, New York: Harper and Row.
Fabrigar, L. and Krosnick, J. A. (1995) “Attitude Importance and the False Consensus Effect,” Personality 

and Social Psychology Bulletin, vol. 21, no. 5, May, 468–479.
Fazio, R. H. (1995) “Attitudes as Object- Evaluation Associations: Determinants, Consequences, and Cor-

relates of Attitude Accessibility,” in Petty, R. E. and Krosnick, J. A. (eds.) Attitude Strength: Antecedents 
and Consequences, Hillsdale: Erlbaum: 247–282.

Fieldhouse, E., and Cutts, D. (2012) “The Companion Effect: Household and Local Context and the 
Turnout of Young People,” Journal of Politics, vol. 74, no. 3, July, 856–869.

Fieldhouse, E., Cutts, D., John, P., and Widdop, P. (2014) “When Context Matters: Assessing Geograph-
ical Heterogeneity of Get- Out-The- Vote Treatment Effects Using a Population Based Field Experi-
ment,” Political Behavior, vol. 36, no. 1, March, 77–97.

Fieldhouse, E., Lessard- Phillips, L., and Edmonds, B. (2016) “Cascade or Echo chamber? A Complex 
Agent- Based Simulation of Voter Turnout,” Party Politics, vol. 22, no. 1, March, 241–256.

Gerber, A. and Green, D. P. (1998) “Rational Learning and Partisan Attitudes,” American Journal of Political 
Science, vol. 42, no. 3, July, 794–818.

Granovetter, M. (1973) “The Strength of Weak Ties,” American Journal of Sociology, vol. 78, no. 6, May, 
1360–1380.

Huckfeldt, R. (1983) “Social Contexts, Social Networks, and Urban Neighborhoods: Environmental 
Constraints on Friendship Choice,” American Journal of Sociology, vol. 89, no. 3, November, 651–669.

Huckfeldt, R. (2001) “The Social Communication of Political Expertise,” American Journal of Political 
Science, vol. 45, no. 2, April, 425–438.



R. Huckfeldt et al.

278

Huckfeldt, R. (2007) “Unanimity, Discord, and the Communication of Public Opinion,” American Journal 
of Political Science, vol. 51, no. 4, October, 978–995.

Huckfeldt, R. and Sprague, J. (1988) “Choice, Social Structure, and Political Information: The Informa-
tional Coercion of Minorities,” American Journal of Political Science, vol. 32, no. 2, May, 467–482.

Huckfeldt, R. and Sprague, J. (1995) Citizens, Politics, and Social Communication: Information and Influence in 
an Election Campaign, New York: Cambridge University Press.

Huckfeldt, R., Beck, P. A., Dalton, R. J., and Levine, J. (1995) “Political Environments, Cohesive Social 
Groups, and the Communication of Public Opinion,” American Journal of Political Science, vol. 39, no. 4, 
November, 1025–1054.

Huckfeldt, R., Ikeda, K., and Pappi, F. U. (2005) “Patterns of Disagreement in Democratic Politics: Com-
paring Germany, Japan, and the United States,” American Journal of Political Science, vol. 49, no. 3, July, 
497–514.

Huckfeldt, R., Johnson, P. E., and Sprague, J. (2004) Political Disagreement: The Survival of Diverse Opinions 
within Communication Networks, New York: Cambridge University Press.

Huckfeldt, R., Levine, J., Morgan, W., and Sprague, J. (1998) “Election Campaigns, Social Communica-
tion, and the Accessibility of Discussant Preference,” Political Behavior, vol. 20, no. 4, December, 
263–294.

Huckfeldt, R., Levine, J., Morgan, W., and Sprague, J. (1999) “Accessibility and the Political Utility of Par-
tisan and Ideological Orientations,” American Journal of Political Science, vol. 43, no. 3, July, 888–911.

Huckfeldt, R., Pietryka, M. T., and Reilly, J. (2014) “Noise, Bias, and Expertise in Political Communica-
tion Networks,” Social Networks, vol. 36, no. 1, January, 110–121.

Johnston, R. (1986) “Places and Votes: The Role of Location in the Creation of Political Attitudes,” Urban 
Geography, vol. 7, no. 2, March, 103–117.

Johnston, R. (1999) “Conversation and Electoral Change in British Elections, 1992–1997,” Electoral 
Studies, vol. 20, no. 1, March, 17–40.

Johnston, R. and Pattie, C. (2006) Putting Voters in their Place: Geography and Elections in Great Britain, 
Oxford: Oxford University Press.

Key, V. O., Jr. (1949) Southern Politics in State and Nation, New York: Vintage Books.
Kunda, Z. (1990) “The Case for Motivated Reasoning,” Psychological Bulletin, vol. 108, no. 3, November, 

480–498.
Langton, K. P. and Rapoport, R. (1975) “Social Structure, Social Context, and Partisan Mobilization: 

Urban Workers in Chile,” Comparative Political Studies, vol. 8, no. 3, October, 318–344.
Laumann, E. O. (1973) Bonds of Pluralism: The Forms and Substance of Urban Social Networks, New York: 

Wiley.
Lazarsfeld, P. F., Berelson, B., and Gaudet, H. (1948) The People’s Choice: How the Voter Makes up his Mind 

in a Presidential Campaign, New York: Columbia University Press.
Lee, P. M. (2004) Bayesian Statistics: An Introduction, 3rd Edition, London: Arnold.
Lodge, M. and Taber, C. A. (2013) The Rationalizing Voter, New York: Cambridge University Press.
McPhee, W. N. (1963) Formal Theories of Mass Behavior, New York: Free Press.
McPherson, J. M. and Smith- Lovin, L. (1987) “Homophily in Voluntary Organizations: Status Distance 

and the Composition of Face- to-Face Groups,” American Sociological Review, vol. 52, no. 3, June, 
370–379.

McPherson, J. M., Smith- Lovin, L., and Cook, J. M. (2001) “Birds of a Feather: Homophily in Social 
Networks,” Annual Review of Sociology, vol. 27, August, 415–444.

Michels, R. (1911) Political Parties: A Sociological Study of the Oligarchical Tendencies of Modern Democracy, 
New York: Hearst’s International Library.

Miller, W. E. (1956) “One- Party Politics and the Voter Revisited,” American Political Science Review, vol. 
50, 707–725.

Miller, W. E. and Stokes, D. E. (1963) “Constituency Influence in Congress,” American Political Science 
Review, vol. 57, no. 1, March, 45–56.

Ortega y Gasset, J. (1930) Revolt of the Masses, New York: Norton.
Pappi, F. U. (2016) Die Politikpräferenzen der Wähler und die Wahrnehung von Parteipositionen als Bedingungen 

für den Parteienwettbewerb um Wählerstimmen, Mannheim: Mannheimer Zentrum für Europäische Sozial-
forschung.

Pattie, C. J., Johnston, R. J., and Fieldhouse, E. (1995) “Winning the Local Vote: The Effectiveness of 
Constituency Campaign Spending in Great Britain, 1983–1992,” American Political Science Review, vol. 
89, no. 4, December, 969–986.



Networks, contexts, and political influence

279

Ross, L., Bierbrauer, G., and Hoffman, S. (1976) “The Role of Attribution Processes in Conformity and 
Dissent: Revisiting the Asch Situation,” American Psychologist, vol. 3, no. 2, February, 148–157.

Rousseau, J- J. (1994) The Social Contract or the Principles of Political Right, New York: Oxford University 
Press. (Original work published 1762.) 

Ryan, J. B. (2010) “The Effects of Network Expertise and Biases on Vote Choice,” Political Communication, 
vol. 27, no. 1, January, 44–58.

Schumpeter, J. A. (1942) Capitalism, Socialism, and Democracy, New York: Harper and Row.
Tam Cho, W. K., Gimpel, J. G., and Hui, I. S. (2013) “Voter Migration and the Geographic Sorting of 

the American Electorate,” Annals of the Association of American Geographers, vol. 103, no. 4, 856–870.
Tingsten, H. (1963) Political Behavior: Studies in Election Statistics, translated by V. Hammarling, Totowa, 

NJ: Bedminster. (Originally published in 1937.)



280

23

Persuasion and 
Mobilization efforts by 
Parties and Candidates

Justin Fisher

Introduction

At the heart of any discussion about persuasion and mobilization efforts by parties and candidates 
is the extent to which campaigns have any significant electoral impact at all. A perusal of the 
literature on voting behavior and turnout in this volume, for example, could lead one to the 
conclusion that campaigns are, in fact, little more than a ritual with negligible impact on 
the outcome of an election. This might seem a bizarre claim – after all, parties and candidates 
expend a great deal of time, energy and money on campaigning. If they had so little effect, why 
would they bother? Yet, in any examination of campaign effects, we must first ask two ques-
tions: why might campaigns (not) matter? And, will campaigns always be equally (in)effective?
 Holbrook (1996) neatly summarizes key points that are pertinent to the first question. He 
outlines a series of scenarios where efforts in persuasion and mobilization may or may not be seen 
as being electorally significant. First, drawing on work going back to Campbell et al.’s The Amer-
ican Voter, long- term influences on voting behavior such as partisan identification and socio- 
demographic effects suggest that campaigning may be less significant. While there may be 
short- term effects, many voters are likely to behave in accordance with existing predispositions 
(Holbrook 1996: 6–7). Second, from a different perspective and drawing on V. O. Key’s (1966) 
important work, party performance may be said to be the deciding factor. Here, voters’ interpre-
tations of incumbent performance and challenger potential are the deciding factors rather than 
the self- promotion in campaigns (Holbrook 1996: 8). Third, economic interpretations (which 
may be related to party performance) may be said to drive electoral popularity. Moreover, as 
Fiorina (1981) argues, it may be such judgments over time which contribute to the formation of 
a partisan identification – a form of brand loyalty derived from satisfactory product performance 
rather than emotional attachment. Finally, there is the principal argument often cited against 
campaign effects and inspired originally by Lazerfield, Berelson and Gaudet’s seminal study (1944: 
102–104) – namely that few voters change their minds as a result of campaigns. Rather, that 
reinforcement is the most likely outcome. Consequently, it is argued that this suggests the relative 
unimportance of campaigns. Of course, none of these arguments say that campaigns have no 
effect, rather that their impact will frequently be negligible in terms of electoral impact.
 On the other side of the coin, there is a series of arguments that suggest campaigning may be 
(potentially) effective. First and foremost, we need to challenge the assumption that a lack of 
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change in voting behavior is evidence of the ineffectiveness of campaigns. There is no good 
reason why a voter’s change of mind should be conceived as being any more significant than the 
reinforcement of both committed and wavering supporters. The down- playing of reinforcement 
makes no logical sense. To be sure, voter switch may be easier to measure, but the cementing of 
voter choice is just as significant and, indeed, is more likely to occur. Fundamentally, reinforce-
ment is just as significant as change. Second, while long- term factors such as partisan identifica-
tion and socio- demographic effects may well limit some of the potential for campaign effects, 
there is clear evidence in many countries that the intensity of voters’ partisan attachments has 
declined significantly (see, for example, Crewe and Denver 1985; Dalton 2002a). Equally, the 
impact of socio- demographic factors is weaker, leading in many cases to greater electoral volatil-
ity (Pederson 1979; Crewe and Denver 1985; Dalton 2002b; Dalton, Wattenburg and McAllister 
2002). Under such conditions, the potential for campaign effects is much greater.
 Third, and relatedly, there is some evidence that voter indecision has increased (Holbrook 
1996: 12–13; McAllister 2002: 23–27). In Britain, for example, while some may have reserva-
tions about the survey question capturing when voters decided how to vote, there has been a 
clear and consistent increase over time in voters deciding their vote closer to polling day (see 
Figure 23.1). This also presents greater potential for campaign effects. Fourth, while voters may 
indeed make electoral judgments on the basis of performance which are ostensibly exogenous 
to campaigning, there is an argument to be made that long- term party campaigning will act to 
some degree as a preference shaper of voter judgments. In other words, voters’ assessments of 
party and candidate performance may be endogenous where campaigning occurs over the long 
term, rather than only in the period immediately before elections.
 Overall, therefore, it appears there are good reasons to suggest that campaigns have the poten-
tial to deliver electoral impact. The question then becomes an empirical one as to whether they 
do in fact make any difference to outcomes and, more specifically, under what circumstances 
these effects are most likely to occur? This latter question is one that has gained increasing atten-
tion from those analyzing the persuasion and mobilization efforts by parties and candidates (Cox 
and Thies 2000; Fisher, Cutts and Fieldhouse, 2011a; Farrell and Schmitt- Beck, 2002).
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Which campaigns?

When thinking about electoral campaigns, a distinction is usually drawn between national and 
local (district or constituency) campaigns. Reference is frequently (and still) made to the 
“ground” and “air” wars: the latter being the national campaigns fought through television, the 
national press and, increasingly, the internet and social media (see Ward, Gibson and Cantijoch 
in this volume); the former being the work conducted by activists at the local (district or con-
stituency) level. The distinction between the two levels has never been completely neat and has 
become increasingly open to challenge (Fisher and Denver 2008). Notwithstanding this blurring 
of boundaries, it is clear from only a cursory look at the literature that national campaigns have 
historically been the primary focus of academic attention, especially since the onset of the tele-
visual age from the 1950s onwards. Butler and Rose (1960: 120), for example, in their study of 
the 1959 British general election concluded that “… if all constituency campaigning were aban-
doned, the national outcome would probably be little altered.” Writing ten years later, Dennis 
Kavanagh (1970: 79) similarly dismissed local efforts as inconsequential, asserting that the main 
value of the constituency campaign is that it “gives the members something to do. … It is, for 
many, the only time they help apart from voting and paying dues.” As this chapter makes clear, 
however, these conclusions about the marginal impact and even death of district- level cam-
paigning have proven to be highly exaggerated.
 Demonstrating electoral effects of campaigns at the national level has always presented signi-
ficant methodological challenges. For example, when is it accurate to say that a campaign has 
started? What counts as campaign spending and what is “routine”? How do you capture the 
effects of non- party or non- candidate campaigns – so called “third party” activity? One attempt 
to tackle some of these questions can be seen in the work of Fisher (1999). In particular, he 
sought to address the problem of defining a campaign starting point by studying the impact of 
annual party expenditure on poll ratings over a thirty- five year period. This meant that party 
popularity was measured on an annual basis rather than just at the time of elections. Further-
more, the use of a more continuous measure of party popularity reduced the bias caused by the 
omitted effects of “third party” activity, since such efforts would be occurring almost entirely in 
election years. The results were interesting in that they showed that national campaigns, as 
captured by annual party expenditure, delivered very little in terms of consistent or sizeable 
electoral payoffs.
 Separate to the problems of accurately measuring the electoral impact of national campaigns, 
there has been a growing questioning of the assumption that campaign effects are confined to 
the national level. Indeed, Fisher (2015) has gone so far as to suggest that the national campaign 
may now be effectively subsumed into district- level activities. Consequently, attention has 
shifted to measuring the persuasion and mobilization attempts by parties and candidates, and 
their effects at lower levels of aggregation – districts or constituencies. This switch has also been 
accompanied by an increasing variation in the range and level of methodological sophistication 
among the analyses conducted.

Election spending

The most common approach taken to understanding the drivers and consequences of campaign-
ing at the district level has involved the study of election spending by candidates and parties (in 
part, due to data availability). Gary Jacobson (1978, 1980, 1990) was a pioneer in this regard, 
using data from US congressional elections to examine whether money was a significant factor 
in determining the electoral fortunes of candidates. While he hypothesized that spending would 
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matter, his key insight was that it would be of greater significance for challengers than for 
incumbents. This was based on the logic that ceteris paribus, voters will choose to support those 
candidates about whom they have the most information. Since incumbents can use their office 
to publicize themselves, they require less publicity – and therefore less funding – during an elec-
tion campaign. Moreover, incumbents will be likely to spend less if they feel that their re- 
election is reasonably assured. Conversely a challenger, who has not enjoyed the benefits of 
incumbent publicity, will have greater need for campaign finance (Jacobson 1980: 36–37). As a 
result, money spent by challengers should have a greater electoral impact than that spent by 
incumbents.
 While empirical analysis has largely supported his arguments, Jacobson’s work has been 
subject to some criticism. Green and Krasno (1988), for example, contended that incumbent 
spending was more significant than Jacobson claimed and that challenger spending less so, and 
subject to diminishing returns. Gerber (1998: 402) also suggested that, while incumbents are 
likely to be better known and have an information advantage, challengers may also spend money 
to address new issues that are not on the established political agenda. As a consequence, chal-
lengers have the advantage, in theory, of coming to be seen as the champions of a particular 
cause. On more methodological grounds, Cox and Thies (2000: 41) have claimed that Jacob-
son’s findings about the lower impact of incumbent spending may be due to omitted 
variable bias.
 Notwithstanding these criticisms, Jacobson’s main conclusion that candidates’ efforts to per-
suade voters (indicated by their levels of campaign spending) has an electoral payoff has been 
borne out by further research in the US and other democratic contexts (Benoit and Marsh 2003; 
Carty and Eagles 1999; Forrest, Johnston and Pattie 1999; Johnston and Pattie 1995; Maddens 
et al. 2006; Palda and Palda 1998; Pattie, Johnston and Fieldhouse 1995). A key finding from 
this latter body of work has been that challenger spending has its most beneficial effect in elec-
tions that use single member districts rather than proportional representation systems (Sudulich, 
Wall and Farrell 2013: 771).
 Overall, the use of election spending as a measure for campaign intensity has provided some 
highly compelling findings. However, despite the generally supportive findings, the use of cam-
paign expenditure as a measure of campaign strength is nevertheless potentially problematic. 
First, as Fisher (1999) observes, the relationship between spending and electoral payoffs depends 
on an assumption that different candidates or parties will spend with equal degrees of skill. This, 
of course, can be subject to empirical testing, but suffice to say the assumption that X dollars will 
buy Y votes is not a robust one. Second, the focus on activity which incurs cost ignores that 
which does not. Fisher et al. (2014) show, for example, that free campaigning may deliver more 
in the way of electoral payoffs than candidate spending, and thus a less financially endowed 
candidate may be able to offset her disadvantage by engaging in more “free” campaigning. As a 
consequence, while a useful indicator of campaign strength, it is clear that a sole focus on spend-
ing is likely to fail to capture a significant amount of non- monetary but highly influential cam-
paign activity.

Measuring district- level campaign effects

Notwithstanding the concerns about the use of campaign spending, a significant comparative 
literature has developed since the early work of Jacobson, suggesting that campaigning efforts by 
political parties and candidates impact positively, in terms of both mobilization and turnout 
(Gerber and Green 2000; Karp, Banducci and Bowler 2007; Hillygus 2005; Marsh 2004, Carty 
and Eagles 1999). The UK case has been particularly prominent (Clarke et al. 2004, 2009; 
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Whiteley and Seyd 1994; Whiteley et al. 2013; Pattie, Johnston and Fieldhouse 1995; Denver 
and Hands 1997; Denver et al. 2003; Fieldhouse and Cutts 2009; Fisher, Cutts and Fieldhouse 
2011a; Johnston and Pattie 2014).
 Overall, the approaches employed in the comparative literature can be broadly divided into 
two types: those that rely on individual- level survey data and those relying on aggregate- level 
indicators of campaign strength (such as campaign spending). In addition, there are also isolated 
examples that use experimental methods (see, for example, Gerber and Green 2000).Those 
studies employing individual- level data typically use national or cross- nation election study data 
and specifically measures of self- reported campaign contact by candidates and parties (see, for 
example, Karp, Banducci and Bowler 2007; Clarke et al. 2004, 2009; Whiteley et al. 2013). 
They then examine the extent to which this contact has affected voter decision- making. These 
approaches have generally indicated that more contacts can deliver positive effects – especially 
amongst voters who are undecided closer to polling day (Clarke et al. 2004, 2009; Whiteley et 
al. 2013; Fisher, Cutts and Fieldhouse 2011a).
 These individual- level analyses suffer, however, from three significant drawbacks. First, they 
rely on respondent recall. While respondents may well remember a personal encounter with a 
candidate or party worker, they are far less likely to accurately recall the number of leaflets they 
received or how often they were contacted through social media. Leaflets, it is often argued, are 
as likely (maybe more likely) to go the way of the unsolicited pizza advertisement as they are to 
be read by voters. Equally, social media sites contain a vast amount of peripheral information 
which is likely to reduce the accuracy of contact recalled by respondents online. The second 
problem that studies using individual survey data face is that, for the purposes of measurement, 
respondents will almost certainly be unable to ascertain the origin of the communication they 
receive. To be sure, they can tell which party is being promoted, but unless they are familiar 
with the intricacies of electoral law, will be unaware of whether communication came from the 
district campaign or the national one. This is, obviously, only a problem for political scientists 
– not the (potential) voter. However, it illustrates very neatly the ongoing methodological dif-
ficulties associated with isolating the effects of campaign activity within a district. The third 
problem use of these data present is a practical one. To capture the variety of different means of 
voter contact for all parties running in elections requires a considerable amount of survey space, 
which is not always available. The 2015 British Election Study, for example, featured more 
questions than ever before on campaign contacts. Yet, there was still insufficient space to capture 
some of the main ways voter contact can occur through online channels.
 To address some of these problems, scholars have turned to forms of aggregate data that tap 
into the extent of local party effort and party members’ levels of activism. This approach has 
been particularly prevalent in the UK, first in an important series of studies by Seyd and Whiteley 
(1992, 1994), making use of party membership survey data to examine the impact of local activ-
ism, during and outside of election periods, on parties’ electoral fortunes. The authors found 
that for both Labour and Conservative parties, higher levels of activism had a positive impact on 
their party’s share of the constituency vote. Their analysis thus complemented and enhanced the 
earlier work of Johnston and Pattie which had focused on expenditure by capturing the impact 
of pre- campaign and also campaign activity that incurred no cost. Like previous studies, however, 
it also faced a number of key limitations. First, like expenditure, party activism was a proxy 
rather than direct measure of actual campaign intensity. Second, given it was an off- shoot of a 
larger project on party members, the data did not cover all constituencies – particularly in the 
study of Conservative members (Denver and Hands 1997: 243–245). Finally, as later work 
revealed, a significant proportion of the labor undertaken in district- level campaigns is typically 
done by activists who are not themselves party members (Fisher, Fieldhouse and Cutts 2014). 
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It thus again missed a significant part of the campaign effort that was happening locally. Despite 
these shortcomings, the analyses using party member data were important in reinforcing the 
notion that campaigning mattered and could deliver electoral payoffs.
 A second approach was pioneered by Denver and Hands (1997) in their study of the 1992 
British general election. To capture a fuller picture of campaign intensity, the authors surveyed 
the individuals responsible for running campaigns at the district level. In the British context, this 
was the candidates’ electoral agent. Denver and Hands devised a set of questions, which captured 
more than just members’ campaign activities and those things that cost money. Rather, the 
survey captured a range of important factors which contribute to varying levels of campaign 
intensity: preparation, organization, manpower, use of computers, use of telephones, polling 
day activity, use of direct mail, level of doorstep canvassing and leafleting. These data had several 
advantages over the previous types used, the most important of these being that they provided 
a direct rather than proxy measure of campaign intensity. In addition, the survey captured cam-
paign effort that incurred costs, and those that were delivered for free. Finally, it covered more 
districts than the study of members.
 This approach is, of course, not entirely bias or error free. First, like the studies based on 
national election survey data, the analyses are based on self- reported responses to a question-
naire. This raises the strong possibility of inflated claims in respect of activity levels. This com-
plaint, however, should be considered against the considerable variance in the levels of campaign 
intensity that is evident in basic frequency reports from the surveys. Thus, if respondents are 
inflating their effort by 10 percent, while this may affect the absolute values reported, it does not 
necessarily affect the relative differences observed between campaigns. Certainly, repeated com-
parisons between the distribution of campaign effort reported by agents and candidate spending 
indicate the data are robust. Second, and again similarly to all survey- based methods, there is a 
missing data problem due to non- response. This has made some analyses that rely on responses 
for all parties in a given district more challenging, though approaches such as those employed by 
Fieldhouse and Cutts (2009), which have combined survey and spending data, have helped to 
alleviate the problem of missing data to a degree.
 In step with the findings from previous studies by Johnston and Pattie and Seyd and Whiteley, 
Denver and Hands showed that more intense constituency campaigning did deliver electoral 
payoffs. However, they also showed that the effects were not uniform. What was critical was the 
effective targeting of campaigns. For campaigns to have electoral impact they needed to occur 
in districts where candidates and parties were either seeking to take a seat or defend it from a 
realistic challenge. More specifically, it was revealed that both Labour and Liberal Democrat 
campaigns yielded payoffs, while those run by Conservatives did not. This difference was due 
primarily to the fact that the latter’s strongest campaigns took place in those seats that it held 
comfortably. The Denver and Hands methodology has been refined over the years to reflect 
new developments in campaigning (see Fisher, Cutts and Fieldhouse 2011a). Its central finding 
remains, however. Campaigning at the district level can produce electoral payoffs, but those 
payoffs will be greater if efforts are properly targeted where they are needed most.
 While the study of local level campaigning is most developed in the British case, it is never-
theless striking how the findings are replicated across other countries. Both single country and 
comparative studies, using a variety of approaches, have reported similar findings, despite varia-
tions in electoral systems (see, for example, André and Depauw 2016; Gschwend and Zittel 
2015; Karp, Banducci and Bowler 2007; Marsh 2004; Sudulich, Wall and Farrell 2013). The 
broad universality of results across electoral systems is important, since we might expect target-
ing to occur mostly in majoritarian systems with single member districts (where the winner takes 
all in an individual district), rather than more proportional ones (where the relationship between 
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votes and seats may be less dependent on electoral geography). Karp, Banducci and Bowler 
(2007) and Viñuela, Jurado and Riera (2015), however, demonstrate this is not the case. In line 
with the expectations of Karp, Banducci and Bowler (2007: 92), parties “expend greater effort 
on mobilizing voters when the expected benefits of turning out voters are greatest, relative 
to cost.”
 Thus far, we have shown that a variety of different methodological approaches applied across 
a range of different countries support the view that campaigning matters. In general, it seems 
that well- targeted, more intensive campaigning leads to a stronger electoral performance. In 
addition to affecting vote choice, there is also evidence to suggest that campaigning can boost 
turnout. Karp, Banducci and Bowler (2007), for example, in a large N comparative study using 
survey data find that campaigning does mobilize voters, while Fisher et al. (2016a) and Trumm 
and Sudulich (2016) show that the same holds in more detailed studies of the British general 
election of 2010. All three studies, however, also show that there is variation in terms of effects. 
Karp, Banducci and Bowler (2007) find that campaigning in candidate- based systems is more 
likely to mobilize voters than in party- based systems – a result they attribute to the fact that 
levels of party contact in safe seats in countries with single member districts are still higher than 
in those of countries using proportional representation. Thus, although there does appear to be 
greater scope for targeting seats in majoritarian systems, this does not necessarily mean that 
voters in non- target seats are neglected (Trumm and Sudulich 2016: 6). Fisher et al. (2016a) find 
that campaign effects on turnout vary by party in Britain, with campaigns of less popular parties 
having the least impact and, in some seats, actually appearing to diminish turnout.

The importance of context

The preceding review makes clear the importance of comparative studies in developing the 
literature on campaign effects, both across space and time. Essentially this work has provided 
very convincing evidence to show that any effects are variable and contingent on a range of 
exogenous factors. While this may seem to be an obvious point, in truth, most studies have 
failed to progress beyond answering the initial question of whether campaigns have electoral effects. 
Much less attention has been given to the second but equally important question of whether cam-
paigns are equally effective and under what circumstances. This latter issue is now fast becoming one 
of the important new puzzles to occupy those analyzing campaign effects.
 Fisher, Cutts and Fieldhouse (2011a), for example, have argued that the effectiveness of a 
campaign is dependent on four key elements that are exogenous to the campaign effort: the 
closeness of the election, the likelihood of the election producing significant change, the effec-
tiveness of the targeting that occurs and the level of clarity on the objectives a party has in any 
election. The first of these elements – the closeness of the election – is likely to increase the 
impact of the campaign given that voters are more primed or cued to receive party messages. 
The effects of competitiveness are, however, also moderated by parties’ popularity – where 
parties are not unusually popular or unpopular at the national level – popularity equilibrium 
within the parties’ usual range of support (Fisher, Cutts and Fieldhouse 2011a: 818). If parties 
are unusually unpopular, the impact of their campaigns is less likely to be decisive since voters 
will be less receptive to their messages. For more popular parties, the campaign has a more negli-
gible impact since voters typically will already have decided to vote for them. Research using 
experimental methods has certainly supported the idea that campaign interventions are affected 
by the level of popularity of the party (Niven 2001; Hillygus 2005; Arceneaux and Nickerson 
2009; Fieldhouse et al. 2014). Similarly, in terms of turnout, Karp, Banducci and Bowler (2007: 
95–96) have shown that parties in a non- competitive position find it difficult to persuade 
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potential voters to go to the polls. The rationale being that mobilizing in support of such a party 
is perceived as making very little difference to the outcome.
 The second key element linked by Fisher, Cutts and Fieldhouse (2011a) to an effective cam-
paign is the likelihood that the election will lead to a change in the current political status quo. 
Anticipation of a change of government provides added momentum to the campaign, and par-
ticularly for that of the challenger, building a so- called bandwagon effect (Bartels 1988). The 
logic is that the momentum of challengers where electoral change is likely makes voters more 
receptive to their message. The third factor they see as increasing the impact of campaigns relates 
to the extent and type of targeting that takes place. While in general more targeting might be 
expected to yield stronger electoral benefits, given that resources are finite, logic would suggest 
that parties targeting a large number of seats would enjoy smaller electoral returns since resources 
would be diluted, thereby lowering the intensity of individual campaigns. Conversely, targeting 
fewer seats should produce greater electoral payoffs as the intensity will be better concentrated 
in those seats that matter most. As with the first factor, however, party popularity – or again 
unpopularity – is likely to moderate these expectations. Where there is a party that is particularly 
unpopular, parties that are more popular are likely to see greater dividends in targeting larger 
numbers of seats. Despite their resources being more diluted and producing a less intense indi-
vidual campaign, voters will be less receptive to the unpopular parties’ campaigning.
 The final condition these authors see as boosting campaign effectiveness, independent of 
level of the effort being made follows on from, and links to, the previous factor. Where the 
campaign has a strong central management that can efficiently coordinate and direct district 
efforts then it is better able to set and deliver on its targeting objectives and thus run a more 
successful campaign. If parties have clear objectives (such as winning a small majority or denying 
another party a majority, rather than just trying to win as many seats as possible), the electoral 
benefits are likely to be greater. These second two points are important, because the negative 
effects of national- level party unpopularity can be countered to a degree if campaigns have clear 
goals and are appropriately targeted. These four elements are summarized in Table 23.1.

What types of campaigning matter?

As well as understanding the external circumstances under which a campaign is most likely to 
be effective, it is also important to consider the type of campaign activity that is being under-
taken. As we have seen, those studies that focus on a particular activity or set of behaviors, using 
surrogate measures such as spending or local party member activism, are unlikely to capture the 
full range of techniques that parties and candidates employ to persuade and mobilize voters. This 
type of differentiation requires starting with a broader and more abstract classificatory schema.
 Drawing upon the developmental narratives and frameworks set out by Norris (2002) and 
Farrell and Webb (2002), we can identify three broad types of campaigning strategies: traditional, 

Table 23.1 Exogenous factors influencing likely effectiveness of constituency campaigns

More effective campaigns Less effective campaigns

Closeness of election Popularity equilibrium Unpopular party(ies)
Significant change likely Challenger(s) Incumbent
High numbers of targeted seats Unpopular party(ies) Popularity equilibrium
Central management Clear objectives Unclear objectives

Source: Fisher, Cutts and Fieldhouse (2011a).
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modern and e- campaigning.1 Traditional campaigns are seen as being characteristic of the early 
years of competitive elections. They are labor intensive and typically include activities such as 
leafleting, doorstep canvassing and “last minute” polling day activity to ensure voters make it to 
the polls. By way of contrast, “modern campaigning” reflects the incorporation of technology 
into campaigns through the use of computers, specialist campaign software, direct mail and the 
use of telephones to both canvass voters and remind them to vote. A third and more recent 
development refers to the integration of email, internet and social media into campaign com-
munication and the associated increasing specificity and personalized quality of that contact (see 
Ward, Gibson and Cantijoch in this volume).
 Differentiating campaigns in this way is important for two principal reasons. First, it helps us 
understand how campaigning styles have developed over time, and reminds us that they will 
continue to do so. This particularly applies in respect of the adoption of technology, where 
developments are often rapidly superseded by newer or alternative technologies. As a con-
sequence, it makes little sense to assume that what is used in past campaigns will automatically 
be used in subsequent ones. Second, we can extend the analysis to look at voters’ responses to 
each campaigning mode and how far they are likely to have an effect on their decision to turn 
out and also on whom to support.
 To date, the findings about the electoral effects of the broad categories of traditional, modern 
and e- campaigning have shown some differences across types. Of course, in the “real world” no 
candidate or party campaign is exclusively traditional, modern or electronic, just as no campaign 
is either based solely on spending or free work. Furthermore, if a candidate or a party engages 
in intense traditional campaigning, it is likely that they will also engage in intense modern cam-
paigning, too. It is thus almost impossible to completely isolate the effects of any particular 
approach. Nonetheless, some convincing attempts to try to measure the relative effects of engag-
ing in more or less traditional, modern or electronic campaigning has been undertaken. The 
results show that voters do respond to all three types of stimuli, with positive responses becoming 
more common as an approach becomes entrenched. The findings with regard to e- campaigning 
are mixed, with some studies reporting a significant boost to candidate support if they engage in 
such activity (D’Alessio 1997; Gibson and McAllister 2011; Sudulich and Wall 2010), whereas 
others have struggled to find much in the way of positive electoral effects (Fisher, Cutts and 
Fieldhouse 2011b; Fisher et al. 2016b; Hansen and Kosiara- Pederson 2014). By way of contrast, 
the findings for the effectiveness of traditional campaigning methods in securing votes are subject 
to no such debate (Sudulich and Wall 2011; Fisher et al. 2014; Fisher et al. 2016b). Voters may 
respond to many cues, but respond best to human contact.
 Finally, it is worth saying something about diversification of methods used and campaign 
effectiveness. While few, if any, campaigns rely exclusively on one type of activity, the range of 
methods that are used varies considerably. Sudulich and Wall (2011) examined the extent to 
which a greater diversification of methods paid off electorally for candidates in the Irish general 
election of 2007. Analyzing candidate spending returns they found a positive electoral impact of 
diversification when it was accompanied by a significant monetary investment. Candidates with 
lower budgets were found to be more successful if they diversified less and focused instead on 
doing a few things well rather than several things poorly (Sudulich and Wall 2011: 98). This 
matters, because it shows that there is no “one size fits all” in respect to campaign effects. Cam-
paigns are more or less electorally effective depending on context, just as diverse campaigns are 
more or less successful depending upon the level of available resources.
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Conclusions

The decline in the intensity of group and voter attachment to parties has created significant 
potential for campaign effects. In this chapter, we have shown how a range of studies, con-
ducted in different electoral settings and using different types of data, have supported the idea 
that campaigns are now filling the gap that those more fixed forces once occupied. At the dis-
trict level in particular, it has been shown that campaigning can increase turnout and deliver 
electoral payoffs for particular parties. Given this well- established finding, attention is now 
switching to looking at differential campaign effects and identifying the circumstances under 
which campaigns are more or less effective.
 At the party or candidate level this seems to come down – in part – to one’s status as a chal-
lenger or incumbent. Overall or general popularity, however, also matters. It is much more 
difficult for a party to campaign effectively if that party is already unpopular since voters will be 
less receptive to any messages they send. Equally, highly popular parties or candidates will also 
have less effective campaigns, since voters are already likely to plan on voting for them. At the 
macro level then, the wider political and institutional context matters. Campaigns do not take 
place in a vacuum. The electoral environment and the degree to which campaigns are properly 
coordinated and planned are key variables in determining the likelihood of delivering payoffs. 
Campaign efforts matter; but they don’t matter equally all of the time.
 Finally, we have made the point that campaigns are multi- faceted and operate across different 
levels and in different modes. A contemporary campaign will use cutting- edge technology 
alongside old- fashioned personal contact – indeed increasingly they may try to integrate the two 
together, blurring the boundaries and creating new hybrid forms of voter mobilization. However, 
it remains worth stressing that the mere existence of a new approach does not guarantee it will 
be electorally successful. Voters take time to become accustomed to new forms of contact and 
not all are successful in the longer term. Certainly one method that has stood the test of time is 
that of human contact. Indeed, such is the continuing importance of human contact that it 
makes less sense to speak of campaigns following an inevitable linear path of evolution, and 
more sense to say that, whatever happens, human contact forms the most important part of cam-
paigns. Rather, it is the supporting cast of technology that evolves.

Note

1 The frameworks set out by Norris (2002) and Farrell and Webb (2002) were originally developed to 
capture developments in national- level campaigning. Fisher and Denver (2008) develop these frame-
works to better reflect developments in district- level campaigning.
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Campaign StrategieS, media, 
and VoterS

the fourth era of political communication

Holli A. Semetko and Hubert Tworzecki

A number of interrelated developments have transformed election campaigns and, taken 
together, have ushered in a new, fourth, era in political communication. Advancing technology 
and the new uses to which it is put in campaigns and elections is a key feature of this fourth era, 
which can be distinguished from the influential three- era framework of political communica-
tion of the late 1990s and early 2000s (Farrell, 1996; Farrell and Webb, 2000; Norris, 2000; 
Schmitt- Beck and Farrell, 2002). The fourth era began to take shape with the rapid growth of 
social media from the mid- 2000s.
 From the perspective of advancing technology and the new uses to which it is put in cam-
paigns and elections, three major developments distinguish the fourth era of political communi-
cation from the previous eras. One development is the rise of “big data”: a massive increase in 
the volume of electronically stored information about individuals, households and geographical 
units such as postal code zones, along with the hardware, tools and analytical techniques for 
deploying this information in campaign settings. A second major development is the turn toward 
news consumption via social media, which on the one hand has had a profoundly democratizing 
effect in that it gave an unprecedentedly large number of people a means of joining in national 
political discourse, but on the other hand – and, paradoxically, with ominous consequences for 
democracy – it has diminished the fact- checking and gate- keeping roles once played by political 
and media elites, giving free and very visible reign to falsehood, incivility and outright hate 
speech. An important related development is the impact of big data analytics on news flows, and 
the realization by key actors that these news flows can be gamed, including by what Howard 
(2012) calls “computational propaganda,” meaning automated “bots” and other algorithms that 
can catapult a message into a heralded “viral” or “trending” status that then feeds traditional news 
agendas. The third major development is “globalization” of campaigning, not only in the sense 
of growing similarity of strategies and techniques used throughout the world and across a wide 
range of economic, cultural and political contexts, but also in the sense of growing trans- national 
circulation of money, personnel, know- how and other campaign resources. While in the past this 
had usually meant Western (especially American) influence spreading to other countries, now-
adays it can also mean the expertise and resources of non- democratic states being deployed in the 
West. An especially prominent example was Russia’s use of hackers during the 2016 US pres-
idential election, a development described by the head of the National Security Agency as a 
“conscious effort by a nation- state to achieve a specific effect” (The Wall Street Journal, 2016).
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 The opportunities and challenges for candidates and parties on the campaign trail in this 
fourth era of political communication can be found in more countries, and among more polit-
ical parties, than ever before. This is not only because of the global spread of technology to 
lower- income countries, but also because of the growth in the number of countries holding 
multi- party election campaigns, which now includes many states governed by what political 
scientists describe as “competitive authoritarian” regimes (Levitsky and Way, 2010).
 Our discussion of the fourth era in political communication includes examples from recent 
campaigns in higher- income democracies in North America and Europe, India, a lower- income 
country with a rapidly growing economy, and Russia as an example of a competitive authorit-
arian regime. Across each of these contexts, the evidence points to growing sophistication 
among campaign strategists worldwide in the use of online tools for gathering voter data, man-
aging campaign resources, mobilizing voters, rapidly generating new (mis)information and 
enhancing the effectiveness of political communication.

The eras of political campaigning

Periodizations that refer to several distinct “eras” of political campaigning began to appear in the 
literature around twenty years ago. Farrell (1996) and, later, Farrell and Webb (2000) and 
Schmitt- Beck and Farrell (2002) proposed that we ought to think about eras broadly corre-
sponding to the newspaper age, the television age and the (then just emerging) digital age. A 
similar argument was made by Norris (2000), who identified pre- modern, modern and post- 
modern eras of campaigning and later redefined these as people- intensive, broadcast- based and 
internet- based eras (Norris, 2005). In all of these frameworks, each era was defined by a combi-
nation of factors including the organization of political parties, the nature of social and partisan 
alignments, the available technology of communication, the prevailing techniques of coordin-
ation, mobilization and feedback- gathering, as well as factors such as campaign costs, duration, 
staffing patterns and so forth.
 In the case of the United states, the first era, spanning about a century and ending around 
1950, relied on partisan printed press and, later, radio broadcasts, combined with “whistle- stop” 
tours by leaders and mostly decentralized campaigning operations, involving rallies and doorstep 
canvassing, ran by local activists. During the second era, from the 1950s to mid- 1980s, parties 
and candidates relied heavily on being featured in news programs on network television (which 
back then was generally speaking non- partisan) for political messaging and campaign communi-
cation. The second era was also characterized by more centralization and greater professionaliza-
tion of campaigns, which in turn entailed longer duration and rising costs. The third era – from 
the late 1980s to late 1990s – was that of the “permanent campaign,” characterized by “nar-
rowcasting” of messages through direct mail and targeted television advertising and a return to 
decentralization, but with a vastly greater role (compared to the first era) played by professional 
consultants, pollsters and marketing specialists, all against the backdrop of dealigning electorates 
and fragmenting audiences as deregulation and new technologies – cable, satellite and early 
internet – led to a great expansion in the number of media outlets. Timing differences aside, this 
framework also applies to many other democracies besides the US.
 The fourth era represents an evolutionary development and not a revolutionary break with 
the past. Some aspects – like the fact that campaigns are now heavily professionalized, expensive 
and pretty much permanent – are not changing. However, a number of features set the fourth 
era apart from its predecessor. As with the previous transitions, technological innovation is a big 
part of this evolutionary story, and in the case of the fourth era it involves new campaigning 
tools, techniques and capabilities opened up by the rise of “big data” technologies on the one 
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hand and the rise of social media as news distribution channels on the other. While it is true that 
social media have empowered ordinary citizens and made it possible for a much greater diversity 
of voices to be heard, in combination with big data they have also given campaign professionals 
the means of identifying potential supporters and bombarding them with messages with far 
greater precision than ever before, while at the same time giving them greater freedom to play 
fast and loose with the facts. In this world of “post- truth politics” (Viner, 2016), the line between 
factual information and opinion is increasingly blurred, and the recipients of campaign messages, 
ensconced in “information bubbles” courtesy of individually- tailored news feeds delivered to 
them by social media platforms, are not likely to encounter either authoritative corrections to 
deliberately spread falsehoods, or indeed any other information inconsistent with their tastes, 
sensibilities and political commitments.
 And, last but by no means least, what makes the fourth era distinct is that political cam-
paigning techniques have gone global in a way that was not the case in the past. In contrast to 
previous decades, these days almost all countries – even those run by strongman dictators – 
hold elections that superficially look the same as in democracies, use many of the same tech-
nologies of communication and mobilization, and sometimes are even managed by the very 
same professional advisors who also work in democracies. However, far from representing a de 
facto capitulation of authoritarianism to democratic norms, the fourth era has also been 
characterized by increasingly widespread use of manipulation and misinformation techniques 
in campaigning originally developed in authoritarian settings. This development stands in 
sharp contrast to past eras during which observers noticed – in the alleged worldwide “Amer-
icanization” of campaign techniques (Plasser, 2000) – that know- how was spreading in one 
direction only.

Political campaigns and big data

We begin with a look at one set of consequences of technological change for political cam-
paigning, namely the rapidly falling costs of digital storage, along with the development of 
hardware and software capable of analyzing vast quantities of information about individuals, 
households and geographical units such as electoral districts or postal code zones. Of course, 
various forms of mass- scale data collection and processing have existed for decades, and arguably 
can be traced all the way back to the use of paper punch cards in the 1890 US census. But data 
storage remained limited and expensive well into the modern era, and even during the 1970s 
and 1980s the mainframe computers of that period had to make do with reel- to-reel tape drives 
that could hold only about 200 megabytes per tape. In practical terms, this meant that, although 
some experimentation with new campaigning tools such as computer databases of donors, voters 
or volunteers began back in the 1970s, it was only about twenty years ago when large- scale 
deployment of these new technologies became both economically and technologically viable.
 Moves toward the use of “big data” in election campaigns began in the 1990s, first in the 
United States, then in other industrial democracies, and finally in other parts of the world. The 
United States was a frontrunner in these efforts for a number of reasons. Under US election 
laws, candidates and parties must overwhelmingly rely on private rather than public financing, 
which has meant that the demands of fundraising have been among the major drivers of techno-
logical innovation, closely followed by the ever- present need to maximize the efficiency of 
GOTV (get- out-the- vote) efforts across large geographical areas with relatively low population 
densities. In the mid- 1990s, both major US parties began to put together national databases of 
potential supporters by compiling information from voter registration files, census records, 
membership lists of issue advocacy organizations (NRA, AARP and so forth), supplementing it 
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with commercially- available data on income, assets and even shopping habits from credit- 
reporting agencies. The Help America Vote Act (HAVA), passed by Congress in 2002, and 
requiring states to maintain computerized, state- wide voter registration lists (which are con-
sidered public records and are made available to campaigns), helped to speed these efforts along. 
In the event, the Republican Party’s project called Voter Vault was ready by 2002. The Demo-
crats’ big data initiatives were called Demzilla and DataMart, and were first used in the 2004 
presidential election (Gertner, 2004). In 2008 and 2012, the Democrats contracted with Catal-
ist, a company that served the Obama campaign and most of the party’s campaigns at various 
levels, along with affiliated organizations and interest groups. Catalist maintains a continually 
updated national database of voters, in which each voter is listed with more than 700 predicted 
characteristics. The targeting database is most actively used by competitive campaigns across 
House, Senate and gubernatorial races for large- scale canvassing operations (Hersh, 2015). Cat-
alist also partners with NGP- VAN (Voter Activation Network), which gathers the data to 
provide an easily accessible portal for campaign strategists. Last but not least, the past several 
years have seen the entry into this market of private firms that sell individual- level data as a com-
mercial product. Some of these firms (e.g., Nationbuilder) are non- partisan and make their 
services available to anyone, from national political campaigns to local community activists. 
Others, like Cambridge Analytica (CA), which in 2016 was retained by the Trump campaign 
and the Brexit “leave” campaign, specialize in targeting only one side of the political spectrum. 
According to press reports, CA claims to have: “as many as 3,000 to 5,000 data points on each 
of us, be it voting histories or full- spectrum demographics – age, income, debt, hobbies, crimi-
nal histories, purchase histories, religious leanings, health concerns, gun ownership, car owner-
ship, homeownership – from consumer- data giants,” and in the 2016 US presidential campaign 
used these data to produce “microtargeted” Facebook ads, such as those intended to depress 
turnout in selected areas, such as in “Miami’s Little Haiti neighborhood with messages about the 
Clinton Foundation’s troubles in Haiti …” (Funk, 2016).
 Despite these technological advances, well into the 2000s many American campaigns for 
national or high- level state office continued to be run in a fairly traditional mold by professional 
consultants skeptical of (or not trained in) quantitative, data- driven approaches. In any case, the 
avalanche of data that was becoming available at the time could not be fully exploited because 
the necessary “predictive analytics” algorithms aimed at identifying the most persuadable 
voters had not yet been developed or tested (Nickerson and Rogers, 2014). Indeed, it was not 
until 2008 when Barack Obama’s presidential campaign fully utilized data- driven strategies to 
engage citizens (Stromer- Galley, 2014). Yet, as Hersh (2015) reveals, these first data- driven 
campaigns were far more successful at mobilizing existing supporters than at persuading new or 
undecided voters. And as Rasmus Kleis Nielsen (2012) demonstrates, grassroots door- to-door 
canvassing and fundraising continued to be very important in Barack Obama’s 2008 and 2012 
campaigns.
 Similar technological advances have been taking place in campaigns in other countries. For 
example, the Conservative Party in Britain purchased the Voter Vault software from the Repub-
licans and used it for planning campaign activities during the 2005 general election. At roughly 
the same time, the Labour Party and the Liberal Democrats created their own, in- house data/
software products (Foster, 2010). Comparable efforts have been under way for over a decade in 
Canada, with the Liberals, Conservatives and the NDP all starting to develop voter databases in 
the mid- 2000s. In India’s 2014 national election, in contrast to the incumbent center- left Indian 
National Congress (INC) Party that campaigned largely as in past elections in terms of their use 
of social media, which was not part of their strategy, the opposition center- right Bharatiya Janata 
Party (BJP) announced in 2013 that it had identified 160 constituencies ripe for a digital strategy. 
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The BJP’s new digital campaign cell implemented that strategy supported by online donations, 
many from Indians living abroad, and made social media another layer of strategic messaging 
beyond the traditional advertising and campaigning budget. The BJP not only won in these 
digital constituencies, the party also came into office with an unprecedented absolute majority 
of seats.
 As is often the case with rapidly advancing technologies, the development of safeguards 
against potential misuse – including appropriate standards for data security, voter privacy, trans-
parency about what data are gathered and how they are used – has lagged behind. At the time 
of writing, the story of how state- sponsored Russian hackers breached the Democratic Party’s 
voter databases for the presumed purpose of meddling in the 2016 US presidential election is 
front- page news (Lichtblau, 2016), having incidentally revealed not only the weakness of exist-
ing regulatory frameworks for keeping this kind of information safe but also the problematic 
cybersecurity infrastructure. Such legislation as does currently exist in this area has been crafted 
with little publicity by politicians and, rather unsurprisingly, tends to reflect their priorities. As 
Hersh (2015) argues, US politicians are particularly interested in enhancing their micro- targeting 
capabilities by designing legislation to build better databases for future campaigns. Indeed in one 
of the rapid post- election assessments on the most recent 2015 Canadian election, Steve Patten 
(2015, p. 15) points out that party databases are not governed by Canada’s privacy laws, and 
argues that:

data- driven micro- targeting shifts the focus of partisan campaigns from the work of 
public persuasion and the building of a national consensus toward what could be 
described as manipulative exercises in private persuasion … [and therefore is] not 
making a positive contribution to Canadian democracy.

The social media revolution

The internet and social media in particular have also transformed political campaigning in recent 
years. It is of course true that in some versions of the three- era framework, such as in Norris 
(2005), the third era was recast as the era of the internet. However, at the time – the first half of 
the first decade of the twenty- first century, prior to the rise of social media as a mass phenom-
enon – online campaign communications mostly involved broadcast- style “one- to-many” 
message flows from media outlets and party/candidate websites to audiences of news consumers. 
What has changed since then – and what warrants the claim that a new, fourth era of campaign-
ing is at hand – is the rising importance of social media platforms (Facebook, Twitter and their 
counterparts in other countries) as content delivery mechanisms for political news and informa-
tion. Crucially, these mechanisms have empowered, albeit in different ways, both the political 
and media elites and the general public.
 For the elites – and this is where the “big data” and social media aspects of the story meet – 
the change is mostly about the “analytics”: the ability to gain precise knowledge of what content 
people actually like to consume, and to deliver more of the same in an individually- tailored 
manner. As one internet media company CEO put it in a widely- quoted phrase, the key thing 
to keep in mind about this brave new world of communication is “not the immediacy of it, or 
the low costs, but the measurability” (Petre, 2015). For media companies, measurability – 
knowing exactly who clicks on what content, and linking it to information about his or her 
income, place of residence and so on – is important because it helps to increase market share in 
targeted demographic groups, which in turn helps to sell advertising. For politicians and cam-
paign professionals, measurability is important because it generates instant feedback and lets 
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them fine- tune their messages and deliver them with unprecedented precision to the kinds of 
voters (e.g., “undecideds” in competitive districts) whose support will matter the most on 
polling day.
 As for the general public, compared to past eras, social media platforms now provide vastly 
greater opportunities for individuals and groups to participate in a broad range of political 
activities. Today’s national election campaigns feature a diversity of voices and opinions 
unimaginable two decades ago, and can be experienced in a more immediate, participatory 
sense by anyone with an internet connection. Furthermore, social media platforms have trans-
formed election campaigns by lessening the perceived distance between politicians and their 
constituents by allowing citizens to correspond with prominent political figures directly (e.g. via 
Twitter), publicly and in near real time. Yet another consequence has been the way in which 
campaign communication environments have been transformed by the near- total disappearance 
of barriers to entry into the world of broadly- defined political journalism, so that nowadays 
almost literally anyone – regardless of background, formal education or knowledge of politics 
– can contribute to national discussion of broadly- defined public affairs in ways that range from 
recording a YouTube video, to writing a blog entry, to “sharing” somebody else’s post with 
one’s Facebook friends.
 However, although the social media revolution has produced tangible benefits for both elites 
and ordinary citizens, its overall impact could ultimately prove deleterious to everyone and, 
indeed, to the well- being of democracy itself. There is growing evidence that the kind of 
information people consume online is increasingly a function of what appears in their personal 
news feeds, because it is either shared with them by their friends or is generated automatically 
by algorithms that push “trending” stories. This model of communication leads to two kinds of 
problems: first, it can give rapid and widespread visibility to outright falsehoods – such as the 
story that Pope Francis endorsed Donald Trump’s candidacy, which was shared almost a million 
times on Facebook (Isaac, 2016) – planted either as pranks, as a way to make money from page 
clicks (Silverman and Alexander, 2016) or as part of a deliberate misinformation strategy by 
domestic or foreign political actors. And second, it makes this misinformation difficult to correct 
because, as Sunstein (2001) predicted at the turn of the twenty- first century, personalized news 
means that people can live in “echo chambers” or “information bubbles” that effectively cut 
them off from unwelcome facts and disagreeable opinions. These developments have been 
linked (Pew Research Center, 2016) to a polarization of attitudes, the hollowing out of the 
political center and the rise of radical populist parties and movements, oftentimes with a deeply 
illiberal bent, all of which set politics of the fourth era apart from the bland, accommodative 
centrism that prevailed in many advanced democracies through the 1990s and early 2000s. The 
changes are so profound that we are only now beginning to recognize their cumulative impact. 
As President Obama said in conversation with the journalist David Remnick:

The new media ecosystem “means everything is true and nothing is true … And the 
capacity to disseminate misinformation, wild conspiracy theories, to paint the opposi-
tion in wildly negative light without any rebuttal … make it very difficult to have a 
common conversation.”

(Remnick, 2016)

To be sure, the actual magnitude and impact of these effects is hotly debated by political scien-
tists and communication scholars. There is much that we do not know, since much of the avail-
able evidence is anecdotal in nature, as exemplified by this widely circulated post- Brexit 
referendum comment by the British internet activist Tom Steinberg:
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I am actively searching through Facebook for people celebrating the Brexit leave 
victory, but the filter bubble is SO strong … that I can’t find anyone who is happy 
despite the fact that over half the country is clearly jubilant today.

(Quoted in Viner, 2016)

Of course, proving these kinds of claims empirically on nationally- representative samples is 
another matter, and plenty of work remains to be done in this regard. It may well be that the 
information bubble effect (both online and with traditional media) is limited to the most 
politically- engaged segment of the population (Prior, 2013), but then this is the segment that is 
the most motivated and ultimately the most influential in deciding election outcomes.
 While developments in the US and UK provide examples of Facebook’s echo chamber 
effect, India now follows the US as the number two country in the world with the most Face-
book users (n.a., Top 10). As internet access becomes more readily available in rural India, it 
remains an open question as to whether the country will also experience the echo chamber 
phenomenon. A decade after India’s 2004 national election, when internet access was patchy 
even though many parties had websites (Tekwani and Shetty, 2007), access in major cities had 
increased significantly. A massive digital divide still remains between urban and rural, with rural 
areas often lacking electricity. Despite this, most have access to TV and viewers learned in 2013 
that a smartphone was not necessary to be on Facebook from a popular ad campaign cospon-
sored with Airtel, clips from which can be found on YouTube. Facebook’s presence in India 
was already highly visible in the month prior to the official launch of the 2014 national election, 
when the company purchased India’s most popular messaging service WhatsApp for $19 billion. 
In the spring 2014 national election campaign, traditional media quoted top party spokespersons 
appearing on unprecedented Facebook town halls to take questions from users in what was 
described as the country’s first internet election. BJP leader Narendra Modi, himself an avid 
Twitter user, often crowdsourced his speech topics on Twitter as he was flying into one of his 
five campaign stops a day (Price, 2015), and Mr. Modi also appeared in 100 cities simultaneously 
by delivering a speech in a 3D hologram. A study of campaign engagement in 2014 in three 
major cities (Delhi, Bengaluru and Mumbai) found that sharing information face- to-face and 
electronically (defined to include cell phones with SMS as well as email and social media) were 
both significant influences on political engagement with each of the three main parties’ cam-
paigns (Neyazi et al., 2016). The example of India is also relevant to countries in the Global 
South, such as Brazil and Indonesia, that now follow the US and India as numbers three and 
four on the list of countries with the most Facebook users. Although internet use remains too 
underdeveloped for the Facebook echo chamber effect in the Brexit referendum to impact 
electoral thinking across India, it nevertheless remains important to consider the echo chamber 
hypothesis in urban areas where rates of internet access are much higher.
 But it is not just an echo chamber effect that might be at work. Another unintended con-
sequence of the social media revolution for political campaigning is that the line between facts 
and opinion has become increasingly blurred. Of course politicians have always attempted to 
cherry- pick and interpret factual information about economic conditions, crime rates, foreign 
relations and so on in a manner beneficial to themselves. However, in communication environ-
ments dominated by traditional media outlets, especially those with strong norms of impartiality 
and journalistic professionalism (Hallin and Mancini, 2004), there was a stronger likelihood that 
filtering and gatekeeping institutions, such as the front pages of major newspapers, would help 
to maintain a kind of baseline knowledge of “how things are going” in the country, and that 
politicians would face consequences for speaking blatant untruths. So one of the great paradoxes 
of the social media revolution is, while more people than ever before have been empowered to 
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have their voices heard, the resulting “unmooring” of political discussion from a common 
version of the facts has made democratic debate more difficult. This problem exists in all of the 
aforementioned countries, but is especially evident in weaker democracies and hybrid regimes, 
where impartial traditional media outlets have either never existed or have been forced to toe 
the government line.

Global diffusion

Although much of the literature on changes in campaign technologies and strategies inevitably 
focuses on advanced industrial democracies, it is important not to lose sight of the fact that when 
we discuss the fourth era of political campaigning, we are considering a truly global phenome-
non and, indeed, an increasingly global industry with a pool of ideas, techniques and human 
talent employed across a wide range of political regime types. There are three main reasons for 
this. First, in the past quarter- century the worldwide mix of political regimes has changed sig-
nificantly in the direction of greater competitiveness. Until the 1990s, the so- called “closed” 
authoritarianisms (i.e., those that suppressed all political competition) constituted the plurality 
(around 45 percent) of all political regimes, followed by democracies (at around 38 percent). 
Today, democracies are the most common type (around 55 percent), followed by so- called 
“competitive-” or “electoral- authoritarian” regimes that make up around 30 percent of the total 
(Miller, 2015; Wahman et al., 2013; Cheibub et al., 2010). Although political science has strug-
gled to define competitive authoritarianisms with precision, these are sometimes described as 
political regimes in which, even though the “rules of the game” may be rigged in favor of the 
incumbents, political competition is real enough that on election night “the incumbents are 
forced to sweat” (Levitsky and Way, 2010, p. 12). By extension, elections in these hybrid 
regimes are no mere smokescreens or empty rituals, but meaningful (if deeply flawed) contests 
for a share of political power.
 Indeed, political science scholarship increasingly sees elections as an integral component of 
non- democratic rule. Most such regimes – even those of a decidedly hardline, non- competitive 
variety – hold elections of one sort or another. A number of reasons for why they do so have 
been suggested, including as a mechanism for the distribution of benefits to elites and favored 
groups in society, for coopting potential opposition, for collecting information (both about the 
public’s mood and about the competence of the regime’s own cadres), for demonstrating 
strength and invincibility and for generating the appearance of popular legitimacy both domesti-
cally and internationally (Gandhi and Lust- Okar, 2009). It could be argued that, after the fall of 
communism and the decline of comprehensive ideological alternatives to democracy, more and 
more authoritarian rulers have resigned themselves to institutionalizing electoral competition at 
least in theory, even as they continued to subvert it in practice.
 Second, the world has become interconnected to such an extent that pulling up the prover-
bial drawbridge is no longer an option even for non- democracies. Today, North Korean- style 
economic, cultural and ideational isolation is an aberration, but not too long ago it was the 
reality in many authoritarian regimes, including in the bulk of countries of the Soviet bloc. As 
an illustrative example, it is worth recalling that in the early 1980s the Soviet authorities simply 
dismantled much of the international telecommunications infrastructure, literally digging up 
telephone cables to eliminate direct dialing calls to the United States and other countries (United 
Press International, 1982). In 2016, such a cutoff would be regarded as economically suicidal, 
which suggests that today’s authoritarian and hybrid regimes are caught in a classic “dictator’s 
dilemma” of trying to balance their natural inclination to control information against the 
demands of participation in the global economy (Wintrobe, 2007).
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 And third, in this increasingly interconnected world, it made less and less sense for candidates 
and parties in different countries to reinvent the proverbial wheel when it came to political 
campaigning. Scholars have long wondered whether post- authoritarian countries, especially the 
so- called “third wave” democratizers in Southern and Eastern Europe, Latin America and 
South- East Asia, would follow in the footsteps of older democracies or trace their own distinct 
paths. Of course an exact retracing was never on the cards given vast differences between the 
West in the last years of the nineteenth century and the new democracies a century later in 
everything from the character of social cleavages to the presence of new communication tech-
nologies. Nonetheless, it was not beyond the realm of possibility that, when it came to election 
campaigns, these new democracies would draw on their own traditions and cultural repertories. 
In the event, borrowing of campaign techniques from more advanced democracies was common-
place, and this tendency has only become stronger during the fourth era as rapid expansion and 
falling costs of online technologies have placed the same kinds of tools and techniques within 
reach of campaign professionals everywhere.
 Nowadays, however, the borrowing also takes place in the other direction as well, with 
techniques that originated in competitive authoritarian settings eventually finding their way into 
election campaigns in democracies. A good case in point is provided by Russia, whose propa-
gandists have in recent years developed a wide range of so- called “political technologies,” 
meaning tools ranging from deliberately polluting the information environment with fake news, 
to promoting conspiracy theories, to flooding social media with relentless negativity spread by 
automated or human “trolls,” to more old- fashioned techniques of pressuring journalists and 
media companies such as the “carrot of corruption in conjunction with the stick of ‘compromat’ 
(compromising materials)” (Greene, 2014). A number of these techniques were then picked up 
by candidates and parties contesting elections in other countries in the post- Soviet space, includ-
ing Georgia, Ukraine and Estonia, then made an appearance in elections in Hungary, the Czech 
Republic, Poland and the rest of Eastern Europe, eventually spreading to the West and making 
a very visible appearance with the “post- truth” approach to campaigning in the 2016 Brexit 
referendum and the US presidential election of the same year.

Conclusions

It is worth remembering that it was only 2004 when Facebook was launched in a Harvard dorm 
room. In less than a decade, Facebook has come to define the pinnacle of success for every large 
and small social media platform around the world today. Campaigns have changed dramatically 
with the growth of the internet and social media, shifting from primarily top- down models of 
party and media influence to include many significant online citizen- driven episodes that may 
indeed influence party strategies and electoral outcomes. In campaigns from the Americas to 
Asia, young people appear to be driving social media use and therefore social change, but the 
world’s “competitive authoritarian regimes” are also increasingly skilled in the use of this tech-
nology to forestall challenges to their rule.
 The fourth era of political communication began to take shape with the growth of social 
media in the first decade of this century. In this chapter, we discussed the three major devel-
opments that set apart the fourth era of political communication from the previous three in 
terms of political campaigning: the rise of big data, changing communication flows with the 
growing use of social media and the globalization of campaigning technology and techniques. 
We provided evidence on these developments from democracies such as the UK, Canada, 
India and the US as well as Russia, an example of a competitive authoritarian regime. Elec-
tions in competitive authoritarian regimes account for most of the steep rise in the number of 
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elections around the world and are therefore of great interest to political scientists and polit-
ical consultants.
 For better or worse – and in this case, definitely for the worse – campaigning today is a global 
industry in which techniques shown to be effective in one country spread to others. Political 
dramaturgiia is no longer just a Russian phenomenon. Campaigns consciously and unashamedly 
“unmoored from the facts” – aided by “personal information snowflake” patterns of news con-
sumption via social media, and abetted by party- aligned newspapers and TV outlets – could be 
observed in recent years as far and wide as in the 2015 Polish parliamentary elections (Tworzecki 
and Markowski, 2015), the 2016 Brexit referendum (Viner, 2016) and the 2016 US presidential 
election (Belluz, 2016). Understanding these developments and their long- term consequences 
represents a major future challenge for political science.
 As technology and publicly- available data combine to provide increasingly sophisticated 
micro- targeting algorithms, observers in some countries such as Canada are calling for legisla-
tion to protect voters’ privacy and rights to information about what political parties know about 
them. In other countries such as India, and elsewhere in the Global South, rural voters await the 
arrival of reliable electricity and internet access.
 Campaigns have not yet been able to custom tailor social media messages to the sensibilities 
of individual recipients, yet this sort of capability may not be too far off in the future. We may 
not know now what new opportunities will be delivered by artificial intelligence (AI) for cam-
paigning in 2020, but we can expect that those who utilize AI effectively will be more successful 
than those who do not. We anticipate that efforts to persuade politically by algorithm and auto-
mation will grow substantially in both democracies and competitive authoritarian regimes in 
future campaigns, with far- reaching implications for both political theory and political 
practice.
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The Role of Mass Media in 
shaping public opinion and 

VoTeR behaVioR

Susan Banducci1

Introduction

A necessary condition for democracy to function properly is that information is available that 
allows citizens to make decisions and behave in a manner that maintains accountability and 
popular sovereignty (Key 1966). Most theories of democracy share a minimal condition that 
citizens are informed about the candidates or policy proposals presented to them (see, for 
example, Dryzek 2000; Schumpeter 1950). Delli Carpini and Keeter (1996: 8) write that “Polit-
ical information is to democratic politics what money is to economics: it is the currency of cit-
izenship.” Despite competition from social media, the traditional mass media (television and 
newspapers) play a privileged role in informing citizens through their provision of news and 
current affairs programming. Contemporary developments in media and political structures, 
such as the expansion of commercial broadcasting and weakening of political parties and social 
ties, further elevate the supply of quality information as an indicator of the strength of electoral 
democracy. As the dominant source of political information for citizens, there seems to be little 
question that the media matter as providers of information in politics in general and in elections 
in particular. But another aspect to this relationship is whether media influence political attitudes 
and behavior, and here researchers have been hard pressed to build a conclusive body of evid-
ence that demonstrates media effects.
 For decades, researchers viewed the media as having a minimal effect on opinion and 
behavior (Berelson, Lazarsfeld and McPhee 1954; Klapper 1960; Patterson and McClure 
1976). The not so minimal effects of the media extolled by earlier researchers suggested that 
all information was distilled through a partisan lens and any new information simply served to 
reinforce existing predispositions (Lazarsfeld, Berelson and Gaudet 1968). Since then some 
have argued that expecting opinion to change or the media to persuade audiences to leave 
behind predispositions may be setting the bar too high for media effects. The suggestion was 
that the media could have a range of effects beyond opinion change such as reinforcing pre-
dispositions or crystalizing “fundamentals” (Sigelman and Buell 2004), priming issues to alter 
the basis on which political evaluations are made (Iyengar, Peters and Kinder 1982; McCombs 
and Shaw 1972; Stevens et al. 2011) and mobilization (Prior 2005). Furthermore, effects can 
extend beyond election campaigns (Prior 2007). Applying new methods and opening up the 
range of effects to extend beyond preference formation, these scholars have suggested that the 
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media can be influential and have begun to explore the conditions under which the media are 
more or less influential.
 Since the breakthrough in agenda setting and priming research, there has not been a consen-
sus on the role of the media in shaping opinion, with Bartels (1993: 267) referring to our state 
of knowledge as “one of the most notable embarrassments of modern social science.” More 
recently, there has been a debate as to whether we are seeing an “ushering in of a new era of 
minimal effects” (Bennett and Iyengar 2008) due to increased polarization amongst the elect-
orate and changes in the media environment that allow for increased selectivity. Some have 
even suggested that the discipline of “media effects” research as a paradigm is in crisis (Lang 
2013). Still others defend the state of research and accept that findings will be conditional 
(Holbert, Garrett and Gleason 2010). Given that political communications research crosses a 
number of disciplines from psychology, communications and political behavior it may not be 
surprising that there is no consensus on either the state of the discipline or the state of research 
findings.
 After decades of research, the record of empirical research is still mixed. For example, in the 
area of the media and learning (i.e., political knowledge), some studies report positive effects for 
the mass media while others report null or even negative effects (Becker and Whitney 1980; 
Craig, Kane and Gainous 2005; Eveland 2004; Mondak 1995a; Robinson and Davis 1990). This 
mixed record of evidence extends into new areas of research. While initially thought to demo-
cratize access to information, there is conflicting evidence on how use of the internet influences 
public opinion (de Zúñiga, Copeland and Bimber 2014; Sudulich et al. 2014). Additionally, 
recent research has focused on how Web 2.0 technology, which allows users to interact with 
information in new ways – sharing, producing and selecting – and as with other lines of research 
the conclusions about the direction and size of effect varies (Bode 2016; de Zúñiga, Copeland 
and Bimber 2014).
 While the record of empirical evidence is mixed, it is clear the media environment is chang-
ing as audiences are capable of selecting media sources and stories, and sharing these stories 
within their online networks. The transition to a Web 2.0 environment was preceded by other 
shifts in audience engagement with news and the structure of news media environments. Prob-
ably one of the most salient audience trends is the decline in newspaper readership. A range of 
studies have indicated a decline in newspaper readership, through reported news consumption 
habits that have been mirrored by declining circulation figures, in the US (Bogart 1989) and 
Europe (Curtice 1997). The decline in readership in Europe reflects a cohort effect with newer 
generations not developing a newspaper habit (Lauf 2001). Alongside the decline in newspaper 
readership, the privileged position of the news media as a trusted source of political information 
is on the decline in the US most markedly (Dautrich and Hartley 1999; Ladd 2011) but in other 
countries as well (Tsfati and Ariely 2014). Trust in media is important as it conditions the influ-
ence of media as well as reflecting general levels of trust in political institutions.
 Given these changes, political communication has an outstanding need for new theories and 
methods able to capture the ongoing shift from mass media communication to mass self- 
communication (Castells 2007). These theories and methods should reflect a fundamental change 
in the media landscape, with increasing complexity in the flows of information (between social 
and traditional media, and within social media), new patterns of audience exposure (socially 
mediated and selective) and alternate modes of content production (e.g., user- generated content) 
(Valkenburg and Peter 2013). These new modes of exposure and content production have led 
to diversity of empirical findings and models. For example, the increased ability of political 
actors to target messages via data- driven techniques (Bennett and Manheim 2006) or the use of 
computer algorithms to direct users to specific content (Hindman 2009; Pariser 2011) means 
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that the model of information flows could be reduced to a “one- step flow” or to “filter bubbles.” 
On the other hand, the ability to share messages and content through social media platforms 
could reinforce the role of the opinion influencer in the two- step flow model (Messing and 
Westwood 2014).
 Despite the lack of consensus over the direction and size of effects from traditional media 
sources and the introduction of new forms of communication, there have been advances in 
terms of conceptualizing the nature of media influence (Bennett and Iyengar 2008; Iyengar and 
Simon 2000) and the methods used to study them. This chapter reviews work that addresses 
new approaches to studying media effects that move beyond reinforcement effects to focus on 
knowledge, learning as well as re- examining valence and priming effects. In terms of methodo-
logical advances, I focus on three areas of innovation in research designs. First, cross- national 
and comparative media effects studies have allowed researchers to investigate how media system 
characteristics, such as public funding, that structure the supply of information interact with 
individual news consumption habits. Second, using computer- aided content analysis and 
machine learning techniques, researchers are now able to analyze a much larger corpus of news 
information. Given the amount of information available online and the enormous amount of 
text, computer- aided content analyses has also opened up new sources of data and new possib-
ilities for examining media effects. Third, experiments, the gold standard for examining media 
effects, have moved out of the lab and into the field and online. This has allowed researchers to 
make generalizations from research settings that are closer to the real world in which news 
exposure happens. I start by examining methodological challenges and then move to discuss 
new findings. I conclude with a discussion and recent empirical findings that attempt to account 
for media exposure in a dynamic, interconnected online media environment, where there are 
many sources of content, many channels by which content can be delivered, and where the user 
exercises unprecedented levels of choice in the media they consume.

Methodological challenges in studying media effects

There seems to be little question that the media matter in politics in general and in elections in 
particular. Despite what seems to be this accepted truism, researchers have been hard pressed to 
demonstrate without question that media influence political attitudes and behaviors. Of the situ-
ation, Mondak wrote:

what seems perfectly obvious at face value does not always lend itself to ready empiri-
cal confirmation. If media truly are a nearly all- pervasive force, then we are left with a 
variable that does not vary. Largely for precisely this reason, researchers have struggled 
to demonstrate the existence of media effects on political behaviour.

(Mondak 1995a: 15)

In media effects research the driving question is whether exposure to media content causes 
changes in behavior and/or attitudes. In its simplest formulation, as media effects researchers we 
want to know whether watching or reading a particular news story, viewing a particular cam-
paign advertisement or being exposed to a string of media messages will alter how citizens 
perceive political candidates or leaders, their levels of political knowledge and understanding, 
the salience of issues in political choices or whether citizens are engaged in the campaign. The 
first step in determining media effects is to examine whether exposure to a message is accompanied 
by any observed change in behavior or attitudes. For example, we might expect that citizens 
more likely to report seeing advertisements for party A are more likely to vote for party A. If a 
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correlation or covariation is observed in our data, the underlying causal mechanism could be 
one of media effects – seeing the campaign advert has caused citizens to be more likely to 
support party A. However, the underlying causal mechanism can also be one of self- selection 
where partisan supporters are more likely to view and pay attention to ads from their own party 
or even spurious where a third factor, such as the viability of the party, is actually causing both 
the number of advertisements and the support for the party.
 Within political communications research, the most appropriate technique to establish media 
effects, ruling out self- selection and a spurious relationship, is to employ experiments. In an 
experiment, manipulation of the media content and the intervention with the designated groups 
allows the researcher to control how and to what messages the experimental groups are exposed. 
Controlling for observable as well as unobservable factors is achieved through random assign-
ment. Therefore, through controlling when and to what subjects are exposed, researchers can 
be fairly certain that observed changes in attitudes or reported behaviors can be attributed to the 
treatment or differences in exposure to media content. Experiments have been very successful 
in demonstrating consistent and strong media effects starting with the landmark studies (Iyengar, 
Peters and Kinder 1982; McCombs and Shaw 1972). When experiments are not available, the 
conclusions about media effects are more tenuous and require careful design consideration. As 
many have noted, in survey- based research it is difficult to sort out cause and effect. Many meas-
ures that are used of exposure (such as days spent reading a newspaper) are highly correlated 
with the political variables of interest such as political interest and probability of voting or 
becoming engaged in the campaign. Furthermore, surveys, or observational work, measure 
reported exposure and cannot control what other messages respondents might be exposed to 
nor can they account for them in a model. Furthermore, most observational studies do not take 
into account the actual message to which respondents have been exposed.
 Norris and co- authors ran a series of media effects experiments in Britain during the 1997 
and 2001 general elections (Norris 1999; Norris and Sanders 2003; Sanders and Norris 2005). 
The general design of the experiments worked as such: subjects were exposed to a 30-minute 
compilation of television news items drawn from broadcasts aired on the main channels’ major 
news programs in the months before the general election. There were several different treat-
ments, including examinations of agenda setting, learning and valence – 10 minutes of stories 
about taxation, jobs, health, pensions, Europe or overseas aid in the middle of 20 minutes of 
neutral stories. The findings are consistent with previous research demonstrating a modest role 
for the media in influencing attitudes. For example, there were minimal effects on agenda 
setting where only of foreign affairs news, about the EU or overseas aid, altered perceptions of 
the importance of the issue (Norris 1999) and party election broadcasts showed no direct effects 
on attitudes (Sanders and Norris 2005).
 In general, outside these experimental studies, studies can be grouped according to whether 
measures of media content are included. Some studies analyze reported media exposure while 
others provide an explicit link between exposure and the content to which respondents are 
exposed. Many studies on negative advertising and the effects of television on political attitudes 
and behavior fall into the first category of analyzing reported exposure (Brians and Wattenberg 
1996; Dilliplane 2011; Eveland Jr and Scheufele 2000; Zhao and Chaffee 1995). These studies 
measure consumption and then enter days viewing or reported exposure to advertising, for 
example, as independent variables but do not include measures of media content. This design is 
the one most often used in survey- based political communications research (Barabas and Jerit 
2009). In addition to yielding conflicting results (for example, see debate on the mobilizing 
impact of negative advertising), relying on consumption measures alone is to base the demon-
stration of media effects on measures that are flawed in many respects (Bartels 1993; Dilliplane, 
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Goldman and Mutz 2013; Price and Zaller 1993; Prior 2009, 2013). In addition to lacking a 
measure of the actual content, because these consumption measures are highly correlated with 
the dependent variables of interest such as political interest, knowledge and engagement, it is 
difficult to sort out cause and effect in cross- sectional research.
 There is a smaller category of studies linking media content to survey data (Curran et al. 
2009; Jerit, Barabas and Bolsen 2006; Nicholson 2003; Price and Czilli 1996; Stevens et al. 
2011). For example Jerit, Barabas and Bolsen (2006) link aggregate indicators of the saliency of 
an issue in the news to public opinion polls to estimate the impact of the information environ-
ment on political knowledge. The study is explicit in linking the media content but uses only 
an aggregate indicator allowing it to vary across surveys rather than by individual news con-
sumption patterns in terms of both frequency and outlets. Therefore, the results indicate an 
effect of the general news environment on knowledge and as such do not approximate media 
effects as demonstrated in an experimental setting. In another study, Barabas and Jerit (2009) 
improve measurably on the design by comparing within subjects, demonstrating that a single 
individual exposed to different levels of information about two different topics will have differ-
ent levels of information about the topics.
 Building on this latter group of studies, there has been a growing recognition that, while 
experiments remain the gold standard for establishing media effects, they cannot reflect the 
multitude of sources of information and how individuals interact with these in the real world. 
Therefore, the type of design that incorporates various levels of exposure and variations in 
media content, either in a within subject design or a between subject design, increasingly 
becomes the norm for observational studies of media effects. Automated text analysis has made 
it less costly to analyze a large corpus of media content and this development encourages linking 
measures of media exposure to survey measures of content in order to better reflect media expo-
sure in the real world. Cross- national studies, using both automated and human coding, of 
media effects are able to capture variations in media content across media systems which are 
important drivers of the supply of messages. Finally, there are a growing number of field experi-
ments aiming to capture how public opinion can be influenced by media messages.

Advances in computer- aided text analysis

Given the importance of understanding the content of media messages in political communica-
tion, it is unsurprising that considerable effort has been made to understand the ways in which 
news coverage shapes elections. Large media content analyses have become fixtures in campaign 
and election studies in individual countries, such as Austria (Eberl et al. 2015), Britain (see, for 
example, Deacon and Wring 2016), Germany (Rattinger et al. 2015) and for Europe overall 
(Banducci et al. 2014). While these efforts have been instrumental in our understanding of the 
relationship between news media and elections, large content analyses come with an equally 
large cost. Thousands of hours of coding at an enormous cost are required to produce these data, 
presenting serious challenges for researchers interested in the relationship between media and 
political behavior. However, advances in machine learning can help human coders and research-
ers to understand media coverage and their effects across a vast body of material. The goal is not 
to replace human coders, but to focus attention on which tasks may be safely assigned to a com-
puter and which tasks cannot.
 Computer- aided coding of texts has been used successfully for over 10 years (Grimmer and 
Stewart 2013; Laver, Benoit and Garry 2003) and has aided advances in our theoretical and 
empirical understanding of phenomena from party policy positions (Benoit, Laver and Mikhay-
lov 2009) to open- ended survey responses (Roberts et al. 2014). However, the coding of media 
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texts does present some additional challenges. While texts are easily digitized for analysis, radio 
and television broadcasts must first be transcribed, and this is an expensive task. There are differ-
ences across media in the structure of a news story, reporting style and language, which need to 
be taken into account when applying any supervised or unsupervised classification. These con-
siderations are particularly important when considering the reliability and validity of automated 
coding (Soroka 2014). That said, there has been great progress in automated coding that has 
allowed for new insights into the negativity of news (Soroka, Young and Balmas 2015) and 
news framing (Burscher et al. 2014). In turn, these content measures can then be linked to 
survey- based measures of exposure and political behavior to assess the impact of the media across 
the entire range of outlets.

Cross- national media effects studies

There is a growing body of cross- national media effects research that accounts for the mediating 
and conditioning role of media systems in political communication research (see, for example, 
Curran et al. 2009, 2014; De Vreese and Boomgaarden 2006). These studies have suggested two 
mechanisms by which characteristics of media systems might influence the level of citizen polit-
ical knowledge. First, factors such as greater investment in public service broadcasting may 
increase the amount of quality information available to citizens and produce a better informed 
citizenry (Curran et al. 2009). Second, the media landscape (i.e., alternatives for news informa-
tion), influenced by commercialization or a partisan press, can alter the news consumption 
patterns of citizens and influence exposure and attention to news information. For example, 
in more commercialized markets, citizens have more entertainment options and are thus 
more inclined to opt out of news gathering, leading to a decrease in political knowledge (Prior 
2005, 2007).
 Hallin and Mancini (2004) give us a framework that identifies and codifies a set of dimen-
sions by which media systems can be compared and allows us to develop media system indica-
tors that potentially influence the amount and quality of news information. Prior’s (2005, 2007) 
“conditional political learning” model demonstrates additional links between the media system 
and political knowledge by showing that acquisition of political information is dependent on the 
availability of choices (i.e., competition with news) combined with preferences for news versus 
entertainment. The advent of broadcast news in the 1950s and 1960s in America served to 
increase turnout (and knowledge), while the proliferation of choices via entertainment only 
channels in the 1980s and 1990s has had the opposite effect. Increasingly, these linkages, as 
specified by Hallin and Mancini, and Prior, are taken into account in cross- national media 
studies (Banducci, Giebler and Kritzinger 2017; De Vreese and Boomgaarden 2006; Soroka et 
al. 2013). Not only can cross- national media studies capture variations in media systems but 
cross- national studies linking media content and survey data allow for variation in content.
 One of the most fruitful areas of cross- national media effects research has been examining the 
effect of media on political engagement and knowledge. Aalberg, Van Aelst and Curran (2010) 
show public service media systems have greater levels of political information. However, the 
patterns are not consistent, with important variation across countries with similar media systems. 
Therefore, while aspects of the media system do seem to be related to the amount of electorally 
relevant information, the relationship is not consistent enough that spending can be used as a 
proxy for the amount of information in the environment, for example. To date, however, there 
is no large- scale cross- national study of the amount of political or electoral information available 
to voters, as measured with content analysis, and the decision to vote. Some studies show that 
viewing public broadcasting increases levels of political information and engagement (Aarts and 
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Semetko 2003; Norris 2000). A more recent study shows that public service television devotes 
more time to public affairs than commercial media systems and that in countries where the public 
service model is dominant there tends to be a smaller knowledge gap (Curran et al. 2009).

Using field experiments to examine media effects

Field experiments avoid the trade- offs between experiments (causal inference) and observational 
studies (generalizability) by random assignment to treatment in the field, or in natural settings 
(Gerber and Green 2012). In one experiment (Gerber, Karlan and Bergan 2009), non- newspaper 
subscribers are randomly assigned to the treatment (receive a copy of a Washington DC based 
newspaper) or control group. Those assigned to the Washington Post, a left- leaning paper, were 
significantly more likely to vote for the Democratic Party, but no effect was observed for the 
Washington Times, a right- leaning newspaper. Those who received a newspaper were also 2.8 
percentage points more likely to vote than those who did not receive a newspaper subscription. 
However, this significant effect was for the next election rather than the most immediate elec-
tion to the treatment. In other studies, localities holding mayoral elections were randomly 
assigned to receive get- out-the- vote radio spots which altered the competitiveness of the con-
tests (Panagopoulos and Green 2008) and approximately $2 million of television and radio 
advertising deployed experimentally in a gubernatorial campaign, which showed that televised 
ads have strong but short- lived effects on voting preferences (Gerber et al. 2011).
 Naturally- occurring experiments or quasi- experiments – where comparable groups exist but 
only one receives a treatment and there is no random assignment to these groups – have also 
been used to examine media effects. One of the best known of these is Mondak’s (1995b) study 
of the consequences of a newspaper strike in Pittsburgh that meant residents did not have a daily 
newspaper during most of the 1992 campaign period prior to a vote for president, the Senate 
and the House. He compared Pittsburgh voters to those in a similar city, Cleveland, which did 
not experience a strike. He found no difference in information- seeking behavior, but found that 
citizens of Pittsburgh based their decisions on different sorts of information and were not as 
knowledgeable about candidates down the ballot (House candidates). Another natural or quasi-
 experiment that has been exploited for studying the influence of the media is the switching of 
party endorsements in the UK’s partisan press. In 1997, The Sun newspaper switched support 
from the Conservative Party and endorsed Tony Blair of the Labour Party. Then, in 2009–10, 
it switched support back again to the Conservatives. Studies examining this endorsement switch 
find that approximately 8.6 percent of voters altered their party identification in line with news-
paper endorsements (Ladd and Lenz 2009) and that a switch in endorsements can significantly 
increase party support (Reeves, McKee and Stuckler 2016). Still others claim that the partisan 
press in Britain and their endorsements have little influence on electoral choices (Curtice 
1997).
 These experiments, whether field or lab based, are not free from challenges. Researchers are 
increasingly recognizing that even natural experiments have drawbacks (Sekhon and Titiunik 
2012). Experiments allow us to distinguish between causal and selection effects but do not allow 
for generalizations across contexts and may exaggerate the effects of information (Barabas and 
Jerit 2010). Furthermore, experimental settings tend not to accurately reflect how citizens 
encounter or engage with news media content in the real world. In the time since Bartels’ 
criticism and Mondak’s observation, researchers have developed methods for estimating 
media effects with cross- section data in order to take advantage of the strength of these data – 
capturing people as they naturally encounter political information. First, media effects 
researchers have employed sample matching (Barabas 2004; Ladd and Lenz 2009; Levendusky 
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2011) – a technique based on the logic of experimentation that allows the creation of two 
equivalent groups similar on characteristics except the “treatment” variable – for example, 
high media use vs. low media use (see, for example, Dehejia and Wahba 1999). Second, news 
media content that can be linked to survey data measuring exposure to specific sources is 
increasingly available to researchers and is advantageous in capturing variation in the informa-
tion environment (see, for example, Barabas and Jerit 2010; Stevens et al. 2011; Stevens and 
Karp 2012).

Media effects studies and the changing information environment

The changing media landscape (declining newspaper readership and trust, increasing use of 
social media) begs the questions of where voters are obtaining their information. Social media 
has become a fundamental tool for voters gathering news stories (Bode 2016; Boulianne 2015) 
and for candidates connecting to audiences (Aldrich et al. 2015). The structural characteristics 
of the new media environment allow for information on demand, via internet and mobile 
devices, and are interactive, allowing feedback and creative participation (Castells 2007, 2009). 
Within this environment, public affairs/political news information constitutes a large amount of 
the content circulated in social media (Kwak et al. 2010). In the UK, tweets are increasingly 
used as sources by journalists with social media profiles, often driving the news agenda (Broersma 
and Graham 2013). These changes mean that the traditional media no longer play a gatekeeping 
function (Shoemaker, Vos and Reese 2009), and their influence on mass and elite political opin-
ions and behavior has arguably weakened. Second, traditional models of flows of campaign 
communication, from elites to opinion leaders to the masses, may no longer be relevant in an 
age in which social media can provide a platform for opinion leaders (and the masses) to produce 
information. Political parties and leaders rely heavily on the internet and social media to com-
municate directly with their supporters and party activists (Lilleker and Jackson 2010). However, 
empirical evidence on the impact of online campaigning and new media on voters’ attitudes and 
behavior is far from conclusive, and scholars have been cautious in drawing causal inferences 
(Bimber and Davis 2003; Quintelier and Vissers 2008). Indeed, recent evidence points to the 
continued primary impact of traditional forms of campaign mobilization on turnout and no 
impact of e- campaigning (e.g., social media or e- mail) on political behavior (i.e., turnout) 
(Fisher et al. 2016).
 The advent of Web 2.0 – the second generation of the world wide web that allows users to 
interact, collaborate, create and share information online, in virtual communities – has radically 
changed the media environment and the types of content the public is exposed to, as well as the 
exposure process itself. Individuals are faced with a wider range of options (from social and 
traditional media), new patterns of exposure (socially mediated and selective) and alternate 
modes of content production (e.g., user- generated content) (Valkenburg and Peter 2013). Net-
works shape how citizens receive and interpret information and, in turn, these networks are 
constructed by individuals (Huckfeldt and Sprague 1987, 1995; McClurg 2006). Within these 
networks, the influence of the media was conceptualized as uni- directional with information 
flowing from the source to the individual (Beck et al. 2002) and methodologically the issue had 
been devising a method to determine whether individuals construct networks of opinions similar 
to their own or whether the information received from the network influences individual 
opinion (Fowler et al. 2011). Yet analysis of embedded hyperlinks in blogs reveals the under-
lying social network architecture linking bloggers (Adamic and Glance 2005; Elgesem, Steskal 
and Diakopoulos 2015); bloggers tend to link their own posts to posts by other bloggers that 
they read.
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 Outside of the question of media exposure, research on media effects raises many potential 
avenues to explore but an equal number of challenges. Studies on social media and political 
behavior fall into three categories. First, there are studies examining how social media (e.g., 
Twitter, Facebook) alter political behavior and attitudes. A second group of studies uses social 
media data to estimate variables of interest (e.g., Google searches indicating salience of issues or 
public opinion). Third, a related group of studies focuses on political or media actors using social 
media to mobilize, persuade or inform supporters and/or citizens. Each of these types of studies 
poses interesting challenges that are linked to the data itself as well as in developing research 
designs that can capture the influence on public opinion. From the first group, one of the most 
convincing studies to date on social media effects demonstrates that social pressure can mobilize 
Facebook users to vote (Bond et al. 2012). With the help of the social media site, 611,000 users 
(1 percent) received an “informational message” at the top of their news feeds, which encour-
aged them to vote, provided a link to information on local polling places and included a click-
able “I voted” button and a counter of Facebook users who had clicked it. A large group of 60 
million users (98 percent) received a “social message,” which included the same elements but 
also showed the profile pictures of up to six randomly selected Facebook friends who had 
clicked the “I voted” button. The remaining 1 percent of users were assigned to a control group 
that received no message. Those who got the informational message voted at the same rate as 
those who saw no message at all. But those who saw the social message were 2 percent more 
likely to click the “I voted” button and 0.4 percent more likely to vote. Social pressure, there-
fore, can explain how social media works to mobilize users.

Conclusions

There is no question that news media are an important source of political information for 
citizens. The challenge has been understanding how and under what conditions this informa-
tion will influence the behavior and attitudes of individuals. As a review of past research on 
this question, this chapter has addressed two related themes on developments in political 
communications. First, how have changes in the media environment shaped our understand-
ing of the types and conditions of media effects? We understand that media effects may be 
small in real- world empirical studies but this likely reflects the reality that citizens receive 
political information from a range of sources, politics tends not to be held prominently in the 
day- to-day thoughts and activities of most people and media information seeking tends to 
reflect already established interests and predispositions. Second, while emerging technologies 
and social media have led us to reconsider media effects, the same technologies have led us to 
develop and apply innovative methodologies for studying media effects. These new methods 
have allowed researchers, for example, to analyze larger bodies of news text than previously 
imagined.
 In terms of methodological approaches, laboratory and field experiments have been useful in 
illustrating the impact of the media with controlled treatments. Their strength is precisely in 
isolating the effect of a news media treatment from other rival explanations. On the one hand, 
despite having the shortcomings outlined in the above chapter, the greatest strength of observa-
tional media effects research is that it attempts to examine people in real- world settings and in 
the way in which they would usually encounter political information. When Bartels described 
the body of research on media effects as “one of the most notable embarrassments of modern 
social science” (Bartels 1993), he attributed this state of affairs primarily to a combination of 
measurement error and the absence of longitudinal research designs capable of detecting media 
effects. Increasingly, panel studies and repeated cross- sectional studies are being used to study media 
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effects. This development alongside the use of improved exposure measures as well as linking 
surveys to media content have yielded promising results about the nature of media effects.
 These improvements in the research designs for studying media effects have also incorpor-
ated new technologies. These new technologies have allowed the study of large bodies of media 
text but also mean that citizens are being exposed to information in new ways. Indeed, a report 
from the OECD Global Science Forum attributes social scientists’ inability to anticipate the 
political movements such as the Arab Spring to a failure to understand “the new ways in which 
humans communicate” (OECD 2013: 6–7). At the same time, the report calls for advances in 
tools that allow researchers to link online/open data to traditional data sources (such as surveys) 
to understand the human condition. These efforts are now being undertaken.
 This chapter has focused mainly on understanding how media influence attitudes and behav-
ior and the methods used to assess these influences. However, there is also a need to understand 
the drivers of news media coverage. Less well understood is how media systems and the polity 
shape the amount of politically relevant news. Given that television and newspapers produce the 
information, transitions evident in media systems, such as the move from public service to regu-
lated commercial systems and the decline in newspaper readership, are likely to impact on the 
information available and may have consequences for the accountability function of electoral 
processes. Recent research has demonstrated both that the news alternatives available to voters 
influence political knowledge by altering news consumption patterns (Prior 2007) and that the 
rules and institutions governing news coverage affect political participation (Baek 2009). Both 
findings suggest an important role of media system characteristics in understanding the relation-
ship between news and political attitudes and behavior. The comparative studies by Curran, 
Aalberg and others are an important step in this direction.

Note

1 This work was supported by the Economic and Social Research Council grants ES/M010775/1 and 
ES/K004395/1.
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Digital Campaigning

Stephen Ward, Rachel Gibson and Marta Cantijoch

Introduction

It is now over 20 years since political parties began to move online and fight elections using new 
internet technologies, although in most established democracies it took another decade, or 
more, before internet access spread to the majority of voters. Much of the initial research 
tracked the adaptation of parties, and to a lesser extent voters, to the internet. In particular, 
research was dominated by supply- side web content analyses examining how parties were using 
the technology (what if anything was new?), and how they compared with one another (who 
gained, if anyone?). On the demand side of the equation, there was a much more restricted field 
of quantitative studies of voter attitudes and behaviors online. Much of the initial research spent 
time looking for uniform effect patterns – notably, whether the internet provided any boost to 
political engagement. The empirical results of the early years were often underwhelming, 
although it is arguable whether: expectations of “internet effects” were too high; researchers 
were asking the right questions; and they were looking in the right places. However, as the 
internet has matured, with a second wave of social media technologies (so- called Web 2.0), 
scholars have both revisited earlier questions and also increasingly expanded their range of 
methods and tools. Furthermore, the era of big data has provided a new stimulus to study and 
as the internet has become embedded into everyday life, research has arguably moved away 
from its focus on the technology toward more socially structured approaches.
 The purpose of this chapter, therefore, is to provide an overview of the development of 
research in the online party campaign sphere focusing on three main aspects: how technologies 
fit into the evolution of campaigning over time and whether they have introduced new charac-
teristics and a new style to election campaigns; how voters have responded to the growth of the 
internet and social media and whether it has changed the way voters engage with parties and 
campaigns; and, finally, what difference, if any, the internet has made to party competition and 
supposed decline of parties (have there been winners and losers in the internet era?).

The evolution of campaign style: data- driven and citizen- led campaigns

A series of articles in the late 1990s and early 2000s discussed the evolution of election cam-
paigning over the course of the last century (Blumler and Kavanagh 1999; Norris 2001; Farrell 
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and Webb 2000). Commonly, they identified three campaign stages tied to changes in the social 
and political environment, party organizations and the media- communication nexus. Whilst 
none of these articles argued that technology was the only driver to party behavior, changes in 
media- communication environment are a clear thread in all of the models. In most advanced 
liberal democracies, it was argued that parties by the 1990s had moved (or were in the process 
of moving) toward a third age of campaigning – what Norris refers to as the post- modern era. 
This was stimulated most notably by the rise of new media technologies and the fragmentation 
of the media environment. Campaigns had become permanent, increasingly professionalized 
and marketized and with a renewed emphasis on localizing and personalizing national messages. 
Parties and candidates used stylized packaging and sharp marketing techniques, where their 
efforts were focused on discovering what the voter wants and shaping and targeting their pol-
icies (products) to meet these demands (Norris 2000; Bowers- Brown and Gunter 2002; Lees- 
Marshment 2005). This marked a significant shift from the previous modern campaign era that 
centered on parties bringing their message to the people particularly via the electronic media, 
especially television, with a focus on the national – often presidentialized – campaign. The new 
era also heralded a more mixed approach with a return to more localized campaigning.
 Whilst some scholars were busy looking for evidence of this shift to the third era of postmod-
ern campaigns, others had already begun to announce a fourth era of political communication 
built around internet communication. As Blumler explains: “Its crux must be the ever- expanding 
diffusion and utilization of Internet facilities – including their continual innovative evolution – 
throughout society, among all institutions with political goals and with politically relevant con-
cerns and among many individual citizens” (Blumler 2013: n.p.). The apparently distinctive 
feature of the new era is the end to the pyramidal model of political communication where 
audience members, most of the time, were simply receivers of institutionally originated com-
munications. Blumler also goes on to note that the internet has meant that previously interper-
sonal communication has become public; that it is now easier than ever before to communicate 
horizontally peer- to-peer, creating a potentially vibrant civic sphere. However, the vertical 
communication axis between citizens and politicians remains problematic, leaving a potentially 
lopsided democracy. Yet, how far this really represents a distinctively new stage is open to ques-
tion. As Blumler himself notes, many of the features of the fourth age represent intensified third 
age characteristics, such as: the abundance of communication and information; centrifugal 
diversification leading to a mushrooming of civic associations; and non- party voices and medi-
alization. Rather than a distinctive fourth stage, therefore, perhaps it would be better viewed as 
a halfway house – stage 3.5 perhaps?
 Whilst new media technologies are, therefore, seen as central to models of the third/fourth 
campaign era, attention has focused more specifically on three supposedly critical features of 
twenty- first century campaigns: electronic targeting; interactive communication; and a decen-
tralization of organizational control (Ward, Gibson and Lusoli 2008; Ward 2008; Lilleker and 
Vedel 2013):

•	 Targeting:	computer	technologies,	databases	and	social	media	all	enhanced	the	ability	of	
parties/candidates to gather more data on the electorate, identify key swing voters (Bowers-
 Brown 2002) and target their campaign messages to particular groups or even personalize 
communication to individuals (narrowcasting).

•	 Decentralization:	web	tools	were	also	seen	as	promoting	a	degree	of	decentralization	by	
providing candidates, local parties and even individual supporters or activists with low- cost 
platforms for message dissemination (Norris 2000; Gibson and Ward 2003). The creation 
of these multiple communication channels theoretically made it more difficult for parties to 
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monitor and control information flows thus creating more opportunities for localization, 
personalization and message diversity, potentially fragmenting national party campaigns.

•	 Interactivity:	perhaps	what	excited	the	most	attention	amongst	democratic	scholars	was	the	
interactive	 elements	 of	 new	 technologies	 (Hacker	 and	 van	Dijk	 2000;	 Shane	 2004).	 In	
theory, the extent to which the public can become engaged with, and involved in, the 
campaign can be increased through internet technologies. Parties/candidates can now 
provide numerous opportunities via websites, blogs, email and social media to draw in the 
public and engage them in dialogue, changing the nature of campaigns from top- down 
events to more horizontal and conversational interactions (Ward, Gibson and Lusoli 
2003).

Evidence to support such shifts in campaigning is, however, more mixed. It is arguable that, in 
terms	of	 targeting,	 these	were	 trends	 that	 had	begun	 to	 be	noted	pre-	internet	 (Denver	 and	
Hands 1997). Additionally, with regard to interactivity, repeated studies have consistently indi-
cated	parties’/candidates’	reluctance	to	engage	in	interactivity	or	dialogue	with	voters	(Stromer-
 Galley 2000; Gibson and Ward 2009; Jackson and Lilleker 2009). Content analysis of party 
websites almost uniformly found that parties largely used them for information provision rather 
than to stimulate interaction, and opportunities to participate online were often limited (Newell 
2001;	Strandberg	2006;	Ward	2005).	Often	websites	were	simply	seen	as	static	electronic	bro-
chures	 (Gibson	 2012).	 Similarly,	 interviews	with	 party	 communication	 strategists	 revealed	 a	
marked reluctance to develop interactivity, especially in the context of election campaigns 
(Stromer-	Galley	2000a;	Ward	2005)	 for	 fear	of	opening	oneself	up	 to	 abuse	 and	 also	 losing	
control of the agenda to one’s opponents. Even the arrival of social media platforms was greeted 
cautiously	with	relatively	slow	uptake	by	candidates/parties	across	many	democracies	(Southern	
and Ward 2011). Where candidates established a social media presence, critics often accused 
them of remaining in old- fashioned broadcast mode (Williamson 2010).
 The question of whether internet technologies are to some extent decentralizing election 
campaigns is an intriguing one. Early research in the UK and the Netherlands stressed that com-
puter technologies provide a further potential for centralization since party headquarters, leader-
ship and campaign bureaucracies are often best placed to use the technology available (Nixon 
and	Johansson	1999;	Smith	1998,	2000).	More	directly,	new	groups	of	campaign	professionals	
dedicated to web technologies (web designers, e- pollsters, e- campaign managers) were develop-
ing centered around party headquarters. Moreover, the growth of centralized database tech-
nologies targeting voters in key constituencies could further empower national party HQ to 
coordinate and direct campaigns (again trends identified in the pre- internet era). As time has 
progressed, however, it is clear that candidates and activists below the national level have increas-
ingly adopted technologies – particularly social media platforms – and are in some instances 
using	them	to	further	personalize	campaigning	and	establish	media	profiles	(Southern	and	Ward	
2011;	Southern	2015).	However,	there	is	still	debate	as	to	how	far	this	really	individualizes	or	
diversifies campaigns. Evidence from both the UK and Australia initially suggested a sort of top-
 down, centrally coordinated, localism (Gibson, Lusoli and Ward 2008), whereby candidates 
either replicated uniform web brochures or used social media to amplify (retweeted) centrally 
driven campaign messages. Again, such observations are not unique to the internet age. They 
reflect similar behavior by parties in respect of central oversight of candidates’ leaflets (see, for 
example,	Denver	et	al.	2002).
 In sum, much of the supposed distinctiveness of digital campaigns is, more accurately, inten-
sification and acceleration of some pre- existing trends (notably around targeting, personalization 
and organization). However, digital era campaigns do seem to have produced two distinct 
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strands of campaigning: on the one hand, a private, data- driven, top- down approach using 
online data- gathering and marketing aimed at identifying and mobilizing small groups of swing 
voters. Arguably, this is more of a continuation of the post- war model of centralized, profes-
sionalized, command and control electioneering. The second strand (characterized, in particular, 
by Obama’s 2008 campaign) suggests a more novel approach of a more public citizen- initiated 
campaign model whereby parties/candidates make extensive use of new social media tools 
(blogs and social network sites) to outsource core campaign tasks (e.g., fundraising, canvassing) 
to	ordinary	supporters	(Vacarri	2010;	Norquay	2008;	Bimber	2014).	The	web-	based	nature	of	
citizen- initiated campaign actions means that, as well as bringing more citizen input and direc-
tion into the campaign management process itself, it also has the potential to bring more citizens 
as a whole into the electoral and political arena by increasing voter contact opportunities (Gibson 
2012). Further empirical research is needed to understand the dynamics, contradictions and 
likely success of these two distinct approaches.

Internet “effects”: mobilizing and polarizing?

In the myriad of studies concerning internet effects, two debates have tended to dominate the 
field: first, could the internet change the nature and patterns of engagement between parties and 
voters, especially in an era of dealignment and protest where parties need to work hard to build 
and	maintain	support?	Second,	to	what	extent	is	the	internet	responsible	for	intensifying	polit-
ical polarization and hardening inter- party animus with potentially damaging effects for repre-
sentative democracy?

The mobilization debate

There was considerable hope at the outset that the internet might offer at least a partial solution 
to declining turnouts and increasing dissatisfaction with politics and parties. Acres of newsprint 
and academic work have been devoted to the normative benefits of technology and how it 
might be harnessed to drive political engagement (see, for example, Barber 1998; Coleman 
1999;	Shane	2004;	Dahlgren	2009).	The	case	for	technology	providing	mobilization	boosts	and	
enhancing participation rests on a combination of:

•	 Lowering	the	costs	of	engagement:	whilst	traditional	participation	in	parties	often	involved	
a high degree of commitment it also limited who could connect. One suggestion was that 
participation could be widened, since the internet lowered the barriers to mobilization 
(Bonchek 1995; Bimber 1998; Gibson et al. 2003). Essentially, connecting with political 
parties could be done at a time of the citizen’s choosing from the comfort of their own 
homes. Thus for those time- poor or housebound, for example, virtual tools could enhance 
their ability to engage more regularly.

•	 Increased	 informational	 stimuli:	 traditional	political	 science	already	 identified	benefits	of	
information stimuli to voter mobilization (Norris 2001; Bimber 1999). The suggestion was, 
therefore, that the internet would increase these stimuli by providing easy access to vast 
amounts of information and data.

•	 Enhanced	ability	to	network:	the	importance	of	ties	and	solidarity	have	long	been	recog-
nized in political science in terms of building supporter and activist bases (Castells 2001). 
Connections and peer networks have been important in developing shared beliefs and 
commitment to political organizations. Internet technologies provided an additional oppor-
tunity to develop such ties in a virtual context. Hence, online search engines make it easier 
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to identify like- minded individuals, share ideas and build solidarity that might deepen sup-
porters’ commitment to a candidate or party.

•	 Self-	expression	 and	 creativity:	 the	 interactive	 nature	 of	 technology	 and	 users’	 relative	
control have led some to suggest that the internet is more stimulating and creative and 
provides a greater sense of enjoyment and expression than traditional methods of engage-
ment, thus indirectly increasing users’ efficacy (Chadwick 2009; Vaccari et al. 2015).

•	 Enhanced	ability	to	target:	whilst	individuals	can	find	others	of	similar	political	beliefs,	the	
internet also enables parties to target such individuals more effectively and to keep them 
engaged even without a widespread activist base on the ground. Internet data gathering 
tools allow parties to identify potential sympathizers and to direct their marketing more 
efficiently to these people. Once links are formed, participation and engagement can be 
maintained and deepened through regular online contacts, invites and information to 
develop	a	thicker	level	of	engagement	(Lusoli	and	Ward	2004;	Etzioni	and	Etzioni 1997).

•	 Generational	 boost:	within	 all	 the	 above	 elements,	 it	was	 also	 noted	 that	 there	was	 an	
increased opportunity for a generational shift, since younger voters (often the least likely to 
participate in formal politics) were the ones most likely to engage extensively with internet 
technologies (Livingstone, Bober and Helsper 2005; Coleman 2005; Bennett 2008; Vromen 
2007; Bakker and de Vreese 2011).

Skeptics,	however,	pointed	out	that	the	basis	of	any	mobilization	effects	were	mainly	built	on	
technologically determinist approaches but largely neglected political and social factors that 
shaped	voters	predilection	to	participate	or	engage	with	parties	(Davis	1999;	Bimber	and	Davis	
2003). Consequently, a number of scholars indicated that the most likely impact of internet 
technologies was the reinforcement of existing patterns of engagement since political interest 
was unlikely to be changed by technology alone. In essence, those most likely to engage politi-
cally online were voters with a pre- existing political interest. Essentially, therefore, internet 
technologies preached to the converted (Norris 2001).
 In testing these ideas, much of the early survey work, especially during campaigns, did seem 
to support the reinforcement concept, although data were often limited and patchy outside the 
US.	Surveys	indicated	that	there	was	relatively	low	direct	engagement	with	party	online	cam-
paigns and, where it did occur, the profile of participants was similar to traditional patterns of 
engagement – that is, it was those with high levels of political interest, partisanship and civic 
skills, though there was evidence of a more youthful audience (Koc- Michalska and Vedel 2009; 
Rainie	and	Smith	2008).	One	explanation	for	this	familiar	pattern	was	the	focus	of	participatory	
studies. Graham and co-authors have suggested that to get a fully rounded picture of engage-
ment in the internet era there is a need to move beyond formal political sites or to go where 
people are, rather than where we would like them to be	(Graham	et	al.	2016).
 If evidence of broad direct effects was limited, several researchers did raise other intriguing 
possibilities, including gains in political knowledge, discussion and efficacy via online methods 
(Xenos and Moy 2007; Lupia and Philpot 2005; Vacarri et al. 2015). One interesting example 
directly related to election campaigning found evidence of potential two- step flows and indirect 
effects in relation to internet mobilization (Norris and Curtice 2008). The smaller group of 
political engaged and interested were further engaged by online tools but were then also more 
likely to converse with relatively inattentive citizens through traditional offline mechanisms, 
producing the possibility of indirect participation boosts.
 Analyses of the deepening of engagement and stimulation of activism within parties have also 
often seemed relatively limited. The most popular forms of online activity did not differ that 
much from traditional participation, with information gathering and low- commitment activities, 
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such as donating and signing petitions, consistently amongst the most common. Though, as 
Gibson and Cantijoch (2013) have noted, it is possible that the internet is blurring high- and 
low- intensity participation. The argument here being that what were previously seen as passive 
acts of engagement, such as accessing news and information in the offline environment, have 
become more demanding and pro- active tasks in the online world. Keeping up with digital 
news typically involves seeking out sources and pulling them toward you rather than consuming 
prepared news programming that is pushed out through regular media channels.
	 Further	research	in	both	the	US	and	the	UK	suggested	that,	whilst	it	might	be	possible	to	
mobilize party/candidate supporters online, it is difficult to maintain engagement and party 
membership through online methods alone – that is, they required further face- to-face contact 
to	boost	engagement	(Lusoli	and	Ward	2004),	otherwise	many	dropped	out.	In	the	UK,	this	
pattern of low- commitment activity and possible short- term engagement seems to have been 
maintained in the social media era. Poletti, Bale and Webb’s recent work on the Labour Party’s 
new membership base has found that recent joiners were “more likely to be clicktivists and 
slacktivists	rather	than	activists”	(2016:	np)	–	engaging	online,	but	much	less	likely	to	be	com-
mitted to traditional activist behaviors, such as attending meetings, canvassing and leafleting. In 
short, therefore, whilst one can find high- profile examples of online mobilization (notably 
Obama’s 2008 campaign), the difficulty for parties is to maintain supporters beyond short cam-
paigns and deepen their engagement within party structures.
 The overall picture of online mobilization is perhaps best summed up by Boulianne’s (2009) 
large- scale, meta- analysis of over 50 studies of online participation that demonstrated modest 
positive effects. Thus, whilst the internet may not have radically transformed who engages with 
parties, it has undoubtedly added to the way that we do politics and in turn this may eventually 
recalibrate our expectations of parties and politicians.

Polarization and intensification

The second major area of the effects literature is one concerning the intensification of political 
attitudes	leading	to	balkanization.	Donald	Trump’s	US	presidential	victory	along	with	the	UK’s	
EU	referendum	campaign	in	2016	prompted	renewed	interest	in	the	issue	of	growing	polariza-
tion amongst voters. Media commentators have drawn attention to a coarsening of political 
debate, increasingly outlandish political claims and the rise of abuse and fake news. The finger 
was often pointed at social media and the so- called echo chambers that it creates for intensifying 
partisan negativity. Fears have been expressed that social media is driving voters into increasingly 
partisan and even extremist positions. Yet, none of these fears are necessarily new. In part, it 
replicates earlier longstanding concerns or debates surrounding the effects of the partisan bias of 
the print media in terms of agenda setting, priming, framing and cuing (Gunther 1998; Graber 
1988). Additionally, even before the internet reached much beyond an elite audience, Nicholas 
Negroponte	(1995)	was	already	referring	to	the	notion	of	“the	Daily	Me,”	where	people	would	
receive	 increasingly	personalized	news	 feeds.	The	notion	of	 the	Daily	Me	was	 subsequently	
expanded	by	Cass	Sunstein	(2001),	who	warned	that	the	increasing	choice	and	personalization	
of news raised the possibility of electoral balkanization where audiences largely consumed media 
which reinforced their existing prejudices but did little to foster deliberation in debate across 
ideological or social divides.
 The notion that the internet exacerbates polarization amongst voters is based on a number of 
factors: first, that the internet and social media have significantly increased the amount of parti-
san sources of information available to the electorate. The lowering of costs of producing news 
and circulating means that potentially anyone with a mobile or tablet can create news sources 
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and stories. Moreover, information and news produced online was not necessarily subject to the 
same professional journalistic standards as mainstream media or, particularly, public service 
broadcasting. Hence, the internet could be seen primarily as fora for emotion and opinion- based 
statements.	Second,	increasingly,	voters	consume	content	on	the	basis	of	selective	exposure	–	
that is, they are drawn to material that backs up pre- existing beliefs or coincides with their pre-
 existing interests. The increasing levels of media choice mean that people can more easily access 
news and current affairs but also screen out information deemed as uninteresting, irrelevant or 
disagreeable (Prior 2007). Third, this selective exposure is then supported by, and intertwined 
with, people’s online networks and filters. In part, this reflects automated filter bubbles. For 
example, platforms such as Facebook automatically promote posts that fit with our declared 
interests and views. Additionally, the argument behind polarization suggests that our networks 
are largely homogenous, with like- minded people communicating with one another – the birds 
of	a	feather	flock	together	argument	(McPherson,	Smith-	Lovin	and	Cook	2001).	The	import-
ance of these networks is strengthened by research that indicates that we are much more likely 
to	pay	attention	to	messages	from	friends,	family	and	close	colleagues	(Sunstein	2006).	Hence,	
Twitter, in particular, is often seen as an echo chamber where people of similar political out-
looks spread or replicate each other’s messages but are rarely challenged by alternative view-
points or voices. The apparent long- term impact of increased exposure to like- minded views is 
the adoption of more extreme positions (Mutz and Martin 2001). Fourth, some psychological 
studies have indicated that not only are the networks similar but we are more susceptible and 
pay more attention to material and information we like or that we agree with and conversely 
are more likely to discount or delete material which does not fit with our belief patterns (Colle-
oni,	Rozza	and	Arvidsson	2014).	This	filtering	is	then	heightened	by	the	anonymity	of	some	
elements of technology. This reduces social and psychological inhibitions and cues, thus stimu-
lating individuals to express more extreme views and/or indulge in abuse of opponents in ways 
that they would not in the offline world (Joinson 2007).
 Whilst intuitively these arguments make logical sense, the research evidence on voter polari-
zation and social media consumption is far from clear- cut. At the outset, it is worth remember-
ing	 that	 polarization	 trends	 in	 the	US	were	 identified	well	 before	 the	 internet	 came	 along.	
Authors such as Prior (2013) argue that it was the development of cable news especially that was 
more significant in changing patterns of partisan news consumption. Furthermore, various 
researchers have reminded us of the continued importance of mainstream media in elections. 
Whilst internet sources may have grown dramatically in importance over the past decade, televi-
sion	and	familiar	mainstream	media	(MSM)	sources	that	have	moved	online	remain	important	
players	 in	 terms	 of	 news	 consumption	 (Nielson	 and	 Schroder	 2014;	Meijer	 and	Kormelink	
2015). Indeed, in countries with a strong public service broadcast tradition, trust in these relat-
ively	non-	partisan	sources	remains	high	(Brevini	2013).	Even	in	the	US,	it	is	argued	that	the	
bulk of voters remain wedded to mainly middle- of-the- road media sources (Prior 2013).
	 Yet,	Lelkes,	Sood	and	Iyengar	(2015),	in	their	broad	study	of	impact	of	access	to	broadband	
media,	have	contended	that	there	is	a	link	to	increasing	polarization	in	the	US.	This	is	because	
access to internet broadband has led to both increased supply and demand for partisan program-
ming and, more specifically, increasing exposure to imbalanced partisan rhetoric and sources for 
audiences. They argue that even small changes in media choice can impact significantly on 
preferences and attitudes. Furthermore, when changes in media consumption develop over 
longer periods of time then effects can be cumulative.
 Whilst there is plenty of support for the notion of homophily in online networks, there is 
still	disagreement	about	both	its	extent	and	its	impact.	Early	research	on	the	US	blogosphere	
indicated intense degrees of clustering between either liberal or republican bloggers (Adamic 
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and Glance 2005; Hargittai, Gallo and Kane 2008). In terms of social media networks (especially 
Twitter and Facebook), a range of reports have found high levels of ideological and social clus-
tering	(Halberstam	and	Knight	2016;	Huber	and	Malhotra	2016;	Lee	et	al.	2014).	Nevertheless,	
there are still some analyses that have pointed to a more diverse nature in social media networks 
(Gentzkow	and	Shapiro	2011).	In	particular,	it	has	been	suggested	that	people	may	have	wider	
networks online than they do in real life. Although many of the links are relatively weak, they 
are still important in providing diversity to people’s sources of information. Consequently, there 
is evidence that citizens are more likely to be accidentally exposed to information on social 
media	than	in	Web	1.0	or	even	via	MSM	since	both	these	require	a	greater	degree	of	selection	
(Gil de Zúñiga and Valenzuela 2011). Indeed, Barberá’s (2015) comparative study of Germany, 
Spain	and	the	US	actually	refutes	the	popular	wisdom	and	goes	as	far	as	to	suggest	that	social	
media is reducing polarization.
 One common line of thought on polarization is that its greatest impact is on the more politi-
cally committed. The majority of the electorate pays far less attention or, indeed, screens it out. 
Thus, Prior (2013) finds evidence of polarization mainly amongst the relatively small core activ-
ist groups. However, such activist partisan groups are likely to have more impact on overall 
conduct	and	debate	in	campaigns	since	they	are	the	most	engaged.	So	it	could	be	that	these	
groups drive the agenda toward more extreme positions, whilst the majority electorate become 
increasingly disillusioned and detached.
 At the time of writing, there is renewed concern over internet driven polarization following 
acrimonious	campaigns	in	the	US	presidential	race,	referendum	campaigns	in	the	UK	and	Italy	
(Brookings	 Institute	2016;	Duggan	and	Smith	2016;	McCutcheon	2016)	and	 the	rise	of	 the	
populist	right	in	Europe	more	generally	(Habermas	2016;	Engesser	et	al.	2016).	Two	themes	in	
particular have emerged; first, much popular attention has centered on the rise and impact of the 
spread	of	fake	news	via	social	media	(Guardian	2016),	especially	in	the	US	presidential	race.	A	
US	Buzzfeed	news	analysis	 (2016)	reported	that	 the	 large	partisan	Facebook	news	sites	were	
regularly	producing	false	news	stories	about	opponents.	This	is	not	simply	a	US	problem;	recent	
elections in Europe have likewise seen false claims spread virally and rapidly. For example, the 
2016	Austrian	presidential	 election	 saw	websites	 spread	 rumors	 that	 the	 Independent-	Green	
backed	candidate	was	suffering	from	dementia.	Similarly,	in	the	2016	French	primary,	rumors	
were spread of false links between one leading center- right candidate (Alain  Juppé) and the 
Muslim	brotherhood	(Guardian	2016).	Second,	related	to	this	rise	in	fake	news	is	the	apparent	
growth of automated political propaganda generated by bots (Forelle et al. 2015). Research 
calculated	that,	as	US	election	day	approached,	bot	messaging	was	increasing	significantly.	In	
addition, the vast majority of bots (85 percent) were producing partisan messages and pro- 
Trump bots were considerably more prevalent than Clinton ones (Kollanyi, Howard and 
Woolley	2016).
 In summarizing the debate around political polarization and the internet, there is widespread 
agreement that the internet may have exacerbated rather than started the problem. However, it 
is	also	not	clear	how	far	polarization	has	spread	amongst	electorates,	especially	outside	the	US.	
More nuanced readings of data suggest that polarization is more likely to occur amongst the 
already politically partisan. What is clear though is that debates about social media and polariza-
tion are likely to increase in the wake of the rise of populism across liberal democracies.

Party competition: who benefits?

One early line of thought was that political parties generally would be losers in the internet era 
(Rheingold 1993; Negroponte 1995; Morris 2000). In particular, much interest was generated 
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in ideas of direct forms of democracy with electronic technology stimulating the growth of 
electronic voting and referendums, and the ability of individual citizens to participate in politics 
bypassing collective organizations (Rash 1997; Morris 2000). Alternatively, some argued that, 
whilst all organizations might gain from new technologies, the real winners were likely to be the 
more flexible, less hierarchical, protest networks (Bimber 1998; Castells 2019; Bennett and 
Segerberg	2013).	It	is	no	coincidence	that	much	of	this	enthusiasm	for	direct	plebiscitary	demo-
cracy	emerged	in	the	US	where	the	internet	achieved	significant	penetration	rates	earlier	than	
elsewhere but perhaps more importantly political culture individualized and was less party- 
centered than European democracies. However, in many established democracies, politicians 
and mainstream parties were concerned that the internet might further erode their support base 
(see Blears 2008).
 Twenty years on and clearly parties have not disappeared. Indeed, the internet has been seen 
as	crucial	to	the	rise	of	some	candidates	and	parties.	For	instance,	the	success	of	the	Five	Star	
Movement in Italy has been attributed, in part, to its online organization (Mosca, Vaccari and 
Valeriani 2013), whilst in the UK the rise of Jeremy Corbyn to the leadership of the Labour 
Party has also been partially attributed to the harnessing of social media to significantly increase 
the	party	membership	base	(Bale	2016).	Thus	parties	per	se	are	not	necessarily	threatened	by	
internet technologies but nevertheless mainstream political parties have undoubtedly been chal-
lenged by demands for more direct methods of participation and the often disruptive nature of 
social media (Margetts et al. 2015). It is, therefore, worth considering two decades after the 
emergence of the internet whether there have been any distinct patterns in terms of party adap-
tion to the net and whether there have been any real winners or losers?

Equalization and normalization: leveling the communication playing field?

The dominant question of many studies of party campaigns online has been the notion of 
equalization of party competition online and whether minor and outsider parties were likely to 
be the main beneficiaries of the technology. The idea of equalization or the leveling of the com-
munication	playing	field	rests	on	a	combination	of	elements	(Corrado	and	Firestone	1996;	Rash	
1997; Gibson and Ward 1998; Gibson, Römmele and Ward 2003; Lilleker and Vedel 2013): 
first, that internet technologies have weakened the power of so- called mainstream media, espe-
cially the power of newspapers as gatekeepers and controllers of the political agenda. In the old 
world of television, radio and newspapers, there was limited space for political coverage and 
editors/journalists primarily determined who had access to that space and what would be of 
interest to their publics. The virtual sphere is largely without editorial control and therefore has 
been	viewed	as	a	more	open	space.	Hence,	political	parties	that	were	squeezed	out	of	MSM	
could establish a platform and presence much more easily online. Interrelated to this notion of 
a more open space, is the idea that the internet lowers cost of campaigning. Whilst older media 
forms required a considerable outlay of resources and expertise, the suggestion was that, with 
minimal levels of skills and technology, outsider and minor parties/candidates could establish a 
campaign platform to sit alongside their mainstream rivals. In short, therefore, the internet 
allowed them greater access to get their message across to voters. In allowing these minor parties 
presence and access, it also potentially provided an additional benefit – that of amplification. By 
establishing themselves online, relatively minor parties could appear larger and more credible 
online than they were in reality (Ackland and Gibson 2013).
 The benefit of the internet was not simply to minor party organizations themselves, but also 
to their supporters and activists. The interactive nature of the internet allowed supporters to find 
one another and to build networks of support even across large geographical areas. Whereas 
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distance had hampered the building of activism in the pre- internet world, the virtual sphere 
collapsed many of these barriers (Gillan 2009).
 The idea of equalization has also been supported from time to time by the emergence of 
high- profile campaigns by outsider candidates. One of the first to attract attention was the Inde-
pendent Jesse Ventura’s 1998 success in the Minnesota Gubernatorial race. This, in part, was 
attributed to his ability to build email networks almost from scratch and encourage online dona-
tions	 (Stromer-	Galley	2000b);	 although	 it	 is	worth	 remembering	 that	Ventura	already	had	a	
high	media	profile	as	a	 former	wrestler	and	radio	 talk	 show	host.	Similarly,	Howard	Dean’s	
ultimately	failed	bid	for	the	Democratic	presidential	nomination	in	2004	garnered	considerable	
media	attention	for	its	innovative	use	of	blogs,	meet-	ups	and	online	mobilization.	The	Dean	
campaign was seen as a template of how a little known outsider with limited resources could 
build	a	national	campaign	from	scratch	using	the	internet	(Trippi	2004).	Obama’s	triumph	in	
the	Democratic	primary	in	2007/8	overcoming	the	initial	 favorite,	Hillary Clinton, was also 
seen as evidence of how innovative web campaigning could help organize campaigns and build 
virtual	momentum	(Pollard,	Chesebro	and	Studinski	2009;	 Vaccari 2010). Nor were such out-
sider	examples	necessarily	limited	to	the	US.	The	success	of	South	Korean	challenger	candidate	
Roh Moo- Hyun in the 2002 presidential race was seen as the result of his ability to mobilize 
younger	Koreans	via	internet	tools	(Hague	and	Uhm	2003).	In	recent	years,	the	Italian	Five	Star	
Movement	(5SM)	has	been	seen	as	another	exemplar	of	outsider	success	built	on	online	plat-
forms. The movement party was popularized initially via its founder’s blog site and latterly by 
social	media	 organization	 (Tronconi	 2015;	Hartleb	 2013).	Yet,	whilst	 organizationally	 5SM	
benefited from new technologies, its political successes stemmed more from the collapse in 
confidence in the Italian political establishment (Fella and Ruzza 2013).
 These high- profile examples largely remain the exceptions though. The idea of equalization 
or leveling has been regularly challenged by the concept of normalization, arguing that internet 
campaigns should not be seen as divorced from the traditional world of politics. Indeed, normal-
izers such as Margolis and Resnick (2000) claimed that mainstream parties would come to 
dominate cyberspace as they did traditional campaign space, particularly as the internet became 
more and more commercialized. Running sophisticated online campaigns, it was argued, still 
required significant resources and skills, notably as the web design become more professional-
ized.	Moreover,	as	Bimber	and	Davis	(2003)	noted,	the	traditional	media	still	remained	important	
as	voters	still	primarily	relied	on	television	for	news	and	current	affairs	and	the	MSM	also	tend	
to shape the agenda of online discussion rather than vice- versa. Additionally, Hindman, Tsiout-
siouliklis and Johnson (2003) pointed out that, given many voters used search engines to find 
information, the playing field could be significantly influenced by search engine rankings, which 
were often significantly skewed toward already influential players. Thus, overall, the expecta-
tion of normalizers was that online party competition would increasingly come to resemble the 
offline world.
 Examining the empirical studies conducted over the past two decades in a range of demo-
cracies provides a fairly consistent story in relation to party online competition. The so- called 
Web	1.0	era	almost	uniformly	suggested	a	generalized	pattern	of	normalization	(see	Table	26.1).	
Only a few early studies prior to 2007 suggested equalization. For example, Gibson and Ward’s 
(1998: 22) report on the 1997 UK general election concluded that: “far from leaving the minor 
parties in the dust the internet appears to be doing more to equalize exposure of parties’ ideas to 
the electorate compared to other media.”
 The vast majority of the analyses, though, concluded that the larger parties ran the richest 
websites in terms of their functionality (depth of information provided, opportunities to engage 
and resource gathering) but also used their pre- existing resource advantages to drive traffic to 
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their sites. Yet, underlying the broad picture of normalization was an acceptance that some 
minor parties could at least establish a website presence more effectively on the internet. More-
over,	in	isolation,	the	virtual	sphere	was	at	least	more	level	than	MSM.	With	this	in	mind,	Ward	
(2005, 2008) argued that rather than leveling the communication playing field, the internet had 
widened it allowing more parties or candidates to survive politically but not necessarily thrive 
electorally. Political system factors, such as electoral thresholds or non- proportional electoral 
systems, often still mitigated against translating such online presence into electoral success.
 Nonetheless, moves toward normalization did not necessarily represent a steady evolution. 
There is evidence from some studies of an ebb and flow pattern in competition – notably, that 
major parties were more likely to dominate in election campaigns whilst minor counterparts were 
more successful outside election periods (Gibson and Ward 2009; Lilleker and Vedel 2013). The 
rise of social media has subsequently seen a renewed interest in re- examining the dominance of 
normalization	(Gueoguieva	2008;	Kalnes	2009;	Strandberg	2009).	Social	media,	it	was	suggested,	
provided an even lower cost platform than increasingly costly and professionalized websites and a 
greater ability to organize and motivate supporters for minor parties. Empirically, there are some 
indications here that, whilst normalization still predominates, there is greater degree of hope for 
some of the smaller parties. Early Web 2.0 studies in Finland	 (Strandberg	2009) and Norway 
(Kalnes 2009) both found that minor parties had, at least, an established presence. However, 
Gibson and McAllister (2015), in their longitudinal study of Australia, went even further. They 
found that, compared to their major counterparts, Green Party candidates were not only more 
likely to adopt new media but also received an electoral boost (in vote terms) for doing so.

Beyond normalization?

Studies	have	also	indicated	though	that,	whilst	generalized	normalization	seems	to	predominate,	
the concept of normalization needs refining beyond simply the size of a party. For example, two 
minor party families have repeatedly been highlighted in empirical work as outperforming their 
counterparts – the Greens and the far right. Incentives for using internet technologies are seen 
as one persistent explanation for this pattern. In the case of Green parties, beyond the cost/
resources incentives outlined above, their core audience is seen as heavy internet users (for 
example, students or public- sector, university- educated workers), providing additional stimuli 
for technology use. Moreover, some studies indicate an ideological element, with the internet 
facilitating organizational models of operation favored by Green parties – that is, decentralized, 
less hierarchical and network based (Voerman and Ward 2000). There may also be an ideo-
logical component to far right activity online, with many groups viewing the traditional media 
as part of a corrupt liberal establishment that seeks to lock them out of political discussion 
(Copsey 2003). However, there may be more practical reasons why far right groups have con-
sistently used online technologies to mobilize – secrecy and anonymity. Whilst far right sympa-
thizers may be reluctant to admit their preference in real- world situations, online they can find 
support for their views and are potentially emboldened to then act (Whine 2000; Copsey 2003; 
Lilleker and Jackson 2011).
 Whilst much of the focus of party competition online has been on adaptation and use of the 
internet, the second part of the equalization equation – whether this makes any electoral differ-
ence – is much less prominent in research. The assumption, often based on interviews with 
party campaign strategists, is that the internet has made limited difference to electoral perform-
ance.	As	early	as	1997,	D’Alessio	found	a	positive	and	significant	effect	of	having	a	website	on	
US	congressional	candidates’	vote.	A	positive	relationship	was	also	detected	between	candidates’	
online	 campaign	 presence	 and	 electoral	 support	 by	 Gibson	 and	 McAllister	 (2006,	 2015)	 in	
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Australia	between	2001	and	2010.	Similar	results	were	reported	by	Sudulich	and	Wall	(2010)	in	
Irish parliamentary elections. In seeking to account for the positive findings Gibson and 
McAllister	(2011:	240)	speculated	that	it	might	be	seen	as	“a	proxy	for	a	degree	of	candidate	
professionalism	 and	 competence	 not	 captured	 by	 the	 standard	 Australian	 Candidate	 Study	
measures” but required further investigation. Other studies, however, have not observed much 
in	the	way	of	positive	electoral	effects	(Fisher,	Cutts	and	Fieldhouse	2011;	Fisher	et	al.	2016;	
Hansen	and	Pederson	2014).
 Although work on normalization/equalization has now covered a large range of democracies 
research has tended to consist of electoral snapshots of individual campaigns and there is far less 
comparative or longitudinal work. As a result, authors such as Anstead and Chadwick (2008) 
have argued that the importance of the systemic political and media environment in explaining 
party	and	voter	activity	online	is	underplayed.	Hence,	in	comparing	the	US	and	the	UK	they	
pointed to five key variables (degree of systemic institutional pluralism; organization of mem-
bership; candidate recruitment and selection; campaign finance; and the “old” campaign com-
munication environment) as offering a framework to shaping difference in internet campaigning 
cross- nationally. Rigorously testing out the influence of such systemic factors still remains to be 
conducted.

Conclusions

Looking back on 20 years of digital campaigning, the early hopes of radical internet- driven 
transformation provided a framework that was not altogether helpful in terms of developing our 
understanding of the relationship between the internet and politics. Indeed, the empirically 
generated backlash of limited effects studies has then arguably understated the extent of change 
as	the	internet	has	become	embedded	into	political	life.	Democratic	theorists	and	commentators	
spent much time initially focusing on the creation of virtual public spheres and notions of elec-
tronic democracy. However, the focus of parties and campaigns has often been driven by more 
prosaic concerns, particularly how to maximize their message in an increasingly noisy and com-
petitive communication environment. In academic terms, it took some time before internet 
research was grounded in, and related to, existing knowledge/theory of campaigns, media and 
communication effects, party organization and political participation. However, there is growing 
realization that our older definitions and models of what constitute politics or political participa-
tion are being blurred and expanded by internet technologies.
 The three broad areas we have assessed here exhibited similar patterns of initial hype, fol-
lowed by a search for grand uniform effects, before settling into examination of more nuanced 
social theory- led approaches. Hence, whilst the internet may not have equalized competition, 
there is evidence that it does challenge elites and has created new uncertainties for politicians. 
The world of social media politics seems to have exacerbated earlier trends toward personalized, 
populist and oppositional style politics, although it remains to be seen whether it can maintain 
long-	term	constructive	activism	or	support	effective	party	governance.	Similarly,	the	internet	
may not have radically reshaped who participates (in campaigns), but it has changed the nature 
of campaigns and how we participate. It has been a hugely beneficial tool for the political activist 
and politically interested, which can help stimulate overall mobilization. However, there is 
increasing evidence that, in some circumstances, social media may well be furthering polarizing 
attitudes and creating participation divides. The risk is that increasingly hostile and heated cam-
paigns are fought out amongst the politically committed but are largely divorced from, and disil-
lusion, the bulk of the less politically engaged.
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ATTiTudes, VAlues And 
Belief sysTems

Oddbjørn Knutsen

Introduction

The topic of this chapter comprises three concepts that are central within public opinion 
research, namely attitudes, values and belief systems. The chapter starts with examining how 
these concepts are defined within social science in general, and then within political science 
more specifically. The section on belief systems focuses on a major debate within public opinion 
research – that concerning people’s democratic competence.

attitudes

The attitude concept

Much of the theoretical framework and conceptualization of attitudes has been developed 
within social psychology.1 In general, an attitude is an expression of favor or disfavor toward a 
person, place, thing or event (the attitude object). Eagly and Chaiken (1993: Chapter 1) define, 
for example, an attitude as “a psychological tendency that is expressed by evaluating a particular 
entity with some degree of favor or disfavor.” Psychological tendency refers to a state that is internal 
to the individual. Evaluating refers to all classes of evaluative response, whether overt or covert, 
cognitive, effective or behavioral. This psychological tendency can be regarded as a type of bias 
that predisposes the individual toward evaluative responses that are positive or negative. An atti-
tude develops on the basis of evaluative responding: An individual does not have an attitude until 
he or she responds to an entity on an affective, cognitive or behavioral basis.
 Attitude is one of many hypothetical constructs that are not directly observable, but can be 
inferred from observable responses. Attitudes are one of numerous implicit states or dispositions 
that psychologists have constructed to explain why people react in certain ways in the presence 
of certain stimuli.
 Multi- component models of attitudes are the most influential. A classic tripartite view is that 
an attitude contains cognitive, affective and behavioral components:

•	 The	cognitive component contains thoughts or ideas that people have about the attitude object. 
These thoughts are sometimes conceptualized as beliefs which are understood to be associ-
ations or linkages that people establish between the attitude object and various attributes.
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•	 The	affective component consists of feelings, moods, emotions and sympathetic nervous system 
activity that people experience in relation to the attitude object.

•	 The	behavioral component is a predisposition to action under appropriate conditions. It is also 
referred to as the conation element or an individual’s action tendencies towards the object. It is 
also argued that attitudes can be derived from past behavior.

The assumption that attitudes have three different components and that attitudes are formed 
through cognitive, affective and behavioral processes has been advanced in numerous discus-
sions of attitudes. This approach raises a question about the consistency or empirical validity of 
these components.
 Another theoretical view is that the three components described above are distinct entities, 
which may or may not be related, depending on the particular situation. This viewpoint has 
been strongly advocated by Fishbein and Ajzen (1975). In their theory, the term “attitude” is 
reserved for the affective component. The cognitive dimension is labeled as beliefs, and is 
defined as a person’s subjective probability that an object has a particular characteristic. This 
is often referred to as the one- dimensional view of attitudes.
 Milton Rokeach (1968: Chapter 5) has a somewhat different conceptualization of attitudes. 
His definition is perhaps more relevant for social and political attitudes. He defines an attitude 
as “a relatively enduring organization” of beliefs around an object or situation predisposing one 
to respond in some preferential manner. A belief is defined as any simple proposition, conscious 
or unconscious, inferred from what a person says or does, capable of being preceded by the 
phrase “I believe that …” In this conceptualization:

1 An attitude is relatively enduring. Some predispositions are momentary and, as such, are not 
called attitudes. The concept of attitude is typically reserved for more enduring, persistent 
organizations of predispositions.

2 An attitude is an organization of beliefs. Rokeach differentiated between three types of beliefs: 
(a) descriptive beliefs which describe the object of the beliefs as true or false, correct or 
incorrect, (b) evaluative beliefs which evaluate the object as good or bad, and (c) prescrip-
tive beliefs which advocate a certain course of action or a certain state of existence as being 
desirable or undesirable.

3 All beliefs are predispositions to action. An attitude is thus a set of interrelated predispositions 
to action organized around an object or situation. Each belief within an attitude organiza-
tion is conceived as having the three components that are emphasized in other approaches 
(cognitive, affective and behavioral).

4 They are organized around an object or a situation. Attitude objects are considered as static 
objects of regard, concrete or abstract, such as a person, group, an institution or issue. A 
situation is a dynamic event of activity around which a person organizes a set of related 
beliefs about how to behave.

5 They involve a set of interrelated predispositions to respond, meaning that attitudes are not single 
predispositions but sets of interrelated predispositions.

6 A preferential response implies that the response can be either affective or evaluative or both. 
It is not assumed that there is a one- to-one relationship between affect and evaluation.

Political attitudes

Political attitudes are defined more broadly in political science than in social psychology. Based 
on Rokeach’s (1968) definition of attitudes, we can define a political attitude in the following 
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way: Political attitudes are relatively enduring organizations of beliefs around political objects or 
situations which predispose individuals to respond in some preferential manner.
 The most immediate political objects are political actors, institutions and political issues. 
Therefore, various levels of political trust and support are central political attitudes, from orien-
tations to politicians and political parties, to political institutions and evaluation of regime per-
formance (Norris 2011: Chapter 2).2

 Political issues are probably the most studied political attitudes. In some ways, the literature 
does not always differentiate clearly between issues (attitudes) and values regarding the dimen-
sions, antecedents and behavioral consequences. Much of what is written about political values 
is thus relevant for studies of political issues. The dimensions of political issues and values are 
therefore addressed together under the “Values” section below.
 There are, however, considerable measurement equivalence problems (Ariely and Davidov 
2012) when examining political attitudes over time and cross- nationally. These problems are 
caused by the fact that attitudes address objects and situations: these may change over time even 
though there is no real change in basic orientation. In politics, “situations” can reflect unfolding 
political events, the current state of a given policy area, the political debate about where to move 
from the present state, the specific behavior of politicians that draws attention, and so on.

Values

The value concept

The concept of values is used in many of the social sciences. Values are considered to be a basic 
aspect of individuals’ belief systems and central in the culture of a given social group and in a 
given country. Several definitions of “values” have been influential. For the anthropologist 
Clyde Kluckhohn (1951), a value is a conception of that which is desirable and which influences 
the selection of available modes, means and ends of action. Central to this definition is the 
notion “a conception of the desirable.” A desire is a wish or a preference, while the term “desir-
able” goes beyond a wish or a want by including considerations of moral content.
 For Milton Rokeach (1973: Chapter 1), a “value is an enduring belief that a specific mode of 
conduct or end- state of existence is preferable to opposite or converse modes of conduct or end-
 states of existence.” Rokeach’s definition includes elements that can be used as a point of depar-
ture for discussing several dimensions of the value concept. Rokeach indicated that there are two 
types of values: terminal (end- state of existence) and instrumental (mode of conduct) values. 
Rokeach also differentiated between personal and social values. People have values they want to 
emphasize in their own lives (self- centered) but also values they would emphasize in their social 
environment (societal- centered). This differentiation can be expanded to different domains where 
we can talk about family values, work values, bureaucratic values, political values, and others.
 For Rokeach, a value is a basic and relatively stable element in a person’s belief system. A 
value is a prescriptive belief wherein some means or end of action are judged to be desirable or 
undesirable. Values are sometimes contrasted with attitudes. A value is considered to be a basic 
(prescriptive) belief that often influences a specific attitude together with other beliefs.
 Building on Rokeach and others, Shalom Schwartz (2007) identifies formal characteristics 
that are the defining features of basic human values.
 Values are beliefs:

a about desirable end- states or behaviors (modes of conduct),
b which transcend specific situations or actions,
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c that guide selection or evaluation of behavior and events,
d are ordered by relative importance to form a value system,
e where the relative importance of values guides attitudes and behavior.

Other researchers such as Jan van Deth and Elinor Scarbrough (1995) consider the relationship 
between values and attitudes as reciprocal, which, at the individual level, provides opportunities 
for the modification and adaption of values. These scholars use the notion “value orientation” for 
constellations of attitudes that can be patterned in some empirical way and are theoretically 
interpreted in a meaningful way. This implies that value orientations can be studied by data that 
comprise indicators that can be attitudes.
 Culture can be considered as the rich complex of meanings, beliefs, symbols, norms and 
values prevalent among people in a society. Cultural differences can be studied along many 
dimensions. Given that values are central elements in individuals’ belief systems, the values that 
are emphasized in a society may be a very central feature of culture. The same applies to political 
values in relation to political culture.

Political values

A point of departure for conceptualizing the notion of political values is the distinction made by 
Rokeach (1973: 7–8) between personal and social (terminal) values. Values may be self- centered 
or society- centered, intra- personal or inter- personal in focus. Some values may relate to the 
individual’s own life, while others relate to society or even the political sphere. These latter 
values can then be considered as political values.
 Terminal political values can be considered as end- states that individuals would like to see char-
acterizing society as a whole and see implemented through the political system. Instrumental polit-
ical values are modes of conduct that are considered legitimate (or illegitimate) in influencing 
political decisions – for example, various types of political participation (Knutsen 2011). Inspired 
by Rokeach and Schwartz and others, Goren, Federico and Kittelson (2009: 805) define “core 
political values” as abstract normative beliefs about desirable end- states or modes of conduct that 
operate in the political realm. These political values are quite stable and guide preferences on short-
 term political controversies and issues of the day. Similarly, McCann (1997: 565) defines a citizen’s 
core political values as consisting of overarching normative principles about government, citizen-
ship and (American) society. These principles and assumptions facilitate positions taking on more 
concrete domains by serving as general focal points in the otherwise confusing environment. 
Kinder (1998: 808) used the notions of “principles” and “values” interchangeably, indicating that 
the former is used more frequently within political science while “values” are used more frequently 
within social psychology. His definition of political principles and values is that they transcend par-
ticular objects and specific situations; they are relatively abstract and durable claims about virtue and 
the good society. Furthermore, these principles and values are motivating and lead to particular 
positions being taken on political issues and help people to evaluate and make judgments.

Political value and attitude dimensions

The number of political issues and value dimensions depends on how many items are included 
in dimensional analyses such as factor analyses. As a rule, there should be at least three indicators 
for tapping a theoretically meaningful dimension. When this rule is followed, the issue or value 
structure is multidimensional. Some of the dimensions that have been focused upon in the liter-
ature are reviewed below.
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 Christian values focus on the importance of Christian morals and principles in society and 
politics, and on traditional moral guidelines in school and society in general. Secularization is 
often understood as a process whereby mundane reality is less interpreted from a supernatural 
perspective, and secular values are based on more modern norms of morality where the indi-
vidual wants to determine for him- or herself without the guidelines of the church (Halman and 
Moor 1994; Norris and Inglehart 2004).
 The most important political value orientations that emerged in the Industrial Revolution were 
economic left–right values. These value orientations are economic in nature, and refer in particular 
to the role of government in creating more economic equality in society versus the need for eco-
nomic incentives and efficiency. These values include workers’ control and state regulation of the 
economy versus private enterprise, private property and the market economy (Knutsen 1995).
 The moral value dimension and economic left–right values are often referred to as “Old Pol-
itics” because they capture the essence of the traditional lines of conflict in industrial society. In 
contrast, “New Politics” refers to value conflicts emerging from post- industrial society. The 
most well- known new political value dimension is that of the materialist/post- materialist value 
orientations. These value orientations were originally formulated by Inglehart (1977, 1990), 
who argued that new post- materialist values are deeply rooted and stand in opposition to more 
traditional materialist values. Materialist values emphasize economic and physical security such 
as economic stability and growth, law and order, and strong defense. Post- materialist values 
emphasize self- expression, subjective well- being and the quality of life.
 New Politics values can, however, be conceptualized along three different dimensions: The 
value conflict between environmental versus economic growth values is firmly rooted in the public 
mind, and in many West European countries conflicts over environmental values seem to be the 
most manifest expression of the “New Politics” conflict (Dalton 2009).
 In a series of articles, Scott Flanagan emphasized that a libertarian/authoritarian dimension is 
the central New Politics dimension (Inglehart and Flanagan 1987; Flanagan and Lee 2003). The 
libertarian/authoritarian value orientations are also central components in Herbert Kitschelt’s 
(1994, 1995) works.
 The third set of New Politics orientation is related to immigration and immigrants. This has 
become a major policy area in Europe with different views among the mass publics. Com-
parative research has shown that these orientations are closely related to and reflect basic values 
and beliefs about different conceptions of national identity, ethnicity and multiculturalism 
(Hainmueller and Hiscox 2007: 429–434).
 A final dimension is the relationship between national and supranational orientations. This 
dimension is particularly related to attitudes toward European integration. It also includes 
various orientations toward economic and political globalization versus emphasis on national 
sovereignty and identity (Marks and Steenbergen 2004).

Inglehart’s broader value dimensions

Inglehart has broadened his study of value dimensions by emphasizing that his materialist/  
post- materialist dimension is only one component of a much larger value syndrome, and by 
including an additional dimension (Inglehart and Welzel 2005). In an alternative approach to 
conceptualizing and analyzing value orientations in a long- term perspective, a two- dimensional 
value structure is emphasized: one dimension based on traditional versus secular–rational values; 
the other based on survival versus self- expression/well- being values. These two dimensions are 
associated with the structural changes occurring in the transition from pre- industrial to industrial 
society, and from industrial to post- industrial society, respectively.
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Political value change

Inglehart incorporates most explicitly the issue of cultural change in his work. He identifies a 
“silent revolution” in which a gradual value change takes place along the materialist/
post- materialist dimension. As older and more materialist generations die, they are continuously 
replaced by younger, less materialist generations. Inglehart’s theory is based on two hypotheses: 
The scarcity hypothesis implies that short- term effects may induce all cohorts to emphasize post- 
materialist values when economic conditions are good and materialist values when economic 
conditions decline. The cohort differences are explained by differences in economic and phys-
ical security during the formative years of the various cohorts. This socialization hypothesis pre-
dicts a watershed between the post- war and the pre- war cohorts in value priorities because they 
have such different experiences in their formative years regarding economic security (economic 
scarcity versus economic prosperity) and physical security (war versus absence of war).3

 Empirical research has shown a fairly consistent decline in religiosity in rich, advanced industrial 
countries. The most important aspects of secularization at the individual level are the decline in 
both religious beliefs and church religiosity. In other parts of the world, religiosity has been much 
more stable. Overall, the world is becoming more religious even though the advanced industrial 
countries in the West have become considerably more secular (Norris and Inglehart 2004).

Belief systems

Definitions of belief systems

Beliefs, attitudes and values do not exist in isolation but are connected with many other beliefs 
in an organized system. According to Rokeach (1968:123), a belief system “represents the total 
universe of a person’s beliefs about the physical world, the social world, and the self. It is con-
ceived to be organized along several dimensions.” Converse (1964) defined a belief system in a 
more narrow sense:

as a configuration of ideas and attitudes in which the elements are bound together by 
some form of constraint or functional interdependence. In the static case, given initial 
knowledge, “constraint” meant the success in predicting that if an individual holds a 
specified attitude – that he holds certain further ideas and attitudes.

(Converse 1964: 207)

The belief system debate

A main controversy in the debate about ideology and belief systems commenced with the find-
ings in The American Voter (Campbell et al. 1960), and in particular Converse’s article “The 
Nature of Belief Systems in Mass Publics” (1964). Converse’s theses are still by many considered 
to be the strongest argument in the field. At the heart of the debate is the question of whether 
citizens are qualified to understand and have a coherent and stable set of political attitudes and 
beliefs.
 Converse studied three aspects of belief systems:

•	 constraints	(correlations)	among	political	attitudes	and	values,
•	 stability	of	political	attitudes	at	the	individual	level,
•	 levels	of	political/ideological	conceptualization.
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Although Converse (1964: 207) originally avoided ideology for “belief system,” the notion of 
ideology is frequently used for more sophisticated belief systems; in fact the higher level of con-
ceptualization is designated “ideological” (see also the section on “ideology and belief systems” 
below).
 First, Converse’s approaches and empirical findings are presented, then some other works 
that challenge or support Converse’s views. Each topic (constraint, stability and conceptualiza-
tion) is examined separately. Within the review of constraint a brief review of constraint between 
issue dimensions and party choice is also presented.

Converse’s approach

Constraint

Converse (1964: 227–231) compared the correlations between economic left–right issues and 
foreign policy issues in the mass publics and the political elite (congressional candidates) and 
found much higher correlations among the elite. He also focused upon other aspects of con-
straint in a more broad- based context:

•	 The	correlation	between	political	issues	and	party	choice	was	also	much	higher	among	the	
elites (Converse 1964: 229).

•	 The	 impact	of	 social	 structural	 variables	 like	 social	 class	 and	 religious	 denomination	on	
party choice is much larger among those with a higher level of political conceptualization 
(see below) than among those with a low level of conceptualization (Converse 1964: 
231–235).

•	 The	mass	public	had,	however,	a	high	degree	of	constraint	with	regard	to	different	attitudes	
toward a group they liked or disliked. Such attitude objects have a higher centrality in the 
belief systems of the mass than of the elites. In such cases it is not the general principle that 
is included in the question that is important, but the positive or negative attitude toward 
the given social group. Various mass attitudes toward concrete objects (social groups) might 
then be expected to be highly constrained and also stable over time among the mass 
public.

Attitude stability: the black and white model

Converse studied stability in political issue attitudes over time using panel data from 1956, 1958 
and 1960 (Converse 1964: 238–245). He anticipated a low degree of stability in particular for 
more abstract and remote attitude items while attitudes toward bounded and visible groups like 
Negroes and Catholics would be more stable. This is exactly what he found. There is one group 
of individuals who have a well crystallized and stable attitude pattern, and a larger group where 
the response sequence over time is statistically random. He explains the pattern by what he calls 
a black and white model comprising polar opposites regarding belief system stability. The model 
does not specify the proportion of the population falling into either category. These expecta-
tions are to a large degree confirmed by his empirical analyses, although he allows for a “third 
force” which he leaves open to the possibility of real attitude change over time. This third force 
is, however, small compared to the two other groups.
 Based on the findings regarding the lack of stability in political attitudes, Converse formu-
lated the notion of non- attitudes. Large portions of the population (and voters) do not have real 
attitudes on specific issues.
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Levels of political conceptualization

These aspects of the mass public’s political belief systems were measured by open- ended ques-
tions resulting in lengthy materials which measured the respondents’ evaluation of the political 
scene in the respondents’ own words. The original measure of levels of conceptualization in 
Campbell et al. (1960) and Converse (1964) was based on eight open- ended questions relating 
to American political parties and presidential candidates. The respondents were classified into 
theoretically meaningful categories which tapped a hierarchy of political or ideological differ-
entiation. There were two dimensions of levels of conceptualization. An active use of ideological 
dimensions of judgment was based on questions about what the respondents liked and disliked of 
the two presidential candidates and the two major American political parties. Here, a differenti-
ation was made between those who focused on ideological arguments, group interests, important 
issues of the time, and those who were not able to mention any issue content.
 In order to measure recognition of ideological dimensions of judgment, the respondents were first 
asked which of the American parties (Democrats or Republicans) is most conservative and 
liberal and then why they think so. Five different levels of recognition were identified.

Converse’s main view

According to Converse, “ideological thinking” is a central aspect of political sophistication. This 
is, for example, expressed in this way: 

At the same time, moving from top to bottom of this information dimension, the 
character of the objects central in a belief system undergoes systematic change. These 
objects shift from the remote, generic, and abstract to the increasingly simple, con-
crete, or “close to home.” Where potential political objects are concerned, this pro-
gression tends to be from abstract, “ideological” principles to the more obviously 
recognizable social groupings or charismatic leaders, and finally to such objects of 
immediate experience as family, job, and immediate associates.

(Converse 1964: 213)

 The results of Converse’s surveys and analysis cast doubt on many of these assumptions by 
revealing the apparent lack of understanding of ideology or even differentiation between the 
two political parties on the liberal–conservative continuum. Most people fall, for example, into 
the lower levels of conceptualization, giving rise to concerns as to whether voters are competent 
to make the decisions they are called upon to make in a democratic polity (see Bølstad in this 
volume).

The controversy4

Constraint

Later analyses, based on a variety of techniques designed to cleanse the data of measurement 
error, have challenged Converse’s conclusions. Studies using such methods report very high 
levels of “true” attitude stability and substantial (as much as 50 percent) random error in the raw 
data. Similarly, upwardly adjusted attitudinal consistency coefficients have led to much more 
favorable comparisons between the mass public and Converse’s elite sample of congressional 
candidates (see, for example, Achen 1975; Judd and Milburn 1980).
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 Another aspect of constraint concerns the dimensionality of the political attitudes. The issue 
of multidimensional attitude structure raises the question of how the pattern differs between 
individuals with higher and lower level of political sophistication. Is the attitude structure more 
unidimensional among those with a higher level of sophistication or are the various dimensions 
more strongly expressed among this group? This issue is examined, but not solved, in various 
contributions to the literature on the topic (see Marcus, Tabb and Sullivan 1974; Peffley and 
Hurwitz 1985). The critical argument regarding Converse’s approach is that his inability to find 
evidence of ideological constraint may be due to his use of correlation coefficients – a statistic 
which can measure response consistency only on a single liberal–conservative dimension.
 Goren (2013: Chapter 3) differentiates between issue attitudes and attitudes toward policy 
principles. Policy principles reference more abstract ideas than issue preferences. Core principles 
stand above the issue attitude and are quite similar to political values as defined in the previous 
section. Goren analyzes constraint among several policy preferences that measure central policy 
principles, and finds that politically unsophisticated, moderately sophisticated and highly soph-
isticated individuals hold real attitudes toward central policy principles. He finds that the highly 
sophisticated do not systematically rely more on these principles to constrain their policy prefer-
ences than do the unsophisticated (Goren 2004; 2013: Chapter 5).
 Converse (1974, 1980) has challenged the validity of “corrected” correlations, arguing that 
measurement error is a product of both the questions used in a survey and the competence of 
the respondents. Several efforts to verify or reject this proposition have been made, but this issue 
remains controversial (see also Erikson, this volume).

Stability over time, non- attitudes

Achen (1975) identified two possible sources of weak correlation coefficients among citizens’ 
political survey responses: (1) the instability of a voter’s political attitudes, and (2) the low reli-
ability of opinion survey questions (measurement errors). A statistical model designed to separate 
these two sources of response instability was developed and applied to Converse’s data. The 
survey questions suffered from fairly weak reliabilities. When the correlations among attitudes 
were corrected for this unreliability, the result was a sharply increased estimate of the stability 
and coherence of voters’ political thinking (see also Judd and Mulburn 1980).
 Hill and Kriesi (2001) examined a Swiss panel that had been asked several questions about 
environmental pollution four different times during a two- year period (1993–95). The authors 
used a probability model in order to differentiate between those who had stable attitudes (called 
opinion holders) across the various waves, those who were vacillating changers and those who 
were durable changers. Their conclusion was that the portion that held stable opinions was 
larger than in Converse’s data, but there were also large proportions of vacillating changers with 
unstable opinions. The group of durable changers was small.
 Inglehart (1985) analyzed items designed by Rokeach and Inglehart to tap basic value pri-
orities. These items showed modest individual- level stability, together with remarkably high 
aggregate stability structured in ways that could not occur if random responses were the prevail-
ing pattern. Materialist/postmaterialist values showed, for example, large differences between 
birth cohorts. These aggregated results are skewed to result from random answering and cannot 
be attributed to methods effects. While random response to given items does play an important 
role, it is much less widespread than Converse’s black and white model implies, and does not 
generally reflect an absence of relevant preferences.
 The use of various statistical programs to control for measurement errors in the belief system 
debate has been challenged. Measurement error varies according to political knowledge and 
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education, as Feldman (1989) has shown, and a significant part of measurement error might be 
caused by the survey instruments, which are interpreted differently among people with different 
levels of political knowledge (Norpoth and Lodge 1985). When these aspects of measurement 
error are controlled for by the statistical programs, important aspects of differences between 
belief systems in the mass public are hidden.

Issues, political principles and party choice

Converse found a much stronger correlation between political issues and party choice among 
the elite than among the mass public. In the following, some different findings regarding this 
aspect of the debate will be reviewed.
 The sophistication–interaction hypothesis implies that the correlation and effect of attitudes 
and values on party choice will vary significantly between people at different sophistication 
levels. Goren (2013: Chapter 8) argues that the nature of policy principles is such that reliance 
on these speaks well for the political competence of all voters, independent of political sophis-
tication. His analyses of the determinants of the presidential vote based on US election studies 
shows that policy principles have large effects on the presidential vote, but very few interaction 
effects with political sophistication are significant. However, several studies of issue voting (spe-
cific or more broad) have shown considerable and significant differences in the impact of polit-
ical issues on voting. MacDonald, Rabinowitz and Listhaug (1995) compare the impact of 
several issues on evaluation of parties in Norway and the United States and of presidential can-
didates in the United States based on election studies in the two countries. When controlling 
for demographical variables in both models, the explanatory power varies considerably between 
the sophistication levels for nearly all parties and presidential candidates. Other comparative 
research has also shown that issue and value- based voting varies strongly with levels of political 
sophistication (Lachat 2008).

Level of conceptualization

The original study of ideological conceptualization was based on the 1956 election study. 
Longitudinal studies have shown that ideological thinking became considerably more prevalent 
during the 1964 election and has remained largely stable since then (Lewis- Beck et al. 2008: 
293). The most pronounced critic of the level of conceptualization approach has been Smith 
(1980, 1981), who questioned the fundamental reliability and validity of the levels of conceptu-
alization, on methodological and conceptual grounds. He documented that changes in the levels 
which occurred across two and four- year periods were so large that the measure possessed an 
unacceptably low level of reliability. He also questioned whether the open- ended questions 
measured that which was intended and therefore claimed that their validity was low. This view 
has been countered by several scholars. Hagner and Pierce (1982) analyzed the criterion validity 
of the open- ended response variables, and showed that the conceptualization levels differentiate 
fairly stably across time between various social background variables (e.g., education), psycho-
logical involvement and political participation, political knowledge, political efficacy, etc. Cassel 
(1984) also examined the validity and reliability of the levels. She concluded – as had Hagner 
and Pierce – that the validity was good and that the levels of conceptualization indexes used in 
previous studies measured ideological sophistication and not merely campaign rhetoric.
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Comparative works on belief systems

There are a few comparative works on the issues of constraint and political attitude stability. In 
an influential comparative work based on surveys of Sweden and the United States, Granberg 
and Holmberg (1988) concluded that there was more constraint among attitudes, more stability 
of attitudes over time and more evidence of issue voting in Sweden (see also Niemi and West-
holm 1984). The level of conceptualization research was followed up by comparative data and 
analyses in the Political Action project in the works of Klingemann (1979). Klingemann relied 
to a large degree on Converse’s framework. Five countries were included in the study: Austria, 
Britain, Germany, the Netherlands and the United States. With regard to the active use of an 
ideological mode of thoughts, between 34 and 36 percent in the Netherlands and Germany 
were classified as ideologues, and 20–21 percent in Austria, Britain and the United States. Klin-
gemann also examined ideological recognition and understanding and found – as did Converse 
– that the proportions classified as ideologues were considerably larger than those with an active 
use of ideology. Ideological recognition and understanding was most frequently found in 
Germany (56 percent), the Netherlands (48 percent), Austria (39 percent), the United States and 
Britain (both 33–34 percent).

Ideology and belief systems

The “end of ideology” debate that commenced following the publication of Daniel Bell’s work 
The End of Ideology (Bell 1960) penetrated mainstream political science in several ways. It drew 
attention to the need for defining the term, and was central in the rejection of the “isms” that 
was part of a drive toward a rational and empirical discipline (Knight 2006: 622). Below three 
different ways of approaching ideology after the end of ideology debate are briefly reviewed.
 Sartori (1969) coupled an ideological belief system or an ideological mentality to a “closed” 
cognitive structure that he defined as a state of dogmatic impermeability concerning both evid-
ence and arguments. The opposite was a pragmatic mentality that was identified as an “open” 
cognitive structure5 where cognitive openness was defined as a state of mental permeability. He 
also associated ideology with a rationalistic process, coding and contrasting this with empirical 
process coding. Ideologies were central for elites in obtaining political mobilization and for 
maximizing the possibility of mass manipulation.
 By contrast, for Converse, ideology – or the ability of individuals to think ideologically – was 
defined in such a way that ideology became entangled with political sophistication. Although 
Converse (1964: 207) originally avoided ideology for “belief system,” the notion of ideology is 
frequently used for more sophisticated belief systems; in fact the higher level of conceptualiza-
tion is designated “ideological.” It is evident from Converse’s work that he considered ideology 
and political sophistication as more or less synonymous, and that an ideological belief system was 
characterized by (a) a high level of constraint, (b) stable political attitudes, and (c) an “ideo-
logical” level of recognition and active use of ideological concepts.
 Another common way of using the ideology concept in studies of mass belief systems is to 
consider the various political values and attitude dimensions which were outlined in the section 
on values above, as ideological dimensions, and the poles as representing various ideologies without 
including level of sophistication in the definition.
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Conclusion

The conceptualization of attitudes and values, and the differences between these concepts, are 
central within public opinion research. As has been shown, it is frequently difficult in practice 
to maintain this differentiation. Many items which were intended to tap political values use the 
notions “more” or “less,” and thereby resemble attitude items by taking the existing situation as 
a point of departure, although they are formulated as general policy orientations. The political 
value and attitude structure is multidimensional, not one or two- dimensional, when a larger 
number of items are examined.
 Most of the contributions in the debate concerning citizens’ democratic competence were 
published before 2000 as the above review confirms. There are also important contributions 
from after 2000. The review has indicated some unresolved issues in the debate and also emphas-
ized that advanced statistical methods have proven to be somewhat problematic – at least for 
some scholars – in solving the basic issues in the debate.

Notes

1 This review of the general attitude concept is based on Ajzen (2005), Eagly and Chaiken (1993), Fish-
bein and Ajzen (1975), Oskamp and Schultz (2005) and Rokeach (1968).

2 The more general regime support levels, approval or core regime principles and values, and national 
identities, are closer to political values than to attitudes.

3 An alternative hypothesis would be that new values become inculcated rather as a consequence of new 
political choices than as a cause. See van der Brug and Franklin (in this volume) and Evans and 
Northmore- Ball (in this volume).

4 A thorough review of works on these topics by Campbell et al. (1960) and Converse (1964) and the 
American debate can be found in Lewis- Beck et al. (2008: Chapters 8–10). See also Critical Review’s 
2006 (vol. 18) special issue on “Democratic Competence” based on the debate of Converse’s view. 
Other works where Converse elaborates his views are found in Converse (1970, 2000, 2006).

5 Sartori based his differentiation between open and closed mind on Rokeach’s (1960) well- 
known work.
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The STabiliTy of PoliTical 
aTTiTudeS

Robert S. Erikson

How swayable is public opinion? Can people be easily influenced by the latest political argu-
ment they hear? Or do they usually hold firm? In the political science literature, one can trace 
two very different lines of argument.
 On the one hand, it is well- known that answers to survey questions can be influenced by 
subtle aspects of how the question is framed (Druckman 2004) and how the question is exactly 
worded (Aldrich and McGraw 2011). With online survey experiments, researchers can manipu-
late responses with small variations in the presentation of political statements (Mutz 2011). From 
such facts, one might think that people routinely shift their opinions and will change again in 
response to the next political argument they learn. The depiction is a public that is open- 
minded, perhaps even to a fault.
 On the other hand, consider the growing evidence that our political views are captive to our 
hardwired political predispositions. Especially in terms of partisanship and ideology, one’s polit-
ical views are conditioned by one’s early political environment or perhaps one’s personality 
characteristics (Gerber et al. 2011) or genetic makeup (Alford, Funk and Hibbing 2005). When 
attitudes can be traced to one’s permanent traits or even one’s genes, they obviously are resistant 
to change.
 So how open are citizens to political persuasion? Both interpretations presented above are 
correct. People do have political predispositions that influence their political responses and these 
predispositions rarely change. Yet at the same time, citizens are malleable in the short term as 
their responses to survey questions are sensitive to the stimuli that affect them at the moment. 
The distinction is that short- term influences have a short- half life. For predicting people’s polit-
ical views in the future, their current long- term disposition is the most important. In terms of 
today’s survey response, the challenge is to separate the long- term component from the short- 
term influences.

Philip Converse’s nonattitude model

For a general discussion of the stability of political attitudes, the place to start is the influential 
essay on “The Nature of Belief Systems in the Mass Public” by Philip E. Converse (1964), one 
of the four authors of the classic 1960 book on US elections, The American Voter (Campbell et 
al. 1960). Converse’s essay examined survey data from the American National Election Study 



R. S. Erikson

358

(ANES) panel of citizens who were interviewed over the three election campaigns of 1956, 
1958, and 1960. His analysis painted a dismal picture for those expecting a rational, active citi-
zenry. Perhaps his most alarming finding was that while people changed their response to a 
question when asked more than once, their shifts of response followed a pattern as if they were 
generally responding randomly. The view quickly spread in the world of public opinion analysis 
that many people who answer questions by public opinion researchers are making up answers 
on the spot, and perhaps had no real opinions at all.
 After analyzing turnover patterns from the 1950s panel, Converse (1964) proposed that vir-
tually all respondents who change their position over time hold no true convictions but instead 
express random responses or “nonattitudes.” The compelling evidence for infrequent true 
change is that response instability varies little with the time between surveys. Whether the two 
surveys were conducted two years apart or four years apart mattered little. Each comparison 
yielded about the same amount of response turnover. If people were actually changing their 
minds, observed opinions would be more stable over the briefer time interval.
 If the nonattitude thesis is correct, most observed response change is random error, as if 
changers are simply flipping coins. Just as coins can be flipped heads one time and tails the next, 
they can also be flipped consistently heads or tails both times. Thus a further implication of the 
nonattitudes thesis is that many consistent responses are random responses that appear stable only 
by chance. On one notorious issue from the 1950s panel, the abstract “power and housing” 
question (whether “the government should leave things like electric power and housing for 
private businessmen to handle”), Converse reached a startling conclusion (1964: 293). He estim-
ated that less than 20 percent of the adult public held meaningful attitudes on this issue even 
though about two- thirds ventured a viewpoint on the matter when asked in a survey.
 Consider the stylized example where the pattern of responses over three waves of a survey show 
the following pattern, where responses are either liberal (L) or conservative (C) (Table 28.1).
 At first glance, this pattern might suggest that many respondents were truly changing their 
views, just as we might imagine how open- minded and attentive citizens would behave. 
However, notice that people who switch responses from “liberal” to “conservative” or from 
“conservative” to “liberal” between waves 1 and 2 are equally likely at wave 3 to switch once 
again as they are to maintain their wave 2 position. This pattern is exactly what would be 
expected if respondents were flipping coins. Coin- flippers would be equally divided into eight 
equally probable categories based on their three flips over three interviews. Given that the coin-
 flippers are found equally in the six groups where the respondent changed their reported opinion 
(as if flipping coins as heads, heads, tails, for instance), another 10 percent would be coin- flippers 
within the 20 percent who respond liberal three times and another 10 percent within the 

Table 28.1 Turnover of opinion responses over three survey waves: a hypothetical example

Wave 1 Wave 2 Wave 3 Proportion with this pattern (%)

Liberal Liberal Liberal 20
Liberal Liberal Conservative 10
Liberal Conservative Liberal 10
Liberal Conservative Conservative 10
Conservative Liberal Liberal 10
Conservative Liberal Conservative 10
Conservative Conservative Liberal 10
Conservative Conservative Conservative 20
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20 percent who respond conservative three times. So by this interpretation, only 10 percent are 
true liberals and another 10 percent are true conservatives. The implication would be that few 
people hold meaningful positions but those who do are steadfast in their beliefs.1

 Many have found the implications of Converse’s nonattitudes explanation quite disturbing. 
In a democracy, public officials presumably respond to the policy preferences of the public, 
enacting these preferences into law. But if people generally lack coherent preferences or don’t 
even hold preferences at all, why should elected officials heed their views? Indeed, if survey 
responses are largely nonattitudes, why should anyone take public opinion polls seriously? For-
tunately, there are ways to avoid such a pessimistic assessment.

The “measurement error” explanation

An obvious implication of the nonattitudes explanation is that the seemingly random element 
to survey responses is the fault of the respondents themselves, as if their lack of political sophis-
tication is to blame. People have not thought about the political question or they do not prefer 
to engage, but they would prefer the interviewer to not see them as politically ignorant. So they 
just make something up as their answer. If so, the assumption is that when people give unstable 
responses to opinion questions the reason is a lack of the political sophistication necessary to 
form crystallized opinions.
 In fact, contrary to this prediction of nonattitude theory, response instability varies little if at 
all with measures of political sophistication or political knowledge (Achen 1975; Erikson 1979; 
Feldman 1989). The disturbing level of instability found for surveys of the general public is also 
found for subsamples representing the sophisticated and informed. If even politically sophistic-
ated individuals respond with a seeming random component, what is to blame? It probably is 
not a lack of capability on the part of those being interviewed.
 For this reason, a measurement error explanation has been proposed to account for response 
error (Achen 1975; Erikson 1979). This explanation does not challenge the evidence that most 
response instability represents error rather than true change. However, by the measurement 
error explanation, the “blame” for the response instability is placed not so much on the cap-
abilities of the respondents as on the survey questions themselves. Even the best survey questions 
produce some instability from respondents who hold weak or ambivalent attitudes about policy 
issues. Some inherent limitations in the survey enterprise make measuring attitudes an imprecise 
task. These include ambiguities in question wording, single- item indicators, the problem of 
investigator- defined responses to closed- ended questions that may not be congruent with the 
way respondents think about issues, and the problem of respondents having to give immediate 
answers to perhaps 100 or more questions with virtually no opportunity for reflection or con-
sidered judgment. Thus it is the inherent limitations of the survey method that mostly explain 
response instability, not the inherent limitations of the respondent.

An explanation based on response probability

John Zaller and Stanley Feldman offer a “theory of the survey response” that provides a more 
general explanation for response instability and incorporates the findings of both the nonatti-
tudes and the measurement approaches (Zaller and Feldman 1992; Zaller 1992). From this per-
spective, respondents do not hold fixed, stable attitudes on many issues, but they do have 
propensities to respond one way or another. The answer they give, however, depends on the 
considerations that come to mind when a question is asked. A consideration is simply anything 
that affects how someone decides on a political issue, one way or another. For example, when 
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one is asked for an opinion on universal health insurance, considerations may include higher 
taxes, sick people unable to get medical care, and government bureaucracies. The actual survey 
response depends on the considerations that are accessible when the question is asked. Assuming 
the considerations listed were of equal importance, the respondent would oppose universal 
health insurance as two considerations point in that direction versus one that points to support.
 But the considerations that come to mind at one point in time may not be the same as at 
another. Usually, for our hypothetical respondent, the considerations that come to mind induce 
opposition to universal health care. But perhaps she recently saw a TV news story about a hard-
working man paid poverty- level wages who could not afford medical treatment for his bedrid-
den wife. When asked the universal health care question, that consideration may be at the top 
of the head and induce support for universal health care. But the news story will eventually be 
forgotten, and considerations that induce opposition will again predominate. Thus, for many 
issues, responses are probabilistic. There is a propensity to come down on one side of an issue, 
but the probability is something greater than zero and less than 1.0.
 Even though the opinions expressed on an issue may vary, the underlying attitudes that give 
rise to them may be quite stable. Suppose our hypothetical individual has a 70 percent prob-
ability of choosing the conservative response on national health insurance, and further assume 
that this places her at the eightieth percentile of conservatism on the issue (the respondent is 
more conservative than 80 percent of citizens). Within a period of two to four years, our 
respondent should still be near the same eightieth percentile. Stimuli in the environment might 
cause minor variations in probabilistic responses – for example, a liberal national mood swing 
might lower everybody’s probability of a conservative response. But our hypothetical respond-
ent would still be more conservative than 80 percent of citizens.
 We are left with a paradox. On the one hand, latent attitudes would tend to be stable over 
time as described above. On the other hand, any particular survey response would be problem-
atical. Given this dilemma, how can we improve the measurement of political opinion? One 
solution is to ask multiple questions of respondents on similar issues and record their average 
response. When using multiple items to measure a general attitude, such as one’s degree of 
support for government to help people, response stability increases significantly, suggesting that 
our supposition about latent attitudes is correct (Ansolabehere, Rodden and Synder 2008).

An example: opinion on diplomacy versus use of force, 2004

A useful example for illustration is a question the National Election Survey asked its respondents 
in Fall 2004, both during the Bush vs. Kerry presidential campaign and after in a post- election 
panel wave. This was at the height of the controversial Iraq War. The question is as follows:

Some people believe the United States should solve international problems by using 
diplomacy and other forms of international pressure and use military force only if 
absolutely necessary. Suppose we put such people at “1” on this scale.
 Others believe diplomacy and pressure often fail and the US must be ready to use 
military force. Suppose we put them at number 7.
 And of course others fall in positions in- between, at points 2, 3, 4, 5, and 6. Where 
would you place YOURSELF on this scale, or haven’t you thought much about this?

Here, we collapse the responses as pro- diplomacy (1, 2, or 3), in- between (4) or pro- force 
(5, 6, or 7). Table 28.2 shows the 3 × 3 grid of responses on the two questions. Even with the 
forewarning of our previous discussion, the degree to which responses are inconsistent might 
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surprise. A full 25 percent of respondents declined to offer an opinion in at least one of the two 
waves, indicating that they could not engage in the debate on diplomacy versus force. But of 
the remaining 75 percent who chose a position on the 1–7 scale both times, barely half (52 
percent) took a consistently “liberal” position favoring diplomacy (1, 2 or 3) or a consistently 
“conservative” pro- force position (5, 6 or 7) in both survey waves. Thirty- eight percent took 
the middle route of parking at the “4” middle position at least once, while 10 percent seemingly 
switched sides from wave 1 to wave 2. How should we interpret this result?
 One temptation is to see this table as evidence of the public’s incapability of offering a 
rational judgment on foreign policy. Perhaps people do not really hold meaningful viewpoints 
on matters of war and peace and are just not capable of responding well to complicated ques-
tions of diplomacy and the use of force.
 But there is another aspect to the response inconsistency that should be considered. The 
question asks the public to choose from two competing actions (diplomacy and force) where the 
appropriate answer can depend on the circumstances. The question has no context to guide 
the respondent. A respondent might think “well, diplomacy is good if it works, but sometimes 
our government must resort to a threat of force.” The question asks the respondent to decide 
which consideration the government should weight more heavily. It is plausible that many 
survey respondents shift from one survey to the next in the weight they assign to diplomacy and 
force, depending on which considerations pop into their head at the moment.
 Does Table 28.2 show the residue of random responding or are the gradations of opinion 
response generally meaningful? An important clue is whether different levels of consistency can 
be found as a function of the respondent’s level of information. The ANES rates respondents on 
an information scale whereby they are asked to identify the jobs held by four individuals – the 
US Vice President, the Prime Minister of the United Kingdom, the Chief Justice of the United 
States, and the Speaker of the US House. For instance, 2004 respondents were given the name 
“Dick Cheney.” If the respondent said he was the Vice President, that was coded as the correct 
answer. Let us identify the 2004 respondents as “informed” if they could correctly identify at 
least three of the four individuals, and “uninformed” if they could identify no more than one 
(those in the middle with two correct identifications are set aside).
 Table 28.3 compares the response turnover by the high- and low- information voters. Let us 
focus again on the percentage who are consistently liberal (pro- diplomacy) or consistently 
conservative (pro- force). Although the low- information voters are less consistent, the differen-
tial is modest – 49 percent consistent among low- information voters versus 59 percent consist-
ent among high- information voters. Even among highly- informed voters, a question about 
diplomacy versus force can generate very wobbly answers.

Table 28.2 Response turnover on diplomacy vs. use of force in international affairs, Fall 2004

Wave 2 (November or December) Wave 1 (September or October)

Diplomacy In-between Force

Diplomacy 27.8 8.1  3.8
In-between  5.1 8.8  7.8
Force  5.9 9.2 23.9

Data source: American National Election Study.

Note
N = 901(weighted). Cell entries are percentages of those offering an opinion in both waves.
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 The next question is, do these wobbly answers have much predictive power? We obtain a 
positive answer by assessing how well these wobbly answers predict support for President Bush 
in 2004 at the height of the Iraq War. It turns out that diplomacy- vs.-force attitudes are among 
the strongest predictors of voting for President Bush or John Kerry, particularly when the 
diplomacy- vs.-force responses for the two survey responses are combined. The pattern is shown 
in Figure 28.1. Note that it is not just the extreme positions on diplomacy- vs.-force matter. The 
various gradations of the average position on the diplomacy- vs.-force seven- point scale matter 
for predicting the vote. These wobbly answers are good predictors of how Americans voted in 
2004. The results would be even crisper if somehow we could measure latent opinion on 
diplomacy- vs.-force perfectly.

Table 28.3 Response turnover on diplomacy vs. force, by information of respondent

Wave 2 Wave 1

Diplomacy In-between Force

Low-information respondents
Diplomacy 27.9 6.7 2.1
In-between 9.0 10.2 9.5
Force 9.8 9.0 20.9

High-information respondents
Diplomacy 30.9 6.9 3.8
In-between 2.9 10.8 5.5
Force 3.7 7.6 28.0
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Figure 28.1  Bush percentage of two-party vote in 2004 as a function of the respondent’s mean position 
on the diplomacy versus force scale

Data source: 2004 American National Election Study.
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Modeling opinion over time

How much do political opinions change over time? We define the over- time correlation as the 
correlation between a specific attitude as measured for one point in time and the same attitude 
as measured for the same individuals at a different time. To separate the over- time correlation 
of observed opinions (measured with error) and the over- time correlation of latent opinion 
(unobserved, no error) requires at least three readings of opinion with the time intervals between 
times 1 and 2 being roughly equal to that between times 2 and 3. By applying a set of reasonable 
assumptions, the degree of stability of latent opinion depends on the degree to which the cor-
relation between observed readings of opinion decays as a function of the length of time between 
readings.
 Consider two possible extremes. First, suppose the over- time correlation is constant no 
matter how much time lapses between readings. If so, all observed change in reported opinion 
would be attributed to measurement error, as if the latent attitude remains constant (as in our 
discussion of Converse’s “power and housing” example). At the other extreme, suppose the 
correlation between observations decays exponentially with the time interval between readings: 
the correlation at times 1 and 3 were to equal the product of the correlation between observa-
tions at times 1 and 2 and the correlation between observations at times 2 and 3. Then the 
attribution would be that latent opinion equals observed opinion without error. The truth 
would be somewhere in between.
 Much of the modeling of opinion over time has been performed on US party identification, 
a 1–7 scale from “Strong Democrat” (1) to “Strong Republican” (7).2 Changes in latent party 
identification are infrequent. For political attitudes in general, the observed over- time correla-
tion decays only slightly as a function of the time between measurements. This makes sense only 
if, over many years, people’s latent attitudes change little. Shifts from one survey to the next 
represent mainly short- term response shifts with only slight movement in terms of latent atti-
tudes or dispositions.

Examples

As examples, let us consider the over- time correlations for three political attitudes. Two are the 
standard political items of party identification and ideological identification, each on a seven- 
point scale. The third is the respondent’s position on the standard ANES policy question of 
whether the government should guarantee jobs and a good standard of living.
 For this exercise we use three waves of a panel survey with respondents answering at three 
points in time. Using three time points allows us to not only observe the actual correlations but 
also estimate the correlations among the latent values of the attitudes (as discussed above). 
Further, Table 28.4 shows the results for two panel surveys. One is an ANES panel for the years 
1992, 1994, and 1996. The other is the Jennings- Niemi Political Socialization Study (Jennings 
and Niemi 1982), in which the same respondents were interviewed as adults in 1973, 1982, and 
1997 – a 24-year range (respondents had first been interviewed when high- school seniors 
in 1965).
 Consider first the observed correlations in the top panels of Table 28.4. One sees three pat-
terns in the correlations of attitudes over the three- waves. First, the correlations are largest for 
party identification and smallest for the jobs question, with ideological identification in between. 
This is consistent with our earlier discussion. Second, compared to waves 1 to 2 or waves 2 to 
3, the over- time correlations tend to be smaller between waves 1 and 3, although not by as 
much as one might think. The slight decay of the correlations with the time gap indicates some 
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slow change in latent attitudes. A third pattern is that the correlations are smaller, as we would 
expect, for the longer time gaps in the Political Socialization Survey than over the four years of 
the ANES study. Over nearly a quarter century, people do change, even in terms of their latent 
opinion.
 The bottom panels of Table 28.4 show the estimated correlations among the latent attitudes, 
using the Wiley and Wiley (1970) methodology. For the short span of two or four years, the 
estimated over- time correlations are high – trending into the 0.90s and in a few cases even 
exceed their natural ceiling of 1.00 (the exact estimates are only approximations). The lesson is 
that, over a span of a few years, people’s underlying latent attitudes rarely change. Shifts in 
observed responses are mere short- term variation of no lasting consequence.
 For the Political Socialization Panel spanning 24 years, the latent correlations are smaller than 
over four years, which we would expect. Latent political attitudes do shift or erode over time. 
Still, attitudes of young adults in 1973 did generally carry over into middle age in 1997. This is 
especially true for ideological identification, where the 0.73 implied 24-year over- time correla-
tion suggests that slightly more than half the variance in latent ideology at about age 49 could 
be explained by ideological tendency at about age 25.3 Similar findings can be found from other 
data and other studies (Alwin, Cohen and Newcomb 1991).

Vote choice: an exception

If survey responses to attitudinal questions are a function of both long- term and short- term 
forces, one might think that this model applies to vote choice in presidential elections. Even 
over the short term, voters are not as much influenced as we might think by campaign messages, 
a phenomenon that can suggest perhaps the absence of thinking (Achen and Bartels 2016). But 
voters do predictably choose based on their long- standing partisan and ideological beliefs. 
(Ansolabehere, Rodden and Snyder 2008).
 At least in presidential elections, most voters make an early choice and stick to it throughout 
the campaign – influenced by their long- standing partisan and ideological predispositions, plus 
their group interests and idiosyncratic factors. Once decided, they are not easily swayed to 

Table 28.4 Over-time correlations from two panels, observed and estimated for the latent variable

Observed over-time correlations 1992–1994 1994–1996 1992–1996 1973–1982 1982–1997 1973–1997

Party identification 0.80 0.87 0.79 0.65 0.65 0.47
Ideological identification 0.73 0.79 0.73 0.45 0.58 0.44
Guaranteed jobs and 

standard of living
0.58 0.49 0.46 0.35 0.40 0.24

Latent variables over-time correlations 
Party identification 0.91 0.91 0.99 0.74 0.72 0.53
Ideological identification 0.91 1.01* 0.92 0.76 0.96 0.73
Guaranteed jobs and 

standard of living
0.79 1.09* 0.86 0.56 0.75 0.41

Notes
Latent variable correlations are estimated using the Wiley and Wiley (1970) method. Starred (*) estimates 
exceed the maximum value of 1.00. Ns for the 1990s survey are 407 (ideology), 497 (jobs), and 584 (party 
identification). Ns for the Socialization survey are 728 (ideology), 793 (jobs), and 892 (party 
identification).
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change their mind. Where casual survey evidence suggests that voters are swayed by candidate 
policy stances, it is more likely that their vote choice influenced their stance on the issue than 
the other way around (Lenz 2012). Over the many election campaigns where the American 
National Election Studies asked people for their vote choice pre- election and then asked how 
they voted, 95 percent of those who offered a choice both times were consistent in their pre- 
election preference and eventual vote choice (Erikson and Wlezien 2012).

Macro- level opinion change

So far we have been discussing opinion change at the micro- level of individual citizens. We 
often are interested in opinion change by the public as a whole. The question then arises that if 
people have such stable latent attitudes, how can we account for polls that show people collec-
tively changing their mind? The answer is that small shifts at the micro- level can appear major 
on the macro- level canvas (Erikson, MacKuen and Stimson 2002). When public opinion col-
lectively moves (say, conservative to liberal – or vice versa – on some policy question), it gener-
ally makes sense (Page and Shapiro 1992). Moreover, when the ideological tone of public 
opinion shifts in a liberal or conservative direction it is often in response to government policy 
or economic performance (Erikson, MacKuen and Stimson 2002). At the macro- level, partisan-
ship (or “macropartisanship”) moves in response to government performance (Erikson, MacKuen 
and Stimson 1998). These shifts can be traced to small collective changes in latent attitudes as 
people modify their political predispositions to fit changing circumstances in the political 
environment.

Summary and conclusions

Public opinion can be analyzed in terms of short- term responses as measured by survey 
researchers. Or it can be treated as a set of stable political predispositions (latent attitudes, not 
directly measurable) that are like people’s personal mean positions or set points. People can 
be moved off their set- points by persuasive arguments, yet these short- term effects do not 
last long.
 People’s political predispositions are essentially stable, especially in the short run of a few 
years. Over the long haul, they also change in response to fresh political conditions, but perhaps 
less than we think. If adults’ core political attitudes are essentially stable, then where do they 
come from? An implication is that to understand why we are the way we are, we need to know 
more about people’s earliest political experiences (Stoker and Bass 2011). In recent years, 
researchers have been particularly interested in political ideology – what separates liberals from 
conservatives (Jost 2009; Hetherington and Weiler 2009; Haidt 2013). The current research 
frontier is on the role of personality traits and even our genetic programing that we inherit at 
birth. Stay tuned.

Appendix

This section offers a more formal analysis of opinion responses over time. Here, we consider 
opinion not as simply taking sides but rather as a continuous interval- level variable that is meas-
ured on a scale such as the ANES’ seven- point scales for issue positions, ideological identifica-
tion, and party identification.
 Figure 28.2 presents a causal model of the opinion responses for one attitude over three 
waves of a panel.4 The key statistical assumption is that latent opinion evolves as an AR1 
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process, meaning that its value at time t is a function of its value at time t – 1 t but independent 
of latent opinion at earlier time t – 2. In other words, if we know latent opinion at one time (t 
– 1 in the model) earlier history does not matter. This AR1 assumption provides the leverage 
for modeling latent opinion over time.
 A second assumption is that survey responses to the same question at different points in time 
are connected only via the continuity of latent opinion. A survey response at time t is a function 
of latent opinion L at time t plus a deviation from latent opinion we will call S, for short- term 
response. S can represent a short- term response to immediate stimuli (Zaller’s top- of-the- head 
response) or it could be simple measurement error. The crucial assumption is that St is unrelated 
to St–1.
 Armed with these assumptions, we can employ the statistical procedure known as two- stage 
least squares to estimate the effect of latent opinion at time t – 1 (Lt–1) on latent opinion at time 
t (Lt) without worrying about contamination from the short- term factor S. Here, a third meas-
urement of opinion at t – 2 is needed. One predicts observed opinion Y at t – 1 from observed 
opinion Y at t – 2 and uses this prediction of Yt–1 as the “instrument” to predict Y at time t. The 
assumption for 2SLS to work is that the only connection between Yt–2 and Yt is via Yt–1, which 
is the AR1 assumption. The outcome of this statistical manipulation is an estimate of the coeffi-
cient predicting Yt from Yt–1. With a further bit of manipulation and the assumption of constant 
variance for S, the short- term or error variance (Wiley and Wiley, 1970), it is possible to 
estimate the variance of St (the short- term forces), and ut, the variance of the shock to Yt unac-
counted for by Yt–1.

Notes

1 The stylized example is simplified for ease of exposition in that the coin being flipped is unbiased with 
equal chances of heads and tails. In many examples of response turnover, the division is not close to 
50–50, which requires the coin- flipping example to involve a biased coin, e.g., if opinion is 60–40 
liberal to conservative, the coin- flipping analogy could be a coin that comes up heads 60 percent of the 
time and tails 40 percent of the time. In the real- world example of the “power and housing” question, 
the opinions expressed were more conservative (pro- private industry) than liberal. The allowance of 
the equivalent of a biased coin does not affect the generality of the argument.

2 See especially Green and Palmquist (1994) and Green, Palmquist and Schickler (2002).

Ut–2 Ut–1 Ut

St–2 St–1 St

Lt–2 Lt–1 Lt

Yt–2 Yt–1 Yt

Figure 28.2  Wiley-Wiley causal model of a variable over three survey waves. Y = observed value, 
L = long-term or latent value, S = short-term value (error), and U = input to L
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3 From the AR1 assumption, the implied latent value correlation from time 1 to time 3 must equal the 
time 1 – time 2 correlation × the time 2 – time 3 correlation.

4 For convenience, assume that variables in the model are de- meaned – that is, they are measured as 
deviations from their means.
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Political Knowledge
Measurement, misinformation and turnout

Jennifer vanHeerde- Hudson

Introduction

This chapter examines a key dimension of public attitudes – political knowledge – its measure
ment and impact on policy preferences and turnout. Specific attention is given to the role of 
misinformation – that is, confidently held, but factually incorrect beliefs – and whether mis
information can be corrected. In so doing it casts a wide net over a volume of literature on 
knowledge and political participation, with an emphasis on the former. Throughout the chapter, 
attention is given to methodology and measurement, showing how experimental political 
science in particular, has reshaped the way we approach the study of political knowledge.
 In the first part of this chapter, I focus on political knowledge – citizens’ factual beliefs about 
political processes, actors and institutions. I provide a brief review of two “schools” of thought 
on political knowledge – what I term “traditionalists” and “revisionists” – and how these 
approaches have influenced the measurement of political knowledge. I show how measurement 
issues are at the core of some of the more robust findings in the literature and illustrate this with 
an in depth look at the literature on the gender gap in political knowledge.
 I then turn to a key development in the literature on political knowledge, Kuklinksi et al.’s 
(2000) concept of misinformation, confidently held, but factually incorrect beliefs. The liter
ature has convincingly demonstrated the consequences of misinformation on policy preferences 
and vote choice; however, studies of correcting misinformation are fewer in number and with 
limited evidence of success. The second part of this chapter looks at the consequences of polit
ical information for one form of political participation, turnout.

Political knowledge: measurement, misinformation and corrections

The study of political knowledge has occupied scholars of political behavior for nearly a century. 
Understanding political knowledge helps to answer one of the fundamental questions of demo
cratic politics: can citizens participate in political life and what do they need to know in order 
to do so? Political knowledge has been defined in a variety of ways, commonly as “the range of 
factual information about politics that is stored in long term memory” (Delli Carpini and Keeter 
1996: 10), and alternatively as, “a measure of a citizen’s ability to provide correct answers to a 
specific set of fact based questions” (Boudreau and Lupia 2013: 171). Both definitions highlight 
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the centrality of “objective facts” in measuring and understanding citizens’ political knowledge 
which has long been taken as given, but has recently come under scrutiny (Shapiro and Bloch 
Elkon 2008; Gaines et al. 2007). But these two definitions do more than frame the concept; 
they illustrate an underlying tension or difference in approach to understanding the concept of 
political knowledge, which has played out in the literature. Two “schools of thought” have 
developed, what I term “traditionalists” and “revisionists” (see Table 29.1).
 The traditionalist school dates back to the early and mid twentieth century. Within this 
approach, the idea that “information matters” was a widely accepted norm: citizens need to be 
politically knowledgeable to execute their democratic duties. The normative thrust of this 
approach was firmly linked to Berelson, Lazarsfeld and McPhee, who wrote: 

The democratic citizen is expected to be well informed about political affairs. He is 
supposed to know what the issues are, what their history is, what the relevant facts are, 
what alternatives are proposed, what the party stands for, what the likely consequences 
are. By such standards, the voter falls short.

(1954: 308)

Despite rejecting this view as too demanding a set of expectations for the modern citizen (Kuk
linski et al. 2000), it nevertheless became an anchor for a generation of research on political 
knowledge (Campbell et al. 1960; Converse 1964; Delli Carpini and Keeter 1993). The key 
finding to emerge from this literature was the ignorance of the average (American) voter.1

 Nowhere was the ignorance of the average American more laid bare than in Delli Carpini 
and Keeter’s (1996) What Americans Know about Politics and Why It Matters, which resurrected 
scholarly interest in political knowledge and its relationship to political behavior. It also illus
trated the normative thrust of the traditional school: political knowledge matters because it helps 
to inform preferences and behavior based on cognitive, rather than simply emotional or affective 
engagement. “Political information,” they argued “is to democratic politics what money is to 
economics: it is the currency of citizenship” (Delli Carpini and Keeter 1996: 8).
 Drawing on thousands of historical survey questions on political figures, institutions, proc
esses, policies and politics – among their many valuable findings – three warrant detailing briefly. 
They too, find more evidence documenting Americans as a nation of “know nothings”: just 
over half of respondents could answer four (or more) of ten knowledge items correctly. Second, 
knowledge was unevenly distributed among the public – with white, educated, older males at 
the top end of the scale. Third, low and uneven knowledge matters for political participation, 
particularly turnout. Those with higher levels of political knowledge are more likely to turn out 
to vote, and have a greater sense of efficacy and interest in politics. Consequently, how politi
cians view and respond to public opinion may be skewed toward the politically knowledgeable 
at the expense of the less informed.
 The traditionalist approach stands in contrast to the “revisionist” school in understanding 
how citizens participate in political life and what they need to know in order to do so. Table 
29.1 draws out the key distinctions between the two approaches. Here, scholars have taken a 
less critical view of the average citizen: few citizens pay close attention to politics, they have 
different interests in and appetites for political information (Popkin 1991; Sniderman, Brody and 
Tetlock 1991). That few citizens meet the standards of democratic citizenship is less worrying 
for revisionists because citizens can use heuristics or shortcuts available to them (e.g., partisan or 
elite cues) to help inform preferences (Lupia and McCubbins 1998). How citizens process 
available information is of more importance than the absolute level of knowledge they have 
(Bartels 1996).
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 At the individual level, shortcuts allow citizens to arrive at “true” preferences even if they 
start from low levels of knowledge. Rational and “reasoning” citizens simply make use of the 
information available to them. Moreover, revisionists worry less about the unequal distribution 
of knowledge in the population and its consequences for meaningful public opinion, because 
the process of aggregating (uninformed) individual preferences produces meaningful collective 
preferences. Any errors in preference formation at the individual level are assumed to be random 
and therefore cancel each other out in the aggregate (Bartels 1996).
 A key question arising then is how would collective preferences change – if at all – if citizens 
were fully informed? Are low knowledge levels consequential for collective public opinion? 
The evidence suggests there are indeed consequences of poorly informed publics. Althaus (1998) 
asks, is there evidence of an “information effect” or “bias in the shape of collective opinion 
caused by the low levels and [emphasis added] uneven social distribution of political knowledge 
in a population” (1998: 545). Using data from the American National Election Study (ANES), 
he simulates fully informed preferences in four policy issue areas: fiscal, foreign policy, social 
policy and operative. He finds real and sizeable changes – roughly 7 percent on average – in 
collective policy preferences between the simulated fully informed and actual knowledge levels. 
One consequence of an uneven distribution of knowledge is that the US public looks more 
conservative on some issues and more progressive on others.
 Using simulated data from the ANES as well as an experimental design, Gilens (2001) com
pares the macro policy preferences of fully informed respondents with and without policy 
specific information. Using both statistical imputation of preferences and an experimental design 
to help tease out whether the manipulation of information affects preferences, Gilens shows that 
policy specific information matters. Respondents who perform well on general political 
knowledge items, fall short on policy specific knowledge, which affects their preferences to a 
greater extent than general political information. In other words “what separates actual political 

Table 29.1 Two schools of thought on political knowledge

Traditionalists Revisionists

Normative position Citizens should be factually informed Low levels of political knowledge are 
not worrisome for democratic 
government or responsiveness

Argument Citizens should be wellinformed; 
facts are important

Citizens use heuristics or shortcuts to 
overcome lack of knowledge

Citizens have Knowledge; facts are used to inform 
judgments and policy preferences

Rationality; can process information by 
reasoning

Key works Berelson, Lazarsfeld and McPhee 
(1954); Converse (1964); DelliCarpini 
and Keeter (1996); Althaus (1998)

Popkin (1991); Page and Shapiro 
(1992); Sniderman, Brody and Tetlock 
(1991); Lupia and McCubbins (1998)

Does public opinion 
reflect public’s 
interests/preferences?

No – political knowledge is not 
evenly distributed among the public 
but concentrated in the better 
educated and politically interested

Yes – errors are random so aggregating 
opinion cancels out opposing 
preferences

Criticism/weakness Even the wellinformed fall short of 
normative expectations; “facts” can be 
interpreted differently

Cues are not neutral; subject to framing
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preferences from hypothetical ‘enlightened preferences’ is due to ignorance of specific policy 
relevant facts, not a lack of general political knowledge or the cognitive skills or orientations that 
measures of general political information reflect” (Gilens 2001: 380). He also shows that policy
 specific information has a stronger influence on those with high levels of political knowledge. 
For those who “don’t know much,” the addition of policy specific information does not shift 
their preferences much; but for those who “know a lot” already, the addition of policy specific 
information has a substantial effect on the preferences.
 Shifting focus to vote choice in US Presidential elections from 1972–92, Bartels’ (1996) 
evidence finds little support for the revisionist claim that at the micro level uninformed voters 
can use heuristics accurately, and at the macro level errors in preference formation cancel each 
other out. Moreover, the deviations are not random but directed. Substantively, he claims that 
“the deviations [from fully informed voting] display two clear and politically consequential pat
terns: relatively uninformed voters are more likely, other things being equal, to support incum
bents and Democrats” (Bartels 1996: 218).
 Taken together these studies do not provide sufficient evidence to reject revisionists’ claims, 
although they do challenge them. In the section below, I show how the study of “misinforma
tion” and attempts to correct it have changed the course of study on political knowledge. But 
questions remain as to how robust these findings are for different political contexts. Notwith
standing Gilens’ (2001) experimental approach, future work could adopt experimental designs 
to better tease out the mechanisms by which individual preferences do/do not reflect collective 
ones. Future work exploring the impact of information on preferences in other contexts would 
also help to determine the robustness of these findings: how do these processes work in contexts 
with better/worse information environments, in different types of political systems or in emerg
ing democracies?

Measuring political knowledge

Political knowledge has become, as Mondak (2001: 238) notes, “a cornerstone construct in 
research on political behavior”; however, measuring political knowledge remains subject to 
debate. In this section, I outline debates around content, construct and item validity and how 
this has shaped the political knowledge research agenda going forward.
 What does it mean for a citizen to be politically knowledgeable? Barber (1973) argued that 
“citizens need to know what government is and does” (cited in Delli Carpini and Keeter 1996: 
63); in other words, to be politically knowledgeable was to know general “facts” of political 
life.2 Historically, this has meant being able to answer questions on political institutions; 
for example, the number of Supreme Court justices or which party controls the lower 
chamber or about political people; for example, identifying the Chancellor of the Exchequer 
in Britain, Charles de Gaulle or Ruth Bader Ginsburg. More recent measures have attempted 
to move away from people and institutions to include both domestic and international policy 
and politics and social and political history, but the emphasis on knowing “the facts” has 
persisted.
 Correct answers to fact based knowledge items are then summed and the resulting know
ledge scales used, most commonly, as predictors of political behavior. This approach was exem
plified by work by Delli Carpini and Keeter (1993), who argued that knowledge was a 
uni dimensional concept and can be measured with a handful of items with relative accuracy. 
Using five items from the large battery in the US National Election Study, they show that 
“carefully chosen items can measure political knowledge with an acceptable level of reliability 
and validity” (Delli Carpini and Keeter 1993: 1202).
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 There are three critiques of the traditional summative knowledge scales approach that, with 
some variation, has become the standard for measuring political knowledge. The first challenge 
relates to content and construct validity; a second relates to item validity; and a third challenge 
comes from experimental approaches which show the limitations of survey response in 
observational data.
 How (content) valid are knowledge scales or do they measure what they intend to? In other 
words, do fact based measures of political knowledge capture citizens’ ability to understand the 
broad tenets and workings of the political system, the choices on offer and the potential out
comes of each choice? Lupia’s (2006) critique asserts that a form of elitism underpins standard 
measures of political knowledge and does little to help citizens translate or make use of informa
tion in determining their preferences. He argues that it remains unclear how factual information 
about the number of legislators helps them to make choices among candidates, parties or 
policies.
 The construct validity of standard knowledge scales has also been challenged. First, tradi
tional knowledge scales may measure other properties than factual knowledge. Mondak (1999) 
shows evidence that traditional knowledge scales also measure underlying personality traits: self
 confidence, competitiveness and propensity to take risks. Second, the distribution of “Don’t 
know” and incorrect items, which are usually collapsed into a single category, are substantively 
different. Survey respondents who offer incorrect responses may have partial information – they 
are not inattentive to politics – but may be missing key bits of information or have confused 
information in answering the item. But incorrect responses have historically been treated the 
same as “Don’t know” responses, introducing imprecision in measurement.
 “Don’t know” response options have been the subject of much study. Mondak’s (1999: 79) 
contribution was to advise scholars to “discourage ‘Don’t knows,’ provide them randomly to 
help account for guessing, or test experimentally so the consequences of encouraging and dis
couraging DKs could be assessed in head tohead tests.” Miller and Orr’s (2008) experimental 
analysis of encouraging, discouraging and omitting “Don’t knows” has led them to recommend 
removing the DK option from knowledge items altogether. They show that eliminating the DK 
option “yielded higher estimates of knowledge, both on a per item and aggregate basis for polit
ical and general knowledge” (Miller and Orr 2008: 775). Because DK options conceal informa
tion, they reveal less about citizens’ political knowledge.
 Finally, Boudreau and Lupia (2013) show how manipulating the survey context undermines 
the validity of fact based knowledge measures, which are affected by:

question wording, variation in respondents’ incentives to think before answering, 
whether respondents feel threatened by unusual aspects of survey interview contexts 
and personality variations the make some respondents unwilling to give correct answers 
to survey interviewers even when they are knowledgeable about the subject matter.

(Boudreau and Lupia 2013: 173)

For example, Prior (2014) has shown that simply adding visuals to equivalent knowledge items 
increases the number of correct items.
 Prior and Lupia (2008) find that existing measures may underestimate citizens’ political 
knowledge because they neither incentivize respondents to perform well, nor do they helpfully 
differentiate between quick recall and political learning, the latter of which is deemed funda
mental to citizens’ ability to acquire political information and use it to inform their preferences. 
Their study experimented with financial incentives for answering questions correctly and 
time. Respondents were randomly allocated to one of four groups: a control group where 
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respondents had one minute to answer each of the 14 knowledge questions; a group where 
respondents had one minute to answer each question and were incentivized $1 for each correct 
answer; a group with 24 hours to answer all questions; and a final group with 24 hours to answer 
all questions and the $1 incentive for each correct answer.
 The results showed that, compared with the control group, simply incentivizing respondents 
a small amount of money resulted in an average 11 percent increase in the number of items 
answered correctly. And importantly, there were differential effects for demographic sub groups. 
“Among respondents who report being moderately interested in politics, the monetary incen
tive increased correct answers by 32%. Men, white Americans, and those between 35–59 years 
of age also improved their performance disproportionately …” (Prior and Lupia 2008: 175). 
And similar to the financial incentives, allowing respondents to take extra time to complete the 
knowledge items resulted in an 18 percent increase in the number correct compared to the 
control group, and 24 percent for the group with extra time and financial incentives. And here 
too there were heterogeneous effects: women performed better with extra time. Prior and 
Lupia show that the gender gap in political knowledge – which I take up in the next section – is 
exacerbated by traditional measures of political knowledge because women do “not carry as 
much political information in declarative memory as men, but when given an opportunity to 
employ their procedural memory their scores increased more on average than those of men” 
(Prior and Lupia 2008: 177).
 What these studies and others like them show is that small but important changes in survey 
measurement and context produce significant changes in the profile of citizens’ political know
ledge. While the evidence and the received wisdom has been that citizens fail to live up to the 
standard of “informed democratic citizenship,” recent work has shown citizens to be more 
knowledgeable or have different motivations, incentives or means to becoming politically 
informed. However, it is not just by experimental methods that our understanding of political 
knowledge has been advanced. Recent work by Barabas et al. (2014) has shown political know
ledge questions to have two key dimensions, a temporal dimension (i.e., when a fact was estab
lished) and a topical dimension (i.e., whether information is general or policy specific). Their 
framework shows how the questions used to measure knowledge affect observed levels. They 
show that the mechanisms of becoming informed “operate differently across types of knowledge 
questions” (Barabas et al. 2014: 851),3 which has particular implications for gender differences 
in political knowledge, to which we now turn.

Mind the gender gap? Differences in men’s and women’s political knowledge

One of the more robust findings in the literature is evidence of a gendered dimension to polit
ical knowledge: on balance, men perform better than women on knowledge items in surveys 
(Delli Carpini and Keeter 1996; Burns, Schlozman and Verba 2001; Kenski and Jamieson 2000; 
Mondak and Anderson 2004; Lizotte and Sidman 2009). The standard survey items that ask 
respondents to identify political leaders, the roles and functions of government or the relative 
positions of candidates and parties on issues show sizeable and meaningful differences in men’s 
and women’s knowledge of politics (Dolan 2011).
 However, the robustness of the gender gap finding has been called into question on two 
fronts, both relating to measurement. Kenski and Jamieson (2000), and more explicitly, Mondak 
and Anderson (2004), first raised the alarm on differences between men’s and women’s political 
knowledge, arguing that the gap was a result of question format, hypothesizing that men were 
less likely to opt for “Don’t know” response options than women, effectively inflating the 
chances of getting items correct and widening the gap between men and women on these items. 
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They show that women are more likely to use the “Don’t know” option, even when they 
know as much (or more than men) and, second, removing the “Don’t know” option reduces 
the gender gap by approximately 50 percent. The gap still persists, but its magnitude is signifi
cantly smaller than once thought. These findings are supported by Lizotte and Sidman (2009), 
who identify women’s risk aversion as the mechanism for being more likely to tick “Don’t 
know,” and more recently by Ferrin, Fraile and Garcia Albacete (2015). Using survey experi
ments, they show that question format – that is, open vs. closed ended items – do not help 
explain the gap in political knowledge, but even where treatments do discourage the use of 
“Don’t know” options, women are more likely than men to say they don’t know.
 A second critique comes from feminist scholars who have argued that traditional knowledge 
items capture masculine dimensions of knowledge or, that women and men may know about 
different things. The notion of domain specific knowledge was first raised by Delli Carpini and 
Keeter (1996), who found that differences in political knowledge disappear when the know
ledge being tested was gender related – that is, on issues relevant to women’s lives and experi
ences. The importance of testing domain specific items was taken up by Sanbonmatsu (2003), 
who demonstrated the link between types of political knowledge and policy preference, showing 
that different types of knowledge help shape preferences. Sanbonmatsu (2003) tested the hypo
thesis that knowledge about the level of women’s representation in the US explains support for 
electing more women to Congress. She found that men were more accurate in their estimates 
of the percentage of women in the House. Women, however, were more likely to overestimate 
the percentage of women representatives, which made them less likely to support increasing 
women’s representation. The consequence, she notes, is that the “gender gap in gender related 
political knowledge has consequences for the ability of women to further their group interests” 
(Sanbonmatsu 2003: 368).
 Using data from a Canadian telephone survey, Stolle and Gidengil’s (2010) study explicitly 
takes up the feminist critique of traditional political knowledge items, by asking respondents 
questions where experience of government services and provisions and their daily lives intersect 
– public services and welfare policies. They find evidence that this more “practical” type of 
knowledge of politics offsets or reverses the gender gap. Importantly, however, they show that 
while the more expansive measure of knowledge reduced the gap between men and women, it 
also showed wider gaps in knowledge among women, particularly for low income, immigrant 
and older women. Similarly, they make the point that this type of knowledge has political con
sequences: “the more women know about these matters (benefits and services), the more likely 
they are to vote for a party of the left, and the less likely they are to be attracted to a party of the 
right” (Stolle and Gidengil 2010: 103). Dolan (2011), comparing the traditional items to “gender
 relevant” items, found that gender differences in knowledge do not emerge when taking into 
account measures that are “women friendly.” Like previous studies, she finds significant differ
ences between women and men when modeling drivers of traditional political knowledge items; 
however, these differences disappear when modeling knowledge of gender relevant items.

What about the misinformed?

A key development in the literature on political knowledge is the introduction of “misinforma
tion,” which moved scholarly focus from a binary distinction between the politically informed 
vs. the uninformed, to a third category – the misinformed (Kuklinksi et al. 2000). 

To be informed means, first, that people have factual beliefs and second, that the beliefs 
be accurate. If people do not hold factual beliefs at all, they are merely uninformed. 
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They are, with respect to the particular matter, in the dark. But if they firmly hold 
beliefs that happen to be wrong, they are misinformed – not just in the dark, but 
wrongheaded.

(Kuklinski et al. 2000: 792–793)

Their work spawned two decades of research relating to three questions. First, if knowledge 
matters for policy preferences and outcomes, what happens if the public is misinformed? Second, 
what happens if people hold policy preferences, they would have not otherwise, if they were 
better informed? And third, can misinformation or misperceptions be corrected? I take up each 
of these questions and their findings in turn below.
 The argument for a well informed citizenry is that information or factual beliefs are prereq
uisites determining policy preferences. If facts are not readily available or citizens cannot use 
them in informing their preferences, a deficit in democratic functions exists. But the question 
for Kuklinski et al. (2000) is what happens when misinformed citizens – people who confidently 
hold incorrect beliefs – use them to form their policy preferences? Their experimental findings 
show a majority of respondents hold mistaken beliefs on welfare in the US, and those with the 
most inaccurate views were also the most confident in their beliefs. Importantly, the most con
fidently “wrongheaded” were also the strongest partisans.
 But does giving respondents correct information matter for their policy preferences? Kuklin
ski et al. (2000) test this in two ways, first in a “soft test” by comparing a group that received 
the facts on welfare and a group that didn’t. The evidence suggests the facts didn’t change indi
vidual respondents’ policy preferences, including strong partisans. A second, “hard test” shows 
what they call the “limits of resistance” to the facts. Respondents were asked to estimate how 
much was spent on welfare and how much they prefer to be spent; half were then told how 
much was spent on welfare. For the group given the facts, neither their initial estimate nor their 
preferred spending levels mattered on their policy position, but both mattered for the group 
who didn’t get the facts. They conclude that explicit corrections of information can inform 
policy preferences, but the effects may not be long lasting (Kuklinski et al. 2000: 805).
 More recently, scholars have taken up the question of whether it is possible to correct misper
ceptions and the lasting effects thereof (see Table 29.2). Nyhan and Reifler’s (2010) analysis moved 
the debate forward in two ways. First, they examined the effectiveness of corrections in news 
stories – a more natural and “less authoritative” manner – and second, by measuring the impact of 
the correction on the factual belief itself, rather than on policy preferences. Using an experimental 
design they test for corrections across three policy domains: weapons of mass destruction in Iraq, 
tax cuts and stem cell research. Their findings help to illustrate why misperceptions persist and are 
difficult to correct. First, they show that corrections vary depending on the respondent’s degree of 
ideological commitment – that is, corrections are more likely to change misperceptions where 
respondents are less partisan. Similar to Kuklinski et al. (2000), they find that corrections do not 
change misperceptions for the most ideologically committed (i.e., strong partisans), and can in 
some cases strengthen incorrect factual beliefs. The persistence or “backfire” effect of corrections 
has also been demonstrated for the politically knowledgeable (Nyhan, Reifler and Ubel 2013).
 As shown in Table 29.2, there is limited evidence that corrections work. Research from 
experimental psychologists looking at the effectiveness of corrections offers insights into the 
perseverance of misperceptions. Johnson and Seifert (1994) show that misinformation can 
influence judgments and perceptions regardless of whether the correction was given early or 
later in a sequence of information. They argue that belief perseverance or the tendency to hold 
onto one’s beliefs despite conflicting or contradictory information limits the effectiveness of 
correcting misinformation. However, the news is not all bad. They also find evidence that 
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rather than just negating previously held views and information, offering an alternative explana
tion – that is, engaging with the belief and showing another possible alternative – helps to 
reduce the effect of misperceptions.
 Research on misperceptions and corrections has not yet “bottomed out.” There is much 
more to be done to better understand why some citizens, particularly the politically interested, 
knowledgeable and ideologically committed, are more immune to corrections. More work 
needs to be done to understand Nyhan and Reifler’s “backfire” effect. This body of research is 
all the more timely in the current political climate where evidence of a more polarized and 
divisive politics is emerging. It also suggests a “dark side” to partisanship – or more committed 
partisanship – than has previously been identified. Finally, and with reference to the 2016 US 
presidential election contests, more research is needed to understand the interplay between 
misinformation and corrections, in the context of digital information environments.

The impact of political knowledge on political participation:  
a brief look at turnout

In this section, I look at political knowledge as a correlate or predictor of turnout. Similar to 
section one, this review is motivated by a similar question: do more knowledgeable voters turn 
out more than their less knowledgeable counterparts? If so, what consequences are there for this 
disparity? It also looks at the methods used in examining links between knowledge and turnout, 
highlighting how, with few exceptions, studies that rely on observational data remain plagued 
by problems of endogeneity and potentially spurious correlations.
 What evidence is there for a link between political knowledge and turnout?4 Political know
ledge sits within the resource model of voting, which posits that resources help citizens make 
sense of complex processes or unfamiliar choices (Brady, Verba and Schlozman 1995). In terms 
of vote choice, citizens with more knowledge are better able to choose from among the range 
of politicians, parties or policies that best reflect their preferences. As political knowledge is not 
randomly distributed, individual level differences in this resource can produce unequal turnout 
for citizens with varying levels of knowledge.5

 What, then, are the consequences of the inequalities in turnout? Howe’s (2006) study of 
Canada and the Netherlands shows that, while knowledge levels have fallen in both countries, 
particularly among the youngest cohorts, there are differential effects on turnout. In Canada, the 
decline in knowledge has negatively affected turnout, but the same is not true in the Nether
lands. Howe attributes this to differences in civic literacy in the two countries, arguing that the 
same erosion in civic literacy in Canada has not taken place in the Netherlands. Consequently, 
broader cultural differences may help to explain these divergent findings.
 Combining both individual and institutional level factors, Fisher et al. (2008) examine how 
the proportionality of the electoral system and knowledge affect turnout. They show that 
citizens with low level knowledge are less likely to turn out under plurality rule elections; a 
robust finding controlling for a range of individual and macro level variables. Finally, Wells et 
al. (2009) examine how voters’ values and political knowledge affect their understanding of facts 
related to an initiative. They show differential relationships among political sophisticates. 

For high sophisticates or respondents who knew something about endorsements 
around the initiative, attitudes towards government regulation are predicted by one’s 
views of the facts related to the initiative. But for low sophisticates, their values did not 
distort their views of initiative related facts.

(Wells et al. 2009: 965)
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 Can the media be effective in moderating the relationship between knowledge and turnout 
and does the source of information matter? Prior (2005) shows how increased choice of media 
outlet widens gaps in both political knowledge and turnout. His analysis shows that, as media 
choices proliferate, citizens can become more selective in where they receive news. For the less 
motivated who wish to avoid political news altogether, this is rather easy to do. Citizens with 
access to the internet and who prefer news are more knowledgeable and more likely to turn out. 
But there is also evidence to indicate that, with wider access to media outlets, those who have 
preferences for entertainment over news are less knowledgeable and less likely to turn out. In 
short, the increasing diversity in the media environment isn’t a panacea to the political igno
rance problem because citizens can select in, and out, of political news.
 Lassen (2005) also takes up the question of whether better informed citizens are more likely 
to turn out. Exploiting a natural experiment in Denmark, four of fifteen districts were selected 
for a decentralization experiment whereby a majority of services formerly handled at the muni
cipal level were devolved to the district. He finds a causal effect for being informed on the likeli
hood to vote in the referendum. However, a potential weakness of Lassen’s study is his use of a 
subjective measure of being informed – that is, whether respondents thought the referendum 
went “well, medium well, or bad.” If respondents indicated yes to any of these options, they 
were considered “informed,” otherwise they were considered not to have an opinion. While 
there is some evidence that subjective and objective measures of knowledge are correlated, 
other research has cast doubt on the use of subjective measures.
 Studies like Lassen (2005) go some way to addressing the issue of causal identification in 
studies of knowledge and turnout. Most studies have relied on observational data, reporting 
correlations rather than identified causal effects. As he notes: “The problem is that information 
acquisition is endogenous and, therefore, that both the decision to vote and the decision to 
obtain an education or become informed about political issues can be caused by some third, 
unobservable factor” (Lassen 2005: 104).
 There are fewer examples of experimental approaches in studying the relationship between 
information and turnout, but a useful example is Larcinese’s (2007) instrumental variables 
approach. Using data from the 1997 British general election, he “instruments political know
ledge by using various measures of the information supply to which voters have been exo
genously exposed” (Larcinese 2007: 391). Larcinese’s analysis usefully differentiates education 
and information on turnout, the former not a significant predictor, the latter significant across 
different model specifications controlling for a range of observed factors. Moreover, he finds 
significant effect sizes: voters with the highest level of knowledge are roughly one third more 
likely to turn out than voters at the lowest level.

Conclusion

This chapter shows that, while political knowledge has long been considered a prerequisite for 
healthy democratic politics, most empirical studies show low levels of political knowledge, with 
negative consequences for individual and collective policy preferences and political participation. It 
has also considered the limits of fact based measures of political knowledge. First, they can be weak 
on content validity: knowledge of people and institutions captures only a small proportion of what 
we might consider to be politically relevant knowledge and they are gendered. Second, knowledge 
items may be measuring other constructs, such as personality or appetite for risk. Third, experimen
tal approaches show the limitations of survey response in observational data.
 Acknowledging these limitations is not a call for fact based approaches to be abandoned – 
quite the contrary. Moving forward, there are two additional challenges for scholars interested 
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in political knowledge and its relationship to political behavior. The first relates to content 
validity and whether fact based measures remain the best way to measure political knowledge 
in twenty first century politics. Do fact based measures of political knowledge remain fit for 
purpose? Lupia (2006) posed a similar challenge many years ago, arguing that a form of elitism 
underpinned the dominant approach. Do current measures conceal more than they reveal about 
citizens’ ability to form preferences, make informed policy choices and understand the political 
process? Are there alternative measures of political knowledge that may yield more insight, for 
example, measuring political experience or more practical forms of knowledge (see Stolle and 
Gidengil 2010) as a companion to a fact based approach?
 Second and related, what role is there for fact based measures of knowledge given wide
spread misinformation in political life and discourse? What are the implications for political life 
when we cannot agree or choose not to agree on the facts? Recent events, such as the rise of 
Donald Trump in US politics and the UK referendum on membership in the European Union, 
or “Brexit,” have led many a commentator to make the claim politics is now post fact or post
 truth. In other words, if political discourse and debate has largely abandoned the use of evidence 
and mutually agreed “facts,” do current measures of political knowledge help us understand 
political behavior better? The prevalence and impact of “misinformation” or firmly held but 
incorrect beliefs will undoubtedly be important in understanding the policy preferences and 
behavior of citizens and electorates going forward.

Notes

1 See Bartels (1996). Much of the evidence here is limited to the US context but political ignorance is 
well documented in other democratic contexts – for example, Grönlund and Milner (2006).

2 See Gilens (2001), who documents the importance of policy specific knowledge. Delli Carpini and 
Keeter acknowledge in their 1993 article the idea of issue specialists or citizens with domain specific 
knowledge and that this may not be highly correlated with general political knowledge.

3 Barabas et al. (2014: 851) find that the gender gap is robust: “the shrinking of the knowledge gap 
between men and women on gender relevant topics is invariant to differences across the questions.”

4 There is a separate and substantial literature (see, for example, Franklin 2004 and Blais 2006) that 
examines aggregate level predictors or turnout: institutional arrangements (e.g., nature of the electoral 
system – specifically proportional v. majoritarian systems, unicameralism, voting rules and compulsory 
voting); socio demographic factors (e.g., education, age, economic growth); and party systems.

5 Education is another resource that is highly correlated with political participation (Brady, Verba and 
Schlozman 1995), and a separate and substantial literature has documented the relationship between 
knowledge and turnout at the individual level (Leighley and Nagler 2014). Although highly correlated, 
education and political knowledge are separate constructs. Education reduces the costs of acquiring 
political information; consequently, better educated voters are more likely to be more knowledgeable. 
As shown above, citizens have to have access to and make use of information that is available to them. 
Education facilitates that process, but it does not determine it.
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Is There a raTIonal PublIc?

Jørgen Bølstad

Popular notions of democracy assume that citizens have policy preferences that can and should 
be reflected in public policy. Elections provide citizens with the opportunity to select representa-
tives with whom they agree, and opinion polls track the mood of the public, providing additional 
information for those who are elected. This system thus demands quite a lot on the part of the 
citizens, who are ultimately supposed to be in charge. If the average citizen were completely 
uninformed and uninterested in politics and public policy, a fundamental condition for demo-
cracy as a form of government would appear to be missing. Justifying the privileged status of 
public opinion as a guide for public policy would indeed be hard under such circumstances.
 Yet existing scholarship is divided on whether this very basic condition of well- functioning 
democracy is fulfilled. A number of scholars working in this area can be identified as either 
optimists or pessimists, and their lines of work follow long traditions in democratic theory. The 
idea that the will of the people should be the ultimate guide for public policy is found, for 
example, in the works of Enlightenment thinkers, such as Rousseau (1997 [1762]). Two centu-
ries later, Dahl stated “a key characteristic of democracy is the continuing responsiveness of the 
government to the preferences of its citizens, considered as political equals” (Dahl 1971: 1). Yet 
Dahl was also doubtful about the prospects of achieving full- fledged democracy, noting that 
existing practices fell short of his ideals. Still more pessimistic, Schumpeter “had a low estima-
tion of the political and intellectual capacities of the average citizen” (Held 1996: 180), and 
famously argued “democracy does not mean and cannot mean that the people actually rule in 
any obvious sense of the terms ‘people’ and ‘rule’ ” (Schumpeter 1976: 284).
 Current scholarship is more carefully empirical, yet different authors still provide strikingly 
different pictures of the capacities of average citizens and their ability to influence public policy. 
Echoing Schumpeter, Achen and Bartels (2016) argue that popular notions of government 
responsiveness to public preferences – what they refer to as “the folk theory” of democracy – 
“has been severely undercut by a growing body of scientific evidence presenting a different and 
considerably darker view of democratic politics” (Achen and Bartels 2016: 1). Their argument 
stands in notable contrast to two other literatures. The first explores the ways in which even a 
scarcely informed electorate can reach reasonable decisions (Lupia 1994; Lupia and McCubbins 
1998; Popkin 1991). The second strand, which is further discussed in Wlezien’s contribution to 
this volume (Chapter 32), demonstrates that governments indeed often are responsive to public 
opinion (see, for example, Erikson, MacKuen and Stimson 2002).
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 This chapter presents an overview and discussion of how these strands of literature fit 
together. The chapter starts with a discussion of the political sophistication of individual citizens 
and moves on to the question of whether the citizenry as a collective is able to act as a rational 
guide for public policy.

The bad news

In an ideal world, all citizens would read the news every day, have stable and coherent political 
views, yet be open to deliberation and adjust their views when faced with new information or 
better arguments. They would carefully develop informed opinions and vote accordingly. But 
this is, of course, quite unrealistic. In fact, the earliest studies of (American) voter behavior 
painted a dismal picture of the political sophistication of ordinary citizens (Campbell et al. 1960; 
Converse 2006 [1964]). While the most educated and informed members of the public showed 
some understanding of the liberal–conservative spectrum, the majority of voters appeared not to 
engage in such abstract thinking (Converse 2006 [1964]). In the former group, ideology served 
to “constrain” voter’s opinions, in the sense that their position on one issue would help predict 
their position on other issues. Among the majority, however, positions appeared non- ideological 
and many voters seemed to answer completely at random. When interviewed repeatedly at a 
two- year interval, “only about thirteen people out of twenty manage to locate themselves even 
on the same side of the controversy in successive interrogations, when ten out of twenty could 
have done so by chance alone” (Converse 2006 [1964]: 45).1

 Another troubling observation was that party attachments appeared to explain vote choices 
far better than other variables, including ideological ones (Campbell et al. 1960). Party identifi-
cation appeared to act as an “unmoved mover,” placed early in the “funnel of causality.” 
Thought to be formed early in life, based on the influence of parents, family members, and 
others, party identification was presented as “an attachment widely held through the American 
electorate with substantial influence on political cognitions, attitudes, and behavior” (Campbell 
et al. 1960: 146).2 Rather than choosing the party that best fit their policy preferences and ideo-
logical positions, many voters seemed to first form a party attachment, and then adapt their 
perceptions and opinions to fit this attachment.3 Accordingly, partisanship has been presented as 
a key factor determining how individuals react to new political information (Zaller 1992; Bartels 
2002). Overall, the findings discussed above have held up quite well, and they form some of the 
key arguments reiterated by Achen and Bartels (2016).4

 Following the work of Campbell et al. (1960), a number of authors have argued that voters 
rationalize party preferences either by perceiving their party’s position to be closer to their own 
than it truly is, or by altering their own position, moving it closer to their party (Brody and Page 
1972; Markus and Converse 1979; Conover and Feldman 1982). The implication is that the 
extent of true policy- based “spatial voting” will be (even) lower than estimates based on naïve 
recursive models would suggest. Yet, it is worth noting that taking the position of the party – 
often referred to as “persuasion” – may be a rational approach for a low- information voter. It 
may indeed serve as a useful heuristic of the kind discussed in the next section. In line with this 
notion, Carsey and Layman (2006) argue that voters are more likely to be persuaded by their 
party on issues they do not find important, whereas they would be more likely to reduce their 
support for the party when they disagree on important issues.5 This puts such behavior in a more 
slightly favorable light, although the combination of partisan voting and rationalization in 
general appears problematic from a democratic perspective.
 Another line of work has focused specifically on political knowledge. In their seminal study, 
Delli Carpini and Keeter (1996) confirm that American voters generally know very little about 
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politics and that the level of knowledge has remained fairly stable, despite rising levels of 
education and increasing access to information (see also Prior 2007). As Delli Carpini and 
Keeter focus on the US (just like much of the relevant literature, as well as this chapter), a key 
question is whether Americans are particularly uninformed about politics. Yet this does not 
seem to be the case to any large extent (Delli Carpini 2005; Grönlund and Milner 2006). A 
more important point is that knowledge tends to be more equally distributed in more egalit-
arian societies. For example, individual levels of knowledge are much more dependent on 
education in the US than in countries with smaller income differences (Grönlund and Milner 
2006). Accordingly, Delli Carpini and Keeter (1996) find considerable inequalities in know-
ledge, with older, richer, white men having the most. This matters because those with more 
knowledge are “more likely to participate in politics, more likely to have meaningful, stable 
attitudes on issues, better able to link their interests with their attitudes, [and] more likely to 
choose candidates who are consistent with their own attitudes” (Delli Carpini and Keeter 
1996: 272).

Cues and heuristics

While findings such as those above may seem to leave little hope for a well- functioning demo-
cratic process, other authors have pointed out that it may not be necessary for voters to be fully 
informed. In fact, people never have full information about anything, and yet they often manage 
to get through their lives just fine. It appears that bounded rationality often works satisfactory. 
The idea that voters in the absence of complete information use shortcuts to assess the utility 
they would get from seeing a particular party in office was discussed already in Downs’ (1957) 
An Economic Theory of Democracy, and later work has elaborated on this idea. Relying on a theory 
of low- information rationality, Popkin (1991) argues that voters are able to assess candidates 
based on the limited pieces of information they gain through their daily lives. They learn about 
the economy from the way it impacts them as well as the way it is reported in the media; they 
notice which opinion leaders they agree with and learn to trust their opinions; and they discuss 
new information with the people around them as a way to develop their opinions.
 According to Popkin (1991), voters use several types of heuristics. One example is compar-
ing a candidate to a stereotype of how a class of people acts. They may compare the limited 
information they have about a candidate to how a person who “does the right thing” would act 
or to what “a good president” should be like. Such considerations may be based on a politician’s 
voting records, but personal information tends to be more important, as such information is 
more suited to constructing narratives about the candidates. In fact, voters may put more empha-
sis on how “presidential” a candidate looks than on their actual political track record. Further-
more, voters let media framing influence their assessments: The media help determine which 
issues are considered more or less important, and which aspect of an issue, such as the state of 
the economy, is given priority.
 Popkin (1991) also notes that people use information in a way akin to a “drunkard’s search.” 
This metaphor refers to a drunk looking for his lost keys under the streetlight, even though that 
is not where they were lost. It is simply where there is light. Similarly, voters are likely to focus 
on easily available and accessible information, conducting one- dimensional assessments, relying 
on single traits, symbols, or events. They may focus more on traits like sincerity or competence 
than issue positions. Another interesting point is that people dislike uncertainty and will be more 
confident in their assessments when they can use heuristics. They will also be more certain (or 
over- confident) when all information points in the same direction or when probabilities are close 
to zero or one, as more intermediate probabilities are harder to understand and work with.



J. Bølstad

386

 Partly drawing on Popkin, Lupia and McCubbins (1998) make a similar argument. In par-
ticular, they argue that reasoned choice does not require full information, but ability to predict 
the consequences of available choices – which they refer to as knowledge. They note that 
people disregard most of the information they could acquire, and rely on a very limited set of 
information. They further view representation as a principal- agent problem, where voters (as 
principals) must trust representatives (agents), because it is too costly for the former to monitor 
every move the latter makes. This problem can be reduced by the presence of a “speaker” that 
takes on the task of monitoring and assessing the agents. Potential speakers include, for instance, 
commentators, other politicians, or friends.
 In line with a lot of earlier work, Lupia and McCubbins note that people learn both from 
personal experience and from others. A key point, however, is that such learning is active, and 
that people choose which sources to rely on – that is, from whom they learn. The authors 
“define persuasion as one person’s successful attempt to change the beliefs of another,” and 
argue “[i]n settings where reasoned choice requires learning from others, persuasion is a neces-
sary condition for reasoned choice” (Lupia and McCubbins 1998: 40). The question is when 
speakers are persuasive, and the authors argue this is the case when speakers have interests in 
common with the voter and appear to be knowledgeable about the topic – traits that the voter 
can gain information about and assess over time. Furthermore, institutions can clarify the incen-
tives of different speakers, and thus facilitate the decision on whom to trust. In sum, the argu-
ment is that advice from others can help voters reach reasoned decisions in the absence of 
relevant information.

The shortcomings of shortcuts

While heuristic approaches have been presented as a potential solution for voters to overcome 
their lack of information, they are unfortunately not without problems. As Achen and Bartels 
(2016) note, the notions of bounded rationality and heuristics were introduced by psychologists 
who reexamined economic behavior. Ironically, one of their main interests was to examine the 
potentially irrational and adverse effects heuristics can have (see, for example, Kahneman, Slovic 
and Tversky 1982). If we consider the ideal that voters elect representatives who will produce 
policies and outcomes in line with their preferences, it is clear that many heuristics may lead 
people astray also in the political arena. Notably, most of the limited information involved in 
the behaviors discussed by Popkin (1991) is unrelated to policy. Assessing a candidate based on 
whether he or she appears “presidential” or seems to be a person “who does the right thing” 
will only work if voters with different policy preferences define these notions differently and 
candidates who fit their stereotypes also share their preferences. Unfortunately, this appears 
unlikely. It seems more likely that voters who rely on such heuristics will make superficial, if not 
irrational, choices.
 The argument of Lupia and McCubbins (1998) requires that there are reliable observers or 
“speakers” that voters can trust to do the more careful monitoring and assessment for them. 
Furthermore, the voters need to identify those speakers that will help them make the right 
choice, which itself can be a demanding task. As Lupia and McCubbins note, relying on the 
advice of others not only offers an opportunity for enlightenment, but also a risk of being 
deceived, in the sense that “the testimony we hear reduces our ability to predict accurately the 
consequences of our actions” (Lupia and McCubbins 1998: 8). The authors argue that voters 
reduce this risk by taking the advice of actors they perceive to be knowledgeable and trust-
worthy, which in turn requires an accurate assessment of these two characteristics. They argue 
speakers are more trustworthy when they face penalties for lying (e.g., reputational loss), and 
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that they can demonstrate their trustworthiness by sending costly signals. The problem is that 
this model may already put too great demands on the voters, in terms of acquiring and process-
ing relevant information. After all, the voters who could use reliable advice the most are the 
ones with the least information in the first place (cf., for example, Delli Carpini and Keeter 
1996). A study by Lau and Redlawsk (2001) even suggests that, while reliance on heuristics can 
improve the accuracy of votes cast by political experts, it decreases the probability of a correct 
vote by low information voters.

The “miracle of aggregation”

Another line of work suggesting that the public can make reasonable choices despite widespread 
ignorance is based on the “miracle of aggregation” (a term coined by Converse 1990). While 
aggregation simply refers to the process of gathering items, in this context we typically mean the 
construction of summary measures of individual data – for example, estimating average popular 
opinion by taking the mean of a sample’s survey responses. Or, for that matter, letting the elect-
oral system translate individual votes into a distribution of parliamentary seats, or the selection 
of a presidential candidate – the key inputs to the political system are nearly always aggregated 
in some sense.
 The “miraculous” feature of this process is that random noise cancels out. Consider a typical 
survey question, such as “how much responsibility do you think governments should have to 
ensure sufficient child care services for working parents?” This question can be found in the 
European Social Survey, and the answer categories range from (0) “Not governments’ respons-
ibility at all” to (10) “Entirely governments’ responsibility.” Now, assume each citizen has a 
hypothetical opinion that they would be able to state after gathering sufficient information and 
contemplating the issue thoroughly. We could then define the mean of those opinions as the 
“true” public opinion on the issue. Let us also assume that most people lack sufficient time and 
information, which introduces an error in their response. If those errors are distributed ran-
domly (and independently), with a mean of zero, the consequences would be fairly limited. Any 
particular response would most likely be an inaccurate reflection of a given respondent’s views, 
but the mean of the responses would still be a good estimate of the average public opinion, as 
the errors sum to zero and thus cancel each other out.6 All we need is a sufficiently large sample 
to minimize the impact of particular errors. Fortunately, both survey research and elections 
typically involve large samples.
 Moving from the individual to the aggregate level may thus serve to remove noise and crys-
tallize the underlying signal from the public. This can be particularly useful for identifying 
changes in public opinion over time. An example of pioneering work in this area is Stimson’s 
Public Opinion in America (Stimson 1991), which pieced together an extensive set of data from 
different surveys. Focusing on policy issues (rather than valence issues and symbols), Stimson 
finds that the survey responses generally can be mapped onto the liberal–conservative dimen-
sion. Furthermore, he finds long- term trends in aggregate opinion – representing what he refers 
to as the public policy mood. This mood behaves largely as observers of American politics 
would expect. For example, “popular culture … holds the 1960s to have been a time of great 
liberalism, the 1980s equally conservative,” which is what the data show – with the exception 
that “the preference measure is ahead of cultural expectations” (Stimson 2004: 89).
 Another key contribution relying on aggregation is The Rational Public by Page and Shapiro 
(1992). The authors argue that the American public is predominantly rational, in the sense 
that it “as a collectivity, holds a number of real, stable, and sensible opinions about public policy, 
and that these opinions develop and change in a reasonable fashion, responding to changing 
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circumstances and to new information” (Page and Shapiro 1992: 1). On most of the issues 
examined by the authors, aggregate public opinion showed no significant change, and most of 
the identified changes could be explained by such factors as external events, new information, 
and generational replacement. According to the authors, these features of public opinion imply 
that the public “has the capacity to govern” (Page and Shapiro 1992: 383).
 Indeed, the shift in focus to aggregate public opinion has triggered a comprehensive liter-
ature on the public’s capacity to govern. In line with the notion that the public behaves ration-
ally, Wlezien (1995) develops a model of “the public as thermostat,” suggesting that public calls 
for “more” of a certain policy should weaken as “more” of this policy is delivered. Such a 
negative response has indeed been found in a number of settings (Franklin and Wlezien 1997; 
Soroka and Wlezien 2004, 2005, 2010).7 Furthermore, building on the notion of a policy 
mood, Stimson, Mackuen, and Erikson (1995) develop a model of “dynamic representation,” 
where calls for more of a certain policy are followed by increases in such policy. This type of 
responsiveness has also been found in a number of settings (Erikson, MacKuen, and Stimson 
2002; Soroka and Wlezien 2010; Bølstad 2015; Hakhverdian 2010). Overall, this literature 
seemingly attests to the public’s ability to respond rationally to changes in public policy, as well 
as its ability to shape public policy according to its wishes.8

The weakness of aggregation

Unfortunately, aggregation is not quite the miraculous cure it might seem either. Its limited 
promise bears in it what we might call “the weakness of aggregation”: Aggregation will crystal-
lize any signal, whether it is relevant or not. It will only cancel out random noise, while all 
systematic influences are incorporated in the aggregate measure. Alas, a situation in which all 
noise is random is extremely unlikely – some surely will be, but a lot of it will not.9 As the liter-
ature on heuristics may illustrate, voters are likely to sometimes be swayed by the same irrelevant 
or erroneous considerations. If a great number of voters decide to vote for the candidate who 
appears to be “a good guy” or looks the most “presidential,” their aggregate vote may not be 
very representative of their policy preferences.
 The aggregate signal may also appear irrational in other ways. For instance, a key theory in 
the vast literature on voting behavior is that voters punish incumbents for bad economic con-
ditions and reward them for good ones, which may seem like a rational choice for voters who 
value economic growth and stability.10 However, as Achen and Bartels (2016: Chapter 6) note, 
voters tend to be myopic, focusing almost exclusively on the last quarter preceding the election, 
while ignoring the rest of the term. Such behavior gives incumbents an incentive to stimulate 
the economy before elections (Nordhaus 1975), but it turns out to be a very poor basis for 
selecting candidates with superior economic competence. Achen and Bartels (2016: 168) find 
“no support for the notion that retrospective voters can reliably recognize and reward com-
petent economic management.” Instead, a close election may hinge on whether the incumbent 
is lucky with the state of the economy during the campaign. According to Achen and Bartels 
(2016: 176), “the voters toss a coin.”
 Perhaps more troubling, voters appear to reward and punish incumbents for events that are 
blatantly out of their control. In the summer of 1916, for example, a string of unprecedented 
shark attacks led to four deaths and one injury along the Jersey shore, which in turn caused eco-
nomic losses for nearby resorts. Examining the presidential election in November that year, 
Achen and Bartels (2016: Chapter 5) estimate a substantial loss for incumbent president 
Woodrow Wilson in the most affected communities. In a more general analysis, they further 
argue that voters hold incumbent governments accountable for droughts and floods, even if 
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“the government could not possibly have prevented the problem” (Achen and Bartels 2016: 
135). A potential counterargument is that voters hold governments accountable for their disap-
pointing responses to the natural disasters, rather than the disasters themselves, but this would 
imply that American voters almost invariably find the responses disappointing – even those that 
are above average. This would seem to suggest that voters have unrealistically high expectations, 
while also failing to incentivize their governments by rewarding those that perform better. In 
the words of Achen and Bartels, voters engage in “blind retrospection.”11

 A final issue is that aggregated opinions and votes may systematically misrepresent the opinions 
of groups with lower levels of political information and participation. At first glance, the literature 
on dynamic representation suggests that public policy over time will stay reasonably close to public 
opinion on salient issues. Furthermore, the parallelism found in public opinion trends among dif-
ferent segments of the population (Soroka and Wlezien 2008; Page and Shapiro 1992; Erikson, 
MacKuen, and Stimson 2002) might seem to limit the scope for inequalities in representation. 
Unfortunately, the resulting equilibrium level of public policy may still be biased if not all voters 
are equally informed and making their voices heard. That is, if a certain segment of the population 
is less likely to answer surveys accurately, or to vote in accordance with their preferences, this 
segment may fail to influence public policy to the extent others do. While Soroka and Wlezien 
(2008) argue that preference similarities across different groups limit the scope for such inequalities, 
others such as Gilens (2009) disagree. There is a sizeable literature arguing that public policy tends 
to reflect the preferences of the highest income groups (Bartels 2009; Gilens 2005, 2012), and that 
opinion polls and election outcomes would look different if the whole electorate were better 
informed (Bartels 1996; Delli Carpini and Keeter 1996; Althaus 1998; Lau and Redlawsk 2006).

Conclusion

The existing literature offers strikingly different images of the public’s ability to serve as a 
rational guide for public policy. What most observers agree upon is that citizens generally hold 
very limited information about their nation’s politics and policies. “[T]he ‘average’ citizen is 
woefully uninformed about political institutions and processes, substantive policies and socio-
economic conditions, and important political actors such as elected officials and political parties” 
(Delli Carpini 2005: 28). It seems most citizens simply do not have the time or motivation to 
obtain such information. The question is whether and to what extent this matters for demo-
cratic governance. Unfortunately, while heuristics may help low- information voters reach a 
choice, there is no guarantee that this will be a good one – there is even evidence suggesting that 
heuristics may lead such voters to worse decisions.
 Furthermore, while aggregation cancels out random noise, crystallizing a signal from the 
public, this signal is not necessarily a meaningful and rational one. In this regard, there is a strik-
ing contrast between the pessimistic views of Achen and Bartels (2016) and the optimistic views 
of Erikson, MacKuen, and Stimson (2002) and Soroka and Wlezien (2010). When we consider 
opinions on specific issues, it seems reasonable that these respond “thermostatically” to policy 
change, as uninformed voters may largely produce random noise, while the informed may 
respond rationally. Such behavior attests to the public’s ability to provide useful aggregate input 
to the political system. Yet when we turn to votes, there are a number of other systematic, but 
essentially irrelevant influences that also come into play – such as superficial candidate evalu-
ations with no connection to actual policy positions, or penalties for random natural disasters 
and external economic shocks.
 Interestingly, while Erikson, MacKuen, and Stimson (2002) find the public policy mood 
to have a strong influence on election outcomes (offering an important way for this mood to 
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influence public policy), Achen and Bartels (2016) leave the public mood out of their models, 
noting that most forecasters do the same (including Erikson and Wlezien 2012). Erikson, 
MacKuen, and Stimson (2002) also find covariation between their political and economic vari-
ables, and suggest such relationships may be part of the larger macro political system. As analyses 
in this area often rely on relatively few observations, such covariation may pose a notable chal-
lenge to proper identification of causal effects. A key task for future research may thus be to 
further examine these relationships with a view to better distinguish between correlation and 
causation. Another key task (and ongoing effort) is to expand the geographical reach of this 
debate, including, for instance, countries with proportional electoral systems.
 Another interesting question is why the electorate appears uninformed. Downs (1957) posited 
that a single vote plays such a small role in the overall election result that many voters will 
remain rationally ignorant. One might even hypothesize that low engagement with politics 
signals a general satisfaction with the current state of affairs, allowing more personal preoccupa-
tions to take priority. The attractive promise of the dynamic representation model of Erikson, 
MacKuen, and Stimson (2002) is that a sufficiently dissatisfied public can make its voice heard 
and change public policy – that is, the policy mood serves as an error- correction mechanism. It 
could be that the public takes a hands- off approach to politics because things are going reason-
ably well. The only trouble with this interpretation is that the least privileged voters tend to 
have the least information (Delli Carpini and Keeter 1996), suggesting that low engagement is 
the result of hardship rather than privilege. There is thus a risk that the least well off are continu-
ously under- represented while being dissatisfied with public policy.
 The general picture emerging from the literature is one in which a small part of the electorate 
is reasonably well- informed and responding rationally to new information, while a majority is 
considerably less informed and dependent on cues and heuristics that at best help them make 
good decisions, and at worst may lead to very bad ones.12 It is thus hard to avoid the conclusion 
that the typical citizen’s low level of information leaves the political system very vulnerable. The 
aggregate behavior of the public appears to be quite predictable, but not necessarily rational, as 
it often hinges on circumstances not controlled by those up for election – such as short- term 
fluctuations in the economy. One might say the public is boundedly rational, at best. Fortu-
nately, this may also suffice, as it appears to be the case that the public – despite its faults – often 
gets policies that are broadly in line with what it wants.

Notes

 1 However, as Erikson discusses in his contribution to this volume, such tests may underestimate the 
degree of latent opinion stability. See also Inglehart (1985).

 2 For early critiques, see, for example, Key (1966), Fiorina (1981), or Franklin and Jackson (1983).
 3 The mechanism typically held to be driving such behavior is cognitive dissonance (Festinger 1957), 

which has also been used to explain other aspects of attitudinal change (e.g., Bølstad, Dinas, and Riera 
2013).

 4 More generally, Achen and Bartels (2016) argue group membership and identity are key factors that 
have received too little attention in electoral research. This is in line with recent studies, such as Bølstad 
and Dinas (forthcoming), who find in- group biases in spatial voting.

 5 See Hutchings and Jefferson’s contribution to this volume for a more detailed discussion of 
partisanship.

 6 Note that this example ignores any effect of dealing with a bounded scale. Especially if the true popu-
lation mean were close to 0 or 10, the errors might pull the aggregate estimate away from the closest 
bound and toward the center.

 7 This pattern has also been found to influence election outcomes (Erikson, MacKuen, and Stimson 
2002), but it is not clear whether such “thermostatic voting” – effectively punishing incumbents for 
implementing their programs – is rational on part of the electorate (Bølstad 2012).
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 8 This literature is discussed in more detail by Wlezien, in Chapter 32 of this volume.
 9 “Random” here means distributed independently with a mean of zero.
10 Although subjective assessments of the economy are often endogenous to political affiliations (van der 

Eijk et al. 2007).
11 It should be noted, however, that Bechtel and Hainmueller (2011), examining the 2002 Elbe flooding 

in Germany, find a seven- percentage-point gain for the incumbent party in the affected areas, follow-
ing a massive policy response.

12 Note that the parallelism in mood trends reported by Erikson, MacKuen, and Stimson (2002) and 
others does not deny this point. Parallelism only requires that there are some citizens (possibly a 
minority) within each examined subgroup that change their opinions in the same direction.
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The GeomeTry of ParTy 
ComPeTiTion

Parties and voters in the issue space

Lorenzo De Sio

Introduction: policy issues and the curse of dimensionality

The idea of party competition lies at the heart of even minimal definitions of democracy (Sartori 
1976: 63; Schumpeter 1942). Indeed, as we show in this chapter, the geometry of that competi-
tion plays a critical role in determining whether democratic politics proves possible in practice. 
For such competition to function effectively, a necessary starting point is that voters and parties 
have a common language, one that allows the former to identify which of the latter are most 
congruent with their ideas and make their choice accordingly. This common language typically 
centers on the identification of continua or dimensions of conflict (Downs 1957),1 with the left–
right divide being the most widely recognized of these (Fuchs and Klingemann 1989). Of course, 
given the wide range of issues over which political conflict occurs, the reality is a more complex 
and multidimensional issue space. Multidimensionality as defined here is premised on the under-
standing that the dimensions in question are largely, if not wholly, unrelated to each other. The 
position of a voter or party on one issue does not help in predicting their position on another 
issue. The resultant issue space thus becomes considerably complex (Enelow and Hinich 1984).
 Such complexity of course affects voter decision- making and inspired one of the most widely 
known problems addressed in democratic theory – the paradox of voting. First identified by 
Condorcet (1785) and then generalized by Arrow (1951) as the impossibility theorem, the core 
of the paradox is that rational (i.e., transitive) individual preference rankings of more than two 
policy alternatives, when aggregated according to majority rule, may lead to irrational (i.e., 
intransitive) and unstable collective preference rankings. While Arrow ultimately concluded 
that a stable preference ranking was incompatible with democratic rules, Black (1948) persisted 
to reveal that the paradox originated in the multidimensionality of the issue space. When indi-
vidual preferences align on a single dimension, he argued, the paradox dissolves and a Condorcet-
 winner alternative emerges.2 Majority rule under such conditions can produce a single outcome 
– the position espoused by the median voter – that beats all alternatives. Democracy in effect 
now becomes possible.
 This more singular understanding of party competition anchored many of the theoretical 
debates and empirical approaches to understanding developments in party systems over several 
decades following the Second World War. Its resilience has come under increasing challenge, 
however, in the face of the new parties and new issue dimensions that emerged in more recent 
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decades. Such developments have required adoption of a more innovative and flexible frame-
work that can accommodate the growing spatial complexity of political conflict. In particular, 
we need a new approach that can combine conceptual speculation with a workable empirical 
model permitting systematic analysis and theory testing. In the final section of the chapter, we 
outline the “issue yield” theory as one of the more promising attempts to fill this gap.

The evolving geometry of Western European party systems: conflict in a 
uni- dimensional space

According to the classic work of Lipset and Rokkan (1967), modern democratic states emerged 
in West European countries after a process of consolidation and reduction in the lines of polit-
ical conflict. Indeed such was the level of consolidation that occurred, the period from the 1920s 
until the 1970s were widely seen as dominated by a small set of social cleavages that coalesced 
ultimately around the class divide. This singularity was further reflected in a consistent model of 
electoral competition that emerged over time in many of these countries whereby government 
switched hands between two main parties (or party blocs).3 These historical developments 
appeared increasingly compatible with the assumption of uni- dimensionality in political conflict 
that was a cornerstone of Downs’ (1957) highly influential work An Economic Theory of Demo-
cracy. Under such an assumption, both voters and parties agree on the absorption of a multiplic-
ity of issues into one single dimension – the left–right dimension. This then allows for a “proper” 
theory of democracy to emerge whereby rational voters facing two vote- seeking dominant 
parties (or blocs) will produce a Condorcet- winning Nash equilibrium, corresponding to the 
position espoused by the median voter.
 Despite the limitations of Downs’ median voter theorem in terms of its restriction to a one-
 dimensional space, it did prove a formidable step in the development of a general theory of 
political equilibrium. Furthermore, in practical terms, its ability to show that representative 
democracy could produce a political equilibrium that represented the will of the people was 
important, in an age where liberal democracy was clearly not the only viable model of political 
regime. Within political science, the Downsian framework continued to be widely used as a 
tool for understanding the behavior of parties and voters in the decades that followed. Indeed its 
influence can be traced, somewhat paradoxically, to the development of one of the main theor-
etical approaches for understanding parties’ emphases on multiple policy issues – salience theory 
(Robertson 1976; Budge and Farlie 1983). According to this logic, parties engage in political 
competition by adopting a selective emphasis strategy. This means that rather than taking explicit 
positions on most issues, they focus disproportionately on a particular subset that can act as a 
proxy for their overall political platform. This history of attention to, and credibility for, certain 
issues means that parties become in effect the “owners” of those issues and the main beneficiaries 
of a rise in their salience. The link back to Downsian theory is not immediately apparent but 
becomes more so when we realize that the practice of selective emphasis is in effect a means for 
parties to signal to the electorate their location on a broader continuum of ideological conflict.4 
A common example of this type of signaling can be seen in parties’ position- taking vis à vis eco-
nomic policy and particularly the classic tax and welfare trade- off. Social- democratic parties 
focus almost exclusively on the desirability of welfare provisions while avoiding the necessary 
implication of higher taxes. Conservative parties, by contrast, advertise tax cuts and hide the 
implied reduction of welfare. Here we see how a selective issue emphasis serves as a means for 
parties to communicate their position in broader left–right terms.
 Such was the success and appeal of salience theory as a means of interpreting parties’ policy 
positions that it led to the founding of one of the flagship studies of post- war comparative 
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politics – the Manifesto Project. By measuring the variation in the emphasis given by parties to 
specific policies during election campaigns it became possible to track their spatial location 
across the left–right continuum over time (Budge 2015). These cumulative data could then 
provide a means for assessing the capacity of the party system to successfully represent the views 
of the median voter, and thus ultimately its capacity to produce desirable democratic outcomes, 
in line with Downsian theory.
 The preceding accounts take a largely consensual and functional view of the institutions 
and actors necessary to democratic, legitimate decision- making. A limited range of parties 
arrayed across a single dimension of conflict essentially makes a political equilibrium possible, 
thereby justifying the preservation of such procedures and competition patterns. A party 
which emerges to focus on new non- aligned issues could thus potentially be regarded as a 
threat given that it would reduce the chances for political equilibrium and ultimately the 
efficient functioning of a democratic system. As one might imagine, however, an alternative 
perspective on issues and party competition has subsequently emerged that accommodates a 
more multidimensional and conflictual political reality. According to this viewpoint, political 
conflict and resolution is better understood as a series of temporary equilibria or settlements 
that are likely to change again in the future, as the balance of power changes between actors. 
According to such a perspective, a party engaging in mobilizing around new disruptive issues 
can be seen as the rational exploitation of strategic tools by actors that are losing in the current 
equilibrium.

Breaking the game: multidimensionality and the rise of issue voting

The idea that a multiplicity of issues could be seen as a strategic resource, especially for parties 
attempting to escape an unfavorable competition context, presented a clear challenge to the 
Downsian state of political equilibrium. The earliest systematic articulation of this idea emerged 
in Stokes’ seminal work on valence politics (Stokes 1963). Inspired by the successful Eisenhower 
campaign of 1952, Stokes identified a critical turning point in the election when the Republican 
nominee turned disadvantage into a landslide victory. This pivoted on the realization by the 
Eisenhower campaign that voters were not tied to the left–right distinction and that victory in 
fact lay in “exploiting relatively new and transitory political attitudes” across a wide range of 
non- partisan issues such as Korea, corruption and communism on which the candidate had 
significant credibility (Stokes 1963: 372). The key insight of Stokes’ work relevant to discussion 
here5 is that a party facing an unfavorable equilibrium would emphasize alternative issues in 
order to shift the attention of the public. This was important in that it introduced to the liter-
ature the idea of issue emphasis as a strategic resource.
 Rather surprisingly, this understanding of issues as strategic tools for party competition lay 
dormant for a long period of time. Riker’s introduction of heresthetics constituted the first 
attempt to develop it theoretically to understand political outcomes (Riker 1986). According to 
Riker, the intransitivity- related disequilibria produced by multidimensionality – while detri-
mental to democracy in the long term – should realistically be seen as a resource for political 
actors to escape an unfavorable equilibrium. Or stated in more practical and individual terms, 
“For a person who expects to lose on some decision, the fundamental heresthetical device is to 
divide the majority with a new alternative, one the person prefers to the alternative previously 
expected to win” (Riker 1986: 1). This strategy captures entirely the Eisenhower logic of 1952. 
According to Riker, a heresthetic strategy deliberately exploits multidimensionality in order 
to successfully subvert what – under uni- dimensionality – would be considered as a stable Nash 
equilibrium.
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 As well as more effectively capturing the complexity of political competition in a liberal 
democracy, the new approach can be seen as taking an alternative and rather less idealized view 
of citizen decision- making. In rejecting the idea of a political equilibrium, it follows that voters 
do not formulate electoral choices primarily on stable ideological criteria but are influenced by 
more transient issues. While such an assumption arguably resonated among the US electorate as 
early as the 1950s, it was some decades before it was regarded as applying to the voters of West 
European nations. As the frozen cleavages identified by Lipset and Rokkan (1967) underpinning 
the party systems of the region began to unfreeze, however, the relevance of valence politics and 
theories of issue voting assumed an increasingly important role for scholars of electoral 
behavior.

From issue voting to issue politics

Although scholars remain divided over the key drivers of the decline in cleavage politics (Evans 
and Tilley 2012), general agreement exists that from the 1970s onward most West European 
countries have seen a decrease in the importance of the social determinants of vote choice and 
a corresponding growth in levels of electoral volatility and issue voting (Franklin, Mackie and 
Valen 1992; Mair 2002; Knutsen 2004; Thomassen 2005; Aardal and van Wijnen 2005). A 
comparative interpretation of this process has framed it in terms of changes in the political 
context of party choice. In particular, Thomassen (2005) has related the two key competing 
drivers of cleavage decline – party dealignment and individualization of vote choice – to the 
increasing innovation in party strategy and push toward a catch- all, ideology- lite orientation. 
Recent empirical research has shown support for the idea of decreasing ideological differenti-
ation between parties (Adams, de Vries and Leiter 2012; Adams, Green and Milazzo 2012; 
Hellwig 2014).6 In such a context, issues acquire more importance not only in voters’ decision 
processes, but also in party strategy. If ideological differentiation loses its distinctive ability, it is 
not surprising that parties will attempt to identify new dimensions of competition.
 A first possibility is of course to shift the focus toward valence issues. Manin’s (1997) theory 
of audience democracy corresponds well to such a strategy. Here party competition hinges 
largely on the credibility of political actors to achieve shared goals for the polity as a whole.7 A 
wide range of empirical studies have supported the idea of such a shift, demonstrating how party 
competition has moved toward issue emphasis and competence rather than positionally- based 
conflict (Nadeau et al. 2001; Blais et al. 2004; van der Brug 2004; Clarke et al. 2004, 2009; Bel-
lucci 2006; Bélanger and Meguid 2008; Duch and Stevenson 2008; Green and Hobolt 2008; 
Sanders et al. 2011).8

 A second possibility, more in tune with Riker’s understanding of heresthetics, is that parties 
can seek to selectively focus on specific positional issues. While such a response is in theory open 
to all parties, it is likely to be particularly appealing to those parties for whom a valence strategy 
is unrealistic if not impossible – that is, the smaller, more radical players who lack government 
experience and/or have little chance of entering government. Again empirical evidence has 
served to confirm the validity of this approach. Green- Pedersen (2007), for example, has docu-
mented a continuous decline in the left–right content of election manifestos as parties take on a 
wider variety of policy issues. At the same time, we have seen the rise of a range of smaller parties 
mobilized around key issues such as the environment (O’Neill 1997; Mair 2001; Talshir 2002), 
immigration (Betz 1994; Kitschelt 1995; Hainsworth 2000), and more recently EU integration 
(de Vries and Hobolt 2012). Indeed such has been the proliferation of these new actors that the 
new labels of “niche” (Meguid 2005, 2008; Adams et al. 2006; Ezrow 2008) and “challenger” 
(de Vries and Hobolt 2012) parties have now been added to the lexicon of party types.9
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 The growth in importance of issues in structuring party competition and vote choice means 
that it is now more accurate to talk about issue politics in general rather than specific instances 
of issue voting. As this review has shown, there have been considerable advances on theoretical 
grounds with regard to understanding how and why parties manipulate issue emphasis for elect-
oral gain. In addition, the empirical literature has clearly demonstrated the value and importance 
of an issue- oriented party strategy. What is needed now, however, is to develop a new frame-
work that can trace back the dynamics of strategic issue selection – that is, the logical step that 
precedes the selective issue emphasis by parties in a multidimensional space. Furthermore, it 
should be one that is potentially applicable across all issues and all parties, rather than reserved to 
a specific subset. We move now in our final section to outline one of the most promising can-
didates in this regard – issue yield theory.

Issue yield theory

Issue yield theory is an adaptation of Downsian logic and centers on four key assumptions:

a Party strategy is driven by vote maximization.
b Voters evaluate parties in Downsian terms – that is, voter–party proximity calculations.
c Contrary to Downs, however, change in a party’s issue position is more difficult and costly 

than a change in issue emphasis.
d The importance that voters assign to issues varies and is sensitive to priming effects – that 

is, the emphasis placed on issues by parties.

Should these assumptions be met, then parties are incentivized to pursue a strategic issue empha-
sis strategy. That is, they will seek to focus on a limited number of favorable issues which they 
prime in the minds of voters as the core criteria to rely on in making their party choice.
 The challenge that parties face in adopting this approach, therefore, is to identify their most 
favorable issues. The issue yield model stipulates that such issues are those that meet the two 
following conditions: first, the policy attracts the lowest amount of internal division possible 
and, second, the policy is widely supported in the electorate at large – that is, beyond the current 
support base. This combination of low risk and high opportunity both minimizes the potential 
for loss of existing support and expands the opportunity to gain new voters. The combination 
can be expressed in numerical terms through an issue yield index (constructed from public 
opinion data on policy and party support) that ranges – for each party- issue combination – from 
–1 (worst issues) to +1 (best issues).10 Policies that provide the best combination of these two 
desirable properties – that is, a united party base and the potential to reach out to a larger elect-
orate – have the highest issue yields. In theoretical terms, those with the highest issue yield can 
be regarded as forming a new type of “bridge” policy, so named because they create a bridge 
between current and new voters. Bridge policies essentially unify current voters by staying in 
line with the party ideology, while extending its appeal to new voters.11

 While such issues can be articulated in theory, the key question of course is whether they 
exist in practice. Empirical research on EU countries and also the US (De Sio 2010; De Sio, De 
Angelis and Emanuele 2016; De Sio and Weber 2014; Weber and De Sio 2016) has consistently 
shown that almost all parties rely on a set of high- yield bridge issues where the party position is 
almost unanimously supported within the party and also widely shared outside the party. Such 
a combination makes the issue a powerful resource for gaining new voters. Examples range from 
financial market reform for the US Democratic Party (support of 92 percent within the party 
and 77 percent at large, with a yield of 0.88) and opposition to tighter gun control for the US 
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Republican Party (84 percent within the party, 56 percent at large, yield = 0.78), to more restric-
tive laws on immigration for the Italian Northern League (95 percent within- party, 78 percent 
at large, yield = 0.95) and finally reduction of income inequality for the Italian PD (91 percent 
within- party, 84 percent at large, yield = 0.85).12 While each issue presents a different risk–
opportunity combination for each party, it is clear that any party enjoys at least a small number 
of high yield issues. The inevitable theoretical expectation is that parties will disproportionately 
focus on making these high- yield bridge policies salient in voters’ minds during election cam-
paigns in order to gain electoral advantage.13

 This last point has also been consistently supported by empirical research, which has tested a 
number of causal implications of the issue yield model. In particular, scholars have shown the 
yield index to work at the individual level in predicting issue preference among supporters of 
different parties (De Sio 2010). It has also worked at the party level, explaining issue emphasis 
in campaign platforms in EU countries and the US (De Sio and Weber 2014; Weber and De 
Sio 2016), and the dynamics of issue of competition over EU integration after the economic 
crisis (De Sio, Franklin and Weber 2016). Perhaps most innovatively, a subsequent analysis of 
the Italian case has shown how issue yield predicts the content of parties’ and their leaders’ offi-
cial Twitter feeds during the campaign (De Sio, De Angelis and Emanuele 2016). Significantly, 
all of these studies have found no interaction effects for party size.14 As such, it would seem to 
offer a highly resilient and effective new approach to understanding the complexities of issue 
selection by political parties in a multidimensional environment and thus an important step 
toward filling the theoretical gap outlined earlier.
 Viewed in historical context, the issue yield model appears to fit more within the Rikerian than 
Downsian tradition of understanding party competition. There is no attempt to demonstrate the 
presence of equilibria. The emphasis is instead upon how the disequilibria resulting from conflict in 
a multidimensional space can be used to subvert an existing equilibrium.15 This should not be seen 
as supporting a view that parties pursue short- sighted, short- term strategies. On the contrary, party 
strategy is very firmly anchored in the past in that the existing party base provides the final reference 
point for choosing which policies can be exploited and which cannot. The model thus predicts an 
incremental evolution of party platforms and support base over time rather than swift change.16

Concluding remarks

The idea that the political issue space has become increasingly multidimensional and conflictual 
over the past few decades appears to be widely accepted among parties and election scholars. 
One consequence of this process is that models of party competition based on a reduction in the 
dimensionality of the issue space, in order to achieve efficient and legitimate decision- making, 
have come under increasing pressure. In their place, more flexible theories have emerged that 
see the growing multiplicity of issues as a resource for disadvantaged actors to use in a bid to 
escape an unfavorable equilibrium. One of the strongest contenders in this regard, we have 
argued, is issue yield theory, which presents a more general explanatory framework of party 
behavior in this new era of issue politics and increasing specificity of vote choice. In terms of its 
longer term applicability, it is clear that if current trends continue and even intensify then we 
would expect the issue yield model to increase in value as a means of accounting for party policy 
choices. Should the current state of volatility subside, however, in favor of a resurgence of the 
type of stable voter–party alignments associated with past cleavages, we do not expect issue 
yield’s relevance to entirely fade from view. Parties will continue to face strategic challenges on 
whether and how to integrate different issues into their platforms. Which of these two scenarios 
is most likely to occur, however, is the task of other chapters in this volume to address.
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Notes

 1 This spatial representation of politics does not require any market analogy.
 2 Black’s result was then incorporated into the second edition (1963) of Arrow’s Social Choice and Indi-

vidual Values (Grofman 2004).
 3 An additional source of tension toward a one- dimensional scheme is also clear from the structure of 

alliances and coalitions reconstructed in detail by Lipset and Rokkan (1967: 37), where it clearly 
appears that actors defined by different cleavages tend to coalesce in supporting (or opposing) the 
nationalizing elite group. In this regard, it is the very mechanism of majority rule that pushes political 
conflict toward a one- dimensional scheme (see, for example, Duverger 1964). Also, the reduction of 
the complexity of the issue space to a very low number of dimensions might be considered an inevit-
able development of the party system in order to present voters with more manageable cognitive tasks 
(Jackman and Sniderman 2002; Sniderman and Bullock 2004). The special relevance of the left–right 
dimension among Western European voters might be indeed confirmed by their enduring ability to 
place themselves on the left–right continuum (Knutsen 1995, 1997) despite the repeated claims of its 
death (Giddens 1994).

 4 And one that allows researchers to conveniently measure such location.
 5 While we extract this aspect of Stokes’ work to develop the key point of interest in this chapter, it 

should be noted that the main contribution of the article in question was the introduction of the 
valence politics framework. See, for example, Keith Dowding’s chapter in this volume for further 
discussion of valence theory.

 6 Hellwig (2014) argues that the importance of the left–right dimension has decreased as a result of a clear 
perception (shared by elites and voters) of a narrowing of the credible range of possible policies on the 
economic issues that constitute the core of the left/right divide.

 7 Also, Manin’s original formulation (visibly inspired from François Mitterrand’s first mandate) explicitly 
related audience democracy to the presence of an international context with a high level of interde-
pendence (thus limiting the available spectrum of policies, especially on the economy), and where the 
protection of shared national interests becomes crucial.

 8 In fact, a large part of the economic voting literature, with special regard to retrospective voting 
(Fiorina 1981), can be considered as adopting a valence framework (Stokes 1992: 156). On valence vs. 
positional perspectives in economic voting, see e.g., Lewis- Beck and Nadeau (2011).

 9 Although the operational definition of a niche party is far from uncontroversial, and it can be claimed 
that the niche attribute might be more appropriate for the party platform than for the party itself 
(Wagner 2011).

10 Calculated according to a non- linear formula derived through geometric reasoning (see De Sio and 
Weber 2014). If: p is the percentage of respondents supporting a party; i the percentage approving a 
policy statement; f the percentage jointly supporting the party and approving the statement; then issue 

 yield is expressed by .

11 Such policies, enjoying a high level of popular support, can be considered quasi- valence issues (De Sio 
and Weber 2014), albeit without the volatility of credibility reputations that make “pure” valence issues 
somehow risky.

12 Sources: CCES 2010 for the US, CISE (Italian Centre for Electoral Studies, 2014) for Italy.
13 Of course parties cannot be expected to use tools such as issue yield in their campaign calculations 

(although issue yield might perhaps be used as a tool for testing the potential of new issues); simply, the 
issue yield model attempts to systematize a typical intuitive reasoning that can be expected from party 
strategists. Also, in multi- party systems parties can be expected to consider additional concerns, i.e., 
whether an issue with a high yield might have a higher yield for another party, so that emphasizing it 
would in fact advantage a competitor. In this case a party might perhaps emphasize another issue – even 
with a lower yield – where it can claim some sort of yield “monopoly.” Various approaches have been 
proposed to model such a strategy (De Sio and Weber 2014; De Sio, De Angelis and Emanuele 
2016).

14 Despite its size insensitivity, the issue yield model does carry an expectation that smaller parties will 
have stronger incentives to pursue issue politics compared to their larger counterparts. One of the key 
resources offered by a high yield issue is the ability to expand beyond the current support base. Thus 
in statistical terms there will be a larger number of such issues for parties sitting on 10 percent of the 
vote compared with those gaining a 35 percent vote share.

f -ip i- P ---+--
p(1- p) 1- p 
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15 This resonates with the recent success of many “anti- establishment” parties in challenging the electoral 
primacy of mainstream parties, by relying on new issues.

16 This process resonates with the integration of “new politics” issues by mainstream leftist parties during 
the 1980s. Another example is the impact of post- crisis measures (with a drop in EU integration 
support), which impacted very asymmetrically pro- and anti- EU parties, resulting in important new 
opportunities for anti- EU parties (De Sio, Franklin and Weber 2016).
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The ThermosTaTic model
The public, policy and politics1

Christopher Wlezien

Democratic accountability and control require that people are reasonably well- informed 
about what policymakers do. Consider that an uninformed public is unable to hold policy-
makers accountable. Policymakers would have little incentive to represent what the public 
wants in policy – there would be no real benefit for doing so and no real cost for not doing 
so. An uninformed public, being unaware of what policymakers have already done, also is 
unable to guide policy. Policymakers thus would have little basis for representing the public 
even if they wanted to – expressed public preferences would contain little meaningful informa-
tion about what the public wants. We clearly need an informed public; effective democracy 
depends on it.
 Political scientists have posited that such a public would behave like a thermostat (Wlezien 
1995, 2004; Soroka and Wlezien 2010). Imagine a situation in which the public prefers more 
policy than currently is in place and sends a signal to adjust policy accordingly, that is, to provide 
“more.” Further imagine that policymakers respond, and provide more but not too much more; 
the new policy position would more closely correspond to the public’s preferred level. Now, if 
the public is indeed responsive to what policymakers do, then it would not favor as much more 
policy. It might still favor more, on balance, but not as substantially as in the prior period. In 
effect, following the thermostatic metaphor, a departure from the favored policy temperature 
– which itself can change – produces a signal to adjust policy accordingly and, once sufficiently 
adjusted, the signal stops.
 This conception of the public (and policymakers’ behavior) has deep roots in political science, 
particularly Easton’s (1965) depiction of a political system and Deutsch’s (1963) models of 
“control.” It still may seem far too stylized given the traditional view of public opinion (Camp-
bell et al. 1960; Converse 1964; Kinder 1983; even Key 1961). It is even more demanding than 
Page and Shapiro’s (1992) fairly sophisticated characterization in their now- classic book, The 
Rational Public, in which they depicted a public whose preferences remained fairly stable over 
the short run but changed over time in understandable ways.2 Other work has supported Page 
and Shapiro’s view, highlighting the importance of heuristics to compensate for information 
shortfalls (Ferejohn and Kuklinski 1990; Sniderman, Brody and Tetlock 1991; Lupia 1994; Lau 
and Redlawsk 2006). More recent research has directly tested thermostatic public responsive-
ness and policy representation as well, and found evidence of both, as we will see below (for a 
summary, see Wlezien and Soroka 2016).
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 This chapter examines the thermostatic model and its applicability. First, it provides a basic 
formal representation of the model, focusing on public responsiveness to policy and policy 
responsiveness to public opinion. Second, it presents the empirical literature examining whether 
and under what conditions the model works, highlighting the characteristics of issues and polit-
ical institutions. Third, it explores implications for politics, particularly election outcomes but 
also judgments of the broader political system. We will see that the simple thermostatic model 
is quite powerful; while it does not work everywhere or equally well even where it does work, 
the model helps us understand much of policymaking and politics in representative 
democracies.

The thermostatic model

The thermostatic model of opinion and policy consists of two equations, one for public respon-
siveness to policy and the other for policy representation of opinion.

The public responsiveness equation

The model implies that the public’s preference for “more” policy – its relative preference, R – 
represents the difference between the public’s preferred level of policy (P*) and the level it 
actually gets (P):

 (1)

where t represents time. Thus, as the preferred level of policy or policy itself changes, the relative 
preference signal changes accordingly. Notice that, unlike the thermostat that governs the 
heating (and/or air conditioning) units in our homes, which sends a dichotomous signal, R 
captures both direction and magnitude.
 This equation is straightforward in theory, less so in practice. Most importantly, we rarely 
observe P*. Survey organizations typically do not ask people how much policy they want. 
Instead, these organizations ask about relative preferences, whether we are spending “too little,” 
whether spending should “be increased,” or whether we should “do more.” This, presumably, 
is how people think about most policies. (Imagine asking people how much health or education 
spending they want.) The public preference, however defined, also is necessarily relative. In one 
sense, this is quite convenient, as we can actually measure the thermostatic signal the public 
sends to policy makers – to test the model, we need a measure of relative preferences, after all.
 Because we do not directly measure the public’s preferred level of policy (P*), and because 
all of the variables would have different metrics, we need to rewrite the model of R as follows:

 (2)

where a and et represent the intercept and the error term respectively, and O designates a variety 
of “other,” exogenous determinants of R. The public’s preferences for defense spending may be 
driven by perceived security threats, for instance; preferences for welfare policy may be condi-
tioned by concerns about economic security. Note that these variables, O, should not be viewed 
as control variables, but as instruments for P*. That is, in lieu of having measures of preferred 
levels of policy, these are factors that we think are associated with P*. The most critical part of 
equation 2 is the coefficient of feedback, β1. If people respond thermostatically, β1 will be 
negative.
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 Negative feedback of policy on preferences is the fundamental feature of the thermostatic 
model. It is what distinguishes a reasonably informed public – one that knows something about 
what policymakers actually do – from an uninformed public. Observing it means that the signal 
that the public sends to policymakers contains useful information. And it makes possible effective 
accountability and control, as the public is in a position to reward or punish the incumbent 
government for its actions. The public may not respond thermostatically to policy change, of 
course, and it even may be that policy feeds back positively on preferences – an increase in 
spending could lead people to want more spending in that domain. We do not gainsay these 
possibilities, which should be settled empirically, and the proof actually is in the empirical 
pudding of equation 2. There is nothing that requires β1 to be negative, after all.3

 Although we have thus far characterized public responsiveness across time, an identical model 
applies across spatial contexts as well, whether across countries, across states or provinces within 
countries, or across counties, cities and even school districts within states. We have reason to 
think that the preferred level of education policy differs across contexts, say, states in the US. 
We know that the level of policy also differs. If the thermostatic model applies, the public’s rel-
ative preference would reflect the difference between the two across states j:

 (3)

Here, the preference for more (or less) policy in each state will depend on whether and to what 
extent the public’s preferred level is greater than policy itself in the different states.

The policy representation equation

Now, let us turn to the policy representation equation. If there is representation, changes in 
policy (P) will be associated with levels of the public’s relative preference (R), which register 
support for policy change. We can express this expectation as follows:

, (4)

where a1 and ut represent the intercept and the error term, respectively, and G the partisan 
control of government. (Of course, other variables can be added to the model.) Notice that 
equation 4 actually captures both indirect and direct representation of public opinion. The 
former – representation through elections and the partisan control of government – is reflected 
in the coefficient γ2; the latter – policy adjustment to changing preferences – is captured 
by γ1.

4

 The coefficient γ1 is of special importance, as it provides evidence of policy responsiveness. 
It is important to recognize that a positive coefficient does not mean that politicians literally 
respond to changing public preferences, as it may be that they and the public both respond to 
something else – for example, changes in the need for more spending. All we can say for sure is 
that γ1 captures policy responsiveness in a statistical sense – the extent to which policy change is 
systematically related to public preferences, other things being equal. This is significant, as we 
want to know whether public policy follows public preferences.
 Evidence of responsiveness also does not mean that public preferences and policy actually are 
congruent (Achen 1978). It may be that there is a bias in representation, where policy correlates 
with opinion, but is consistently more (or less) conservative than people would like. Even if 
there is no bias, it may be that responsiveness is weak, and does not fully reflect preferences. For 
there to be congruence, we would need to observe not only a positive relationship between 
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opinion and policy, but an actual match. That is, we would need to know that policy equals 
opinion, at least that the two are not significantly different in the usual statistical sense.5 To make 
this determination, we need measures of opinion that tap the public’s preferred level of policy 
and which are on the same scale as policy. That this is not easily accomplished makes it difficult 
to directly observe congruence between the public’s preferred levels of policy and the actual 
policy level.6

 Finally, it is worth noting that modeling the change in policy in year t as a function of prefer-
ences in year t – 1 is not meant to imply that responsiveness is lagged, but to reflect the reality 
of decision making on fiscal matters, the subject of many empirical tests of the thermostatic 
model. That is, the model captures responsiveness to opinion when most budgetary decisions 
are made. The specification of opinion effects on policy differs from that for the effects of policy 
on opinion, which are at time t, as per equation 1. This makes clear that the influences of each 
on the other are not simultaneous, but play out over time.7 The coefficients also are expected 
to be oppositely- signed, where opinion has a positive effect on policy and policy has a negative 
effect on opinion. As such, the effect in one direction cannot explain the effect in the other.

The model in practice

So far we have described a theoretical model. But does it work in practice? Under what con-
ditions? As noted earlier, there is a good amount of research on the subject, which initially 
focused on the United States but increasingly has turned to other countries. Let us consider 
what we have learned, focusing first on public responsiveness to policy and then policy 
representation.

Thermostatic public responsiveness

The original statement of the thermostatic model focused on dynamics of spending preferences 
(Wlezien 1995), and much of the ensuing research has as well. This is not surprising given that 
we have had regular surveys, at least in the US, that ask about support for more (less) spending 
in different domains. The question typically asks “Are we spending too much, too little or about 
the right amount on [the military, armaments and defense]?”8 Spending is recurring as well and 
fairly easy to measure. (We need measures of both relative preferences for policy and policy itself 
to test the thermostatic model, after all.) Recall from equations 1 and 2 that it also is important 
to measure the public’s underlying preferred levels of policy, at least indirectly. Wlezien’s ana-
lysis of eight spending domains incorporated certain instruments and found that aspects of 
security – economic for social domains and national for defense – were particularly important.
 Most importantly, Wlezien’s results revealed thermostatic responsiveness. That is, when 
spending increases (decreases), the public’s support for more spending decreases (increases), 
other things being equal. This was and is important. That the pattern of responsiveness varied 
across domains also is important. In some domains, especially defense and welfare, there was 
clear evidence of public responsiveness and it is very specific, where the public responds to 
spending within each of the separate domains. In other areas, namely, the remaining social 
spending domains, specific thermostatic responsiveness was not evident. Further analysis dem-
onstrated that preferences in these areas are thermostatic but in a more general way, to spending 
in the set of social domains taken together, not separately. In yet other areas, it was not clear 
whether there is any thermostatic responsiveness whatsoever. The findings comport with 
research on the electoral salience of different issues (see Asher 1992; Abramowitz 1994). The 
influence of salience on public responsiveness is expected. Issues people care about are ones on 
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which they are likely to have meaningful opinions that structure party support and candidate 
evaluation. Candidates are likely to take positions on the issue and it is likely to form the subject 
of political debate, and people are more likely to pay attention to politicians’ behavior, as 
reflected in news media reporting or as communicated in other ways.9

 Soroka and Wlezien brought the analysis to other countries in which similar spending pref-
erence questions were asked, specifically Canada (2004) and the UK (2005). This research also 
revealed thermostatic public responsiveness, particularly in the latter country. Their subsequent 
(2010) book on Degrees of Democracy explicitly incorporated characteristics of issues and political 
institutions into the theoretical model and empirical analysis. They demonstrated that issue 
importance significantly enhanced thermostatic public responsiveness and that the federal nature 
of a domain – that is, the degree to which spending happens at multiple levels of government 
– dampened it. A high level of mixing makes responsibility less clear to citizens, though there 
are other possible mechanisms at work (see Wlezien and Soroka 2011).
 Other scholars have examined thermostatic responsiveness in particular domains over time. 
There is research in the US on the dynamics of racial policy (Kellstedt 2003) and recent innova-
tions in health care, namely, the Affordable Care Act (Morgan and Kang 2015). Research on 
asylum applications and public support for asylum in the UK also finds negative feedback (Jen-
nings 2009). We see the pattern with defense spending preferences in a set of different countries 
(Eichenberg and Stoll 2003) and in support for European unification across countries (Franklin 
and Wlezien 1997).
 Some research studies relationships in particular domains across contexts at particular points 
in time, not over time. Much of this research concentrates on the US states, for which there is 
a good amount of data. Goggin and Wlezien’s (1993) study of abortion policy and opinion was 
the first of these, though there also is work on the environment (Johnson, Brace and Arceneaux 
2005) as well as education and welfare (Pacheco 2013). All of this research finds negative feed-
back of policy on public preferences.
 Other scholars have focused on general patterns of preferences across issues, most notably 
Erikson, MacKuen and Stimson’s (2002) examination of policy “mood” that forms part of their 
classic Macro Polity treatise. For their analysis, Erikson, MacKuen and Stimson rely on Stimson’s 
(1991) measure of policy sentiment that captures the common flow of public opinion in various 
policy domains, in effect, the parallelism in those preferences. They find strong evidence of 
thermostatic public responsiveness to legislation.10 This also is true in other countries, including 
the UK (Bartle, Delleplaine and Stimson 2011) and there is evidence across a range of countries 
(Wlezien and Soroka 2012).
 It thus is clear that thermostatic responsiveness is evident on numerous issues and across con-
texts. The relationship varies across issues to be sure, as discussed, and the public importance of 
issues matters as does their federal quality. (The latter also has implications for differences across 
contexts, e.g., countries, as well.) What may be most striking is that responsiveness tends to hold 
across subgroups of the public, perhaps most importantly, education levels. People with less than 
a high school education in the US are almost as responsive as those who have been to college 
(Soroka and Wlezien 2010). Much the same is true for differences in income and party identi-
fication. This is not entirely surprising given Page and Shapiro’s (1992) analysis of parallel 
publics, discussed above.11

 That there is thermostatic public responsiveness is important. It means that the public 
somehow receives information about policy and uses it, at least in certain salient policy domains 
and contexts. Surely the information the public receives is mediated, as few people have budgets 
on their coffee tables or desktops, but the mechanism is unclear. We do know that only basic 
information is required; that is, people need only recognize that spending on, say, health, has 
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gone up, ideally whether it has increased by a little or a lot (Soroka and Wlezien 2010).12 And 
there is reason to think that such information is available in mass media reporting and that 
people can fairly easily draw basic inferences from this coverage, at least in certain areas (Neuner, 
Soroka and Wlezien 2015). That said, determining what information is transmitted about the 
policy activities of government in different domains requires more research.

Policy representation

Thermostatic public responsiveness indicates that the preference signals the public sends to 
policymakers in some policy domains are meaningful. This is important to be sure, but we also 
want to know whether policymakers follow those signals. Indeed, we are interested in public 
opinion largely because we want to know whether it matters for what policymakers do. Not 
surprisingly, the research on policy representation is voluminous, much larger than for public 
responsiveness. Much of the work focuses on representatives’ voting behavior and their posi-
tions, which we will eschew here; thankfully, there are useful summaries (see, for example, 
Burstein 2003; Shapiro 2011; Wlezien and Soroka 2016). Instead we focus on policy, and espe-
cially, but not exclusively, work in the thermostatic tradition (this complements the discussion 
of public responsiveness).
 As for public responsiveness, some of the research on policy representation has focused on 
broad policy aggregates. Erikson, MacKuen and Stimson’s (2002) examination stands out. In 
addition to analyzing the positions of institutional actors in the US – the president, Congress and 
the Supreme Court – they examined “significant enactments,” building on David Mayhew’s 
(1991) novel data set. Erikson, MacKuen and Stimson found that the number of liberal- 
conservative enactments closely followed trends in Stimson’s measure of public mood, intro-
duced in the discussion of public responsiveness. Public opinion is not the only thing that 
matters for policy in their analysis, and party control of the White House and Congress also play 
powerful roles.
 Some research examines broad macro- representation in other countries. Most notable is 
Wlezien and Soroka’s (2012) analysis of domestic spending, which reveals a general pattern of 
representation that varies across countries. In another cross- national analysis, Hobolt and Klem-
mensen (2008) examine the relationship between the public’s issue priorities and public expend-
iture, and find a strong representational relationship that also varies across countries. Other work 
focuses specifically on government policy priorities, and this finds a correspondence between 
what the public cares about and government policy activities (Hobolt and Klemmensen 2005; 
Hakhverdian 2010; Bevan and Jennings 2014; also see Baumgartner and Jones 2005).
 Numerous studies concentrate on specific issues. Hartley and Russett (1992) show that public 
opinion influences defense spending in the US. Wlezien (1996) confirms this finding and 
explores the dynamic interplay of thermostatic public responsiveness and representation. In 
other work, he shows that the representation relationship varies across US spending domains 
and the pattern is largely symmetrical to what we observe for public responsiveness (2004). 
There is a growing comparative literature as well. Eichenberg and Stoll (2003) find that defense 
spending follows opinion in the US and four European countries. In conjunction with their 
studies of opinion, Soroka and Wlezien examine representation in Canada (2004) and the UK 
(2005), and then for the US, Canada and UK taken together (Soroka and Wlezien 2010). They 
find that spending follows opinion in most domains but the relationship varies quite a lot.
 Some of this work highlights the role of political institutions, both electoral and governmen-
tal (especially see Soroka and Wlezien 2010 and Hobolt and Klemmensen 2008). First, as regards 
electoral systems, scholars posit that proportionality dampens government responsiveness to 
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public opinion between elections. This expectation contrasts with research that focuses on 
representation after elections (Powell 2000), where coalition governments are predicted to 
better represent the median voter. The thinking in the recent work is that coalition govern-
ments cannot as effectively respond to changing opinion in between elections, and for a variety 
of reasons (Wlezien and Soroka 2015).13 Second, as regards government institutions, the research 
suggests that horizontal division of powers across legislative and executive branches enhances 
policy responsiveness to opinion. The idea here is that a balance of powers affords less policy 
independence and more “error correction,” that is, where one branch can check the misrepre-
sentational tendencies of the other (see Soroka and Wlezien 2010). There is support for both 
expectations in broad comparative analysis (Wlezien and Soroka 2012).14

 All of this research highlights that there is representation, at least in certain policy domains 
and institutional contexts. This is of obvious importance. But what is not clear from this work 
is who gets represented. Is it the preferences of the median citizen? Or are others better repres-
ented? There now is much work in this exploding area of research. Gilens’ (2012) powerful 
book examines the responsiveness of numerous policies to the preferences of different income 
groups. He demonstrates that policy change is responsive to the preferences of high- income 
citizens and less to the opinions of people with incomes in the middle and not at all to those at 
the bottom of the distribution.
 Scholars continue to debate the issue. Soroka and Wlezien (2008) emphasize that unequal 
representation really matters when preferences differ and then show that this typically is not the 
case across income groups, at least for politically important spending domains; perhaps most 
importantly, the gaps they do detect are primarily between the poor on the one hand and the 
middle and upper classes on the other.15 In a very prominent article, Gilens and Page (2014) 
assess the influence of rich and middle income preferences and conclude that economic elites 
completely dominate American politics. They conclude: “When a majority of citizens disagrees 
with economic elites or with organized interests, they generally lose” (576). Enns (2015) chal-
lenges this result, and shows that even where rich and middle income preferences differ, it 
would not make a difference whether policymakers represented one group or the other. 
Branham, Soroka and Wlezien (2017) further demonstrate that, even when the rich and middle 
do disagree, both groups do almost equally as well.16 Clearly there is more research to be done, 
both in the US and in other countries.

Implications for elections and politics

We have seen that the thermostatic model works under some conditions, and that issues and 
institutions matter. There is evidence of both public responsiveness to policy and policy repres-
entation of opinion. In theory, this has implications for politics and political systems. To begin 
with, as discussed above, it provides the basis for electoral accountability.17 It also has potential 
consequences for public evaluations of democracy and the broader political system, which 
scholars are only beginning to consider.
 There has been surprisingly little work on the electoral implications. What research there is 
mostly focuses on broad macro- representation and has concentrated on US elections, particu-
larly for the presidency. Erikson, MacKuen and Stimson (2002) provide an indirect test. They 
show that the general public mood toward policy influences presidential elections in an expected 
way; that is, the more (less) liberal the mood, the greater (lesser) the vote for the Democratic 
candidate. Given that mood responds thermostatically to policy, discussed above, the result 
implies that the degree of representation matters for elections. Bølstad (2012) targets direct evid-
ence and to that end includes the net number of liberal- conservative laws in his analysis of the 
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presidential vote. The results support what he refers to as “thermostatic voting,” whereby the 
greater (lesser) the net liberal laws, the lesser (greater) the support for the Democratic candidate. 
Wlezien (2017) further demonstrates that the tendency accounts for a substantial portion of the 
cost of ruling effect in US presidential elections. To be absolutely clear, policy liberalism under 
presidents from different parties diverges over time as their tenure in the White House increases, 
and the degree to which it does negatively impacts electoral support for the party of the 
president.
 There is little research on other countries, though Bartle, Delleplaine and Stimson (2011) 
show that policy mood influences the UK vote, which, like Erikson, MacKuen and Stimson’s 
(2002) analysis of the US, implies thermostatic voting. A promising theoretical development is 
“issue yield” theory, where political parties stress policies that promise the highest vote yield, 
which depends on the importance of the issue and the degree to which demands are met (De 
Sio and Weber 2014; De Sio, Franklin and Weber 2016). Since yield declines as votes are har-
vested, parties must move on to the next promising issue once public demand has been satisfied. 
Issue yield theory may therefore prove able to incorporate the thermostatic model within a 
broader framework that additionally provides guidance to parties (this volume, Chapter 31).
 There has been even less work on the consequences of policy representation. Very recent 
work by Mayne and Hakhverdian (2017) considers whether and how representation influences 
satisfaction with democracy and reveals an effect. They find evidence that people care about 
what the authors call “egocentric” congruence – the match between individuals’ own prefer-
ences and the positions of elected officials. There is less support for broader “sociotropic” con-
gruence – the correspondence between majoritarian public preferences and officials’ positions. 
This is not surprising given traditional conceptualizations and models of policy voting, which 
embed individuals’ personal preferences.
 Other recent research on support for government responsiveness indicates similar egocentric 
effects. Bowler (2017) finds that individuals’ preferences for government representation of the 
public reflects their own support of the government, where those who are close to the govern-
ing parties – that is, people who voted for them – are less in favor of majoritarian responsiveness. 
Rossett, Giger and Bernauer (2017) demonstrate further that people’s responsiveness prefer-
ences depend on whether they stand to gain from such representation. This research is power-
fully suggestive, though it really only begins to scratch the surface of public preferences for 
representation and their consequences.

Conclusion

A large body of research tests the thermostatic model and that research makes clear that the 
model works. We see that the public responds to policy. We also see that policymakers represent 
– effectively respond to – public preferences. The model does not work in all policy domains to 
be sure; indeed, it may not work in most domains. Even where it does, the model does not 
work equally well. Characteristics of issues matter and political context does as well. These 
causes also appear to have consequences, as representation impacts election outcomes and satis-
faction with democracy itself.
 What we do not know is exactly how well the thermostatic model works. While we have 
evidence of both public and policy responsiveness, we cannot determine whether the public 
ultimately gets what it wants – whether there is congruence. As discussed above, this is difficult 
to assess, particularly in areas where we cannot directly measure how much policy people want, 
frequently because people simply do not know. (It also is true where we have measures of abso-
lute support for particular policies.) It thus may be that policymakers are not representing the 
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public writ large, but a particular, privileged segment. It still may be that the average citizen 
often gets what it wants, but only because preferences of different groups in society often are 
quite similar. The problem is that we just cannot tell, at least not yet. That remains a subject for 
future research.

Notes

 1 I thank Mark Franklin for making me write this chapter.
 2 Indeed, Page and Shapiro demonstrated that different subgroups of the public responded in strikingly 

similar ways, what they referred to as “parallel publics.”
 3 In practice, the parameter is the net effect of positive and negative feedback. If positive feedback is 

dominant, then it will overwhelm negative feedback and β1 will be positive; if negative feedback is 
dominant, as we expect to generally be the case, then β1 will be negative.

 4 Technically, indirect representation reflects both γ 2 and the coefficient relating relative preferences (R) 
and the partisan composition of government (G).

 5 We also can depict this formally, following Achen (1978):

,

where the units can be temporal, spatial or else policy types. If there is congruence, the coefficient (B) 
for opinion would be a perfect “1.0” and the intercept (a) would equal “0,” i.e., there would be no 
bias. If B is greater than 0 and less than 1, there still would be responsiveness; it just would not perfectly 
match preferences.

 6 It is possible to match support for specific policies and policy adoption, and some scholars (Lax and 
Phillips 2012) have done this for various issues in the American states.

 7 The effects are different as well, one between levels of policy and opinion and the other between levels 
of opinion and changes in policy.

 8 Surveys ask about a wide range of categories, including welfare, health, education, the environment, 
big cities, crime and foreign aid, among others.

 9 Politicians, meanwhile, are likely to pay attention to public opinion on the issue – it is in their self- 
interest to do so, after all. There are many different and clear expressions of this conception of import-
ance. In issue domains that are not important, conversely, people are not likely to pay attention to 
politicians’ behavior, and politicians are by implication expected to pay less attention to public opinion 
in these areas. This reflects a now classic perspective (see, for example, Geer 1996).

10 Other work (Ura 2014) indicates that mood responds to judicial action, and in complex ways, with 
negative feedback in the short run and positive feedback over longer stretches of time.

11 Also see Enns and Kellstedt (2010) and Enns and Wlezien (2011).
12 That said, Ellis and Faricy (2011) demonstrate that the public responds very differently to direct spend-

ing on social programs and the indirect spending from tax expenditures.
13 The friction that characterizes coalition governments, particular diverse ones, is a leading suspect, but 

electoral incentives may matter as well.
14 Other research has elaborated the empirical effects of electoral systems (Soroka and Wlezien 2015).
15 Also see Enns and Wlezien (2011).
16 Of course, this is not to say that the rich do not matter more than they should.
17 Also see Franklin, Soroka and Wlezien (2014).
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Regime SuppoRt

Pedro C. Magalhães

Introduction

What do citizens think about the political regimes they live under and how do they view other 
conceivable ways of organizing the polity? How do we explain changes or continuity in these 
attitudes and what consequences do they hold for the functioning and stability of the political 
system? These are all questions that have been posed with increasing frequency by comparative 
researchers since the publication of Almond and Verba’s (1963) pioneering work The Civic 
Culture in the early 1960s. While the conclusions that have been reached have differed across 
time and space, scholars have been largely united in their choice of methodology, with most 
relying on large- scale survey data to measure and test their core concepts. The release of Euro-
barometer data from 1970 onward in particular prompted a rush of interest in comparing citizen 
attitudes toward their governing institutions. A decade later, both the European Values Study 
and the World Value Survey (EVS/WVS) began, alongside a range of other resources, provid-
ing further impetus to development of this literature.1 In this chapter we provide an overview 
of the work that these initiatives fostered, with specific reference to understanding cross- national 
patterns in popular support for political regimes. We begin by defining the central object of 
study – that is, regime support. We then profile the main research questions that have been 
investigated in relation to regime support across countries, and the empirical findings that have 
been produced. We move on to discuss the measurement problems that such research has faced 
and evaluate how well these challenges have been overcome. Finally, we focus on outlining the 
main questions that remain for this line of research to address.

The theoretical importance of regime support

Support, according to Easton, a pioneer in the study of political systems, is “an attitude by which 
a person orients himself to an object either favorably or unfavorably, positively or negatively” 
(Easton 1975: 436). The focus of this chapter is on those studies that have examined support for 
a particular type of object – the political regime – which again, following Easton’s thinking, we 
define as “the so- called rules of the game […], the constitutional principles […] governing the 
way in which resolutions of differences of claims are to take place” (Easton 1957: 392). To 
further distinguish the concept of interest, Easton helpfully contrasted it with two other major 
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objects or components of the system – first, the wider political community and, second, the more 
specific actors that constituted the political authorities. While the former comprises the entire set 
of actors – understood as a collective – within a given system, the latter refers to the specific 
personnel that make up the government. In profiling studies of regime support, therefore, we 
are not including analyses of trends in identification with the nation- state or “in- group or we- 
group feeling” that characterizes support for the political community (Easton 1957: 392). Nor 
are we interested in work that centers on measuring changes in support for the political authori-
ties – that is, “those who are responsible for the day- to-day actions taken in the name of a polit-
ical system” (Easton 1975: 437).
 There are several compelling reasons for narrowing the lens to examine orientations to the 
political regime rather than focusing on these other dimensions of public support. Perhaps the 
most compelling of these is the lack of attention they have received in the literature to date, 
relative to their overall contribution to the functioning of the polity. Easton himself expressed 
concerns about the extent to which empirical research on political support has been dominated 
by a focus on the “allocative aspects” of political systems – that is, those dealing with the rela-
tionships among the leaders, the policies, and the led, rather than more fundamental concerns 
about deeper attachments to the polity. As he notes, while the former studies are important, 
discontent with governments and their policies is “not always, or even usually, the signal for 
basic political change” (Easton 1975: 436).
 By contrast, regime support, as the inter- war period revealed, is critical to understanding the 
survival of democracies. According to Seymour Martin Lipset (1959), it is when regimes face 
“crises of effectiveness, such as depressions or lost wars” that their “legitimacy” or capacity to 
“engender and maintain the belief that existing political institutions are the most appropriate or 
proper ones for the society” becomes crucial for understanding their chances of survival (1959: 
86). Along the same lines, Linz saw regime legitimacy – the belief “that these political institu-
tions are the best to govern the country in which they live; that they are better than the altern-
atives; and that they deserve obedience” – as central to the fate of democracies in the aftermath 
of the Great Depression, protecting those where legitimacy was high (Linz 2001: 92, see also 
Linz 1976).
 Beyond the challenges of defining regime support and specifying its theoretical and substan-
tive political importance, there is also the task of measuring it, and demonstrating its relevance 
empirically. Difficulties in this respect abound and are often noted in the literature: “there are 
doubts about the efficiency of empirical research when trying to isolate the different types of 
support, as public sentiments can blend adjacent orientations and indicators of public support 
frequently overlap between levels” (Torcal and Moncagatta 2011: 2565). How have these 
doubts been dealt with? In the section that follows, we address this question.

Discontent is not the same as (il)legitimacy

The new impetus to undertake empirical study of regime support was inspired by three key 
post- war developments. The first was the already mentioned expansion in the availability of 
comparative survey data. The second was the growing concern with the “legitimacy crisis” that 
Western democracies were seen to be experiencing during the 1970s (Habermas 1976) and its 
attitudinal manifestation in increasing rates of citizen “dissatisfaction with and lack of confidence 
in the functioning of the institutions of democratic government” (Crozier, Huntington, and 
Watanuki 1975: 158–159). Finally, there was the so- called “third wave of democratization” 
which raised questions about the extent to which newer democracies enjoyed the kind of 
popular support that would favor their survival (Huntington 1991).
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 As new sources of comparative data became available, the question of whether the West was 
facing a “crisis of democracy” became easier to answer. By the mid- 1990s, analysis of Euroba-
rometer data for the Beliefs in Government project had shown that such fears were largely 
ungrounded. The major conclusion reached was that “there is no pervasive or general trend 
toward decreasing satisfaction with the way democracy works in the member states of the Euro-
pean Union,” and the same applied to confidence in institutions (Kaase and Newton 1995: 61; 
see also Fuchs, Guidorossi, and Svensson 1995; Listhaug and Wiberg 1995).
 Even more optimistically, subsequent empirical work conducted in the late 1990s by 
Montero, Gunther, and Torcal on the newly democratized case of Spain (1997) revealed that 
even if negative trends on these indicators had been in evidence, this did not spell disaster for 
democracy. Instead these authors showed convincingly that while levels of “satisfaction with the 
way Spanish democracy works” had fluctuated widely over time, in line with evaluations of 
the political and economic situation, a large and stable majority of citizens still agreed with the 
notion that “democracy is the best system for a country like ours” (Montero, Gunther, and 
Torcal 1997). In addition, factor analysis of individual survey responses revealed that while the 
items measuring opinions of democratic performance loaded strongly on a “political discontent” 
factor, a preference for “democracy” as the best system available, as well as other more abstract 
measures of regime level support, constituted an independent factor.2 Analysis by Klingemann 
(1999), using World Values Survey (WVS) data from 38 countries, confirmed this split in citizens’ 
political outlook, concluding that citizens do appear to separate support for “democracy” as a 
regime and their satisfaction with how the regime is currently performing or the level of confi-
dence they place in the regime’s institutions (1999: 37).3

 Closer analysis of the underlying correlates and drivers of “political discontent” as compared 
with more overt preference for democracy as a regime have helped to tease out these differences 
in attitudinal orientations. For example, “satisfaction with the way democracy works” appears 
in many comparative studies to be driven by economic outcomes, objective or perceived (Quar-
anta and Martini 2016). These motives are further enhanced under conditions of low economic 
development (Rohrschneider and Loveless 2010) and where lines of governing responsibility 
are clear (Criado and Herreros 2007). In addition, partisanship is important, with positive ori-
entations increasing when one’s party is in power, and particularly so in majoritarian political 
systems (Anderson and Guillory 1997). More generally, the quality of governance in the country 
also plays a role (Wagner, Schneider, and Halla 2009; Linde 2012) with perceptions of low pro-
cedural fairness in particular found to be significant in determining levels of dissatisfaction 
(Magalhães 2016).
 By contrast, accounting for variance on the extent to which individuals in different contexts 
are likely to see democracy as intrinsically preferable to other regime types has proven more dif-
ficult. Much less variance is typically explained by similar explanatory models and some contra-
dictory results have emerged. At the individual level, education, income, postmaterial values, and 
social trust are generally found to be the strongest predictors of positive attitudes toward demo-
cratic government. At the macro level, economic development and a longer history of liberal 
democracy appear to be among the most consistent correlates (see Dalton 2004; Zmerli and 
Newton 2008; Huang, Chang, and Chu 2008; Staton and Reenock 2008; Norris 2011). These 
findings are returned to below when we turn to unpack thorny questions of causality and endo-
geneity in the formation of regime preferences. The main point emerging from this discussion, 
however, is that negative orientations toward democracy are not necessarily linked to feelings of 
discontent with regime performance or with the political authorities. Furthermore, it is possible 
to distinguish empirically, and not just conceptually or theoretically, between citizens’ percep-
tions of democratic legitimacy and their feelings of political discontent.



Regime support

419

Deepening our understanding of “regime support”

The findings from this growing body of empirical literature helped move scholarly opinion 
toward a more positive view of support for democracy globally. “By the mid- 1990s democracy 
has come to be widely regarded as the ideal form of government in the countries where we have 
evidence in Western and Eastern Europe, North and South America, and Asia” (Norris 1999: 
17; see also Chapter 18 by Norris in this volume). Such optimism was not universally shared, 
however. In particular, Mishler and Rose (2001) argued against what they saw as the “idealist 
approach” that characterized these studies, whereby it was assumed that citizens knew what 
democracy meant and how it ought to work. This, they argued was a problematic assumption, 
especially in those countries where experience with actual democratic governance was absent or 
limited (Mishler and Rose 2001). Norris herself shared some of these concerns, noting that 
“abstract approval of the broad ideals and principles of democracy may be rooted in shallow 
support for particular aspects, like tolerance of dissenting views or minority rights.” Such dis-
tinctions meant that it was important “to go much further to deepen our analysis of what people 
understand by the principles and values of democracy” (Norris 1999: 17). The research that 
ensued in response to this challenge can be seen as having taken three main directions.

Refining measures of democratic support

The first line of enquiry focused primarily on methodological issues and sought to refine exist-
ing measures and indicators of democratic support. Looking at EVS and WVS data from the late 
1990s that extended to around 80 percent of the world’s population, Inglehart (2003: 52) noted 
that, “in the median country, fully 92 percent of those interviewed gave a positive account of 
democracy.” And yet, “when one probes deeper, one finds disturbing evidence that mass 
support is not nearly as solid” (2003: 52). For example, majorities in several of these same coun-
tries endorsed the notion that “a strong leader […] does not have to bother with elections or 
parliament.” To address the apparent contradiction, Inglehart proposed a more balanced multi-
 item index to measure regime support – the “Democracy/Autocracy” index. This essentially 
involved subtracting the level of support for non- democratic forms of governance from the 
levels of support for democracy.
 Use of the new adjusted measure of support, with some variation, has been adopted in sub-
sequent studies. The change has led to distinctly more negative conclusions being drawn, particu-
larly among the more recently democratized states. In a study of those countries included in the 
Afrobarometer, “recalculating the proportions that both say democracy is preferable and reject all 
three authoritarian alternatives reveals that only a minority (48 percent) can be labeled as ‘com-
mitted democrats.’ ” Such a finding “warrants a sober assessment of the depth of democratic 
legitimacy in Africa” (Mattes and Bratton 2007: 194). Analysis of Asia Barometer data by Chu et 
al. (2008) has concluded that “most East Asian democracies do not enjoy deep legitimation” (28), 
and studies of the Latino Barometer data have found that “opponents of authoritarian rule […] 
constitute a small minority of less than one- quarter” (Shin 2007: 274). Among the newer demo-
cracies of Europe, a similar story emerges, with “relative support for democracy” being found to 
be “ten times higher in Germany than in Bulgaria and more than four times higher in non- 
English-speaking protestant Western Europe than in post- communist Eastern Europe” (Dalton 
and Shin 2014: 108). Overall, therefore, it seems that “in the eyes of global citizenries, democracy 
is yet to become the final achievement of history” (Dalton and Shin 2014: 108).
 While use of these more refined measures helped to update and modify contemporary under-
standing of the extent of support that democratic systems enjoyed worldwide, it did not lead to 
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any re- specification of its correlates. If anything, the new measures helped to reinforce the 
relevance of existing explanatory variables, with solid democratic support appearing to be most 
strongly prevalent among richer and older democracies (Dalton and Shin 2014: 98). At the indi-
vidual level, the known effects of education and income are also reemphasized (de Jonge 2016). 
On the other hand, as Inglehart and Welzel (2005) show, the “democratic- autocracy” index was 
a much stronger predictor of whether a country was likely to be democratic than simpler meas-
ures of support for democracy. Therefore, our understanding of regime support seems to have 
improved with these refined measures. First, they seem to have helped correcting for the large 
overstatement of support for democracy that resulted from employing more simplistic measures. 
Second, their correlates emerged much more clearly than before (de Jonge 2016).
 There remain, however, a number of causes for concern. These are primarily methodo-
logical and center on the robustness and validity of the “democracy- autocracy index” for cross-
 national research. In particular, items measuring support for democracy were found to lack 
equivalence across countries and recommendations against their inclusion in the index issued 
(Ariely and Davidov 2011). In addition, the “rejection of autocracy” items failed to load on the 
main construct in around one out of four countries examined. Finally, even for those cases 
where the items did load, partial scalar invariance cannot be established, making the widespread 
practice of comparing mean values across countries unadvisable (Ariely and Davidov 
2011: 279).

Focusing on regime principles

Given the problems associated with soliciting overt preferences for “democracy” as a measure 
of support, several alternative methods have been proposed. One widely adopted approach has 
been to avoid the inclusion of any survey questions that refer directly to the regime “type” alto-
gether. Instead, items tapping support for regime principles are used. Here, the focus turns prim-
arily to the endorsement of democratic norms and practices by citizens, rather than to overt 
preferences for abstract regime types.
 Schedler and Sarsfield (2007), for example, used cluster analysis to segment the Mexican 
electorate into groups based on their orientation to liberal values such as freedom of organiza-
tion and expression and political equality. Their findings revealed that only one of the groups 
(corresponding to about 14 percent of the sample) displayed consistent support for liberal values. 
All other respondents were classified as “non- democrats” or to have inconsistent attitudes 
whereby they supported democracy in the abstract but exhibited low tolerance for dissenting 
views and discriminatory attitudes to minorities. Carlin and Singer (2011) extended this analysis 
by examining support for “polyarchy” across 12 Latin American democracies. Polyarchy was 
defined using a multi- item indicator that tapped opposition to censorship, support for the parti-
cipation of those who oppose the regime, support for limits to executive authority, and rejec-
tion of the admissibility of suspending the legislature and the Supreme Court. The findings 
supported those of Schedler and Sarsfield in that only 18 percent of citizens were identified as 
consistent supporters of “polyarchy,” while most presented “a mixed profile” (2011: 1510).
 Comparative work by Booth and Seligson (2009) measuring support for principles of demo-
cratic participation also found surprisingly modest levels of endorsement, with countries scoring 
an average of 68 on a scale of 0 to 100. In line with the findings of other studies, it was those 
nations with a longer democratic history that proved most supportive. Furthermore, at the indi-
vidual level, education, political knowledge, media exposure, and social trust were all associated 
with a greater commitment to democracy participatory principles (Booth and Seligson 2009: 
121–124).



Regime support

421

 The move to focus on regime principles, therefore, ultimately helped to underscore the 
growing impression that global preferences for “democracy” were not as deeply rooted as schol-
ars had previously thought to be the case. Instead such preferences were seen as essentially 
coexisting alongside a range of less liberal views which questioned the importance of dissent and 
the exercise of political freedoms, particularly among ethnic minorities, as well as the value of 
political participation itself.

The meanings of democracy

A third approach to improving our understanding of the nature of regime support has been to 
explore where the disjuncture between overt preferences and deeper attitudes stems from. This 
has shifted the focus of enquiry onto more psychological and interpretive factors in a bid to 
understand the meaning assigned by people to the very concept of “democracy.” The results 
obtained in these studies, as one might expect, depend to a significant degree on how the ques-
tions are asked. When an open- ended format is used, we see a predominantly liberal under-
standing emerging (Fuchs and Roller 2006; Camp 2001). As one set of authors neatly summarized 
it, “When people say that democracy is the best form of government, they are thinking in terms 
of the freedom and liberty it provides” (Dalton, Shin, and Jou 2007: 10).
 However, a significant minority of citizens also associate a more specific set of socioeconomic 
outcomes with democracy, such as “jobs for all,” universal access to education, income equality, 
or the elimination of poverty. Moreover, the weight given to these “goods” varies by country 
(Bratton, Mattes, and Gyimah- Boadi 2005; Dalton, Shin, and Jou 2007; de Regt 2013). While this 
multitude of meanings can emerge in response to open- ended questions, (Canache 2012), such 
variations are more evident when we move to closed- ended items. The WVS, for example, has 
measured popular understandings of “democracy” across a range of dimensions since 2005. This 
has included support for the “procedural” elements of democracy – that is, legal protections of civil 
rights, gender equality, and the operation of free elections. It has also covered the pursuit of more 
substantive goals or outcomes, such as income redistribution, prosperity, and law and order.
 While the procedural understanding has proven to be “the most widespread and popular 
interpretation across all types of societies,” the more substantive and instrumental interpretations 
are in fact only slightly less common among Western European publics, according to Norris 
(2011). More recent evidence from a study using data from the European Social Survey (ESS) 
lends further support to the idea that citizens harbor an expansive and multifaceted definition of 
democracy. In addition to an adherence to classic liberal democratic principles, many Europeans 
also see ideals of direct democracy and social justice as key components of any well- functioning 
democracy. As the authors conclude, “The European’s vision of democracy is […] not limited 
to the liberal democratic model. […] Their views of democracy often include substantive ele-
ments, above all the idea that the government should protect its citizens against poverty” (Kriesi 
and Morlino 2016: 309).
 As well as identifying the differing understandings of democracy, scholars have also been 
interested in what drives them. Explanations centering on advances in human development 
appear to be of particular relevance in this regard. Welzel (2011), for example, has shown that 
economic and cognitive resources are significantly and positively correlated with stronger 
endorsements of autonomy, freedom of choice, and emancipation, which in turn align most 
closely to a procedural understanding of democracy.4 However, the notion of a “developmental 
universalism” (Welzel 2011: 1), whereby an emancipatory logic emerges across cultures as 
human capital expands, has been challenged by other scholars who argue that the effects of the 
political and institutional context needs to be considered. Work by Ceka and Magalhães (2016), 
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for instance, has found that systems with a longer experience of democracy and also of direct 
democracy mechanisms do see a positive association between individuals’ socioeconomic status 
and endorsement for both liberal and direct democracy views. However, in countries with the 
opposite features, the opposite occurs. Those of higher socioeconomic status are more likely to 
espouse views about democracy that conform to the status quo – that is, the existing institutions 
of a country (Ceka and Magalhães 2016: 110). A similar emphasis on the importance of political 
context in determining individuals’ outlook on democracy is also present in Franklin and Riera’s 
(2016) analysis of European societies. Here they show how historically defined cohorts of indi-
viduals – socialized during or after the prevalence of “cleavage politics” in each country – tend 
to adhere to different views about what democratic representation should mean.

Challenges

Overall, therefore, some agreement does appear to have been reached within the literature over 
the nature of regime support in general, and the state of support for democratic regime types 
more specifically. First, it would seem that Easton was correct about the need to distinguish 
between attitudes toward specific actors within a polity and attachment to more abstract rules of 
governance. It seems that citizens are indeed able to express support or discontent for political 
authorities while also holding “respect for the offices themselves, for the way in which they are 
ordered, and for the community of which they are a part” (Easton 1975: 437). Second, it is also 
clear that we should not assume that those who express an overt preference for democracy as a 
regime type automatically hold negative views of other regime types. Support for democracy 
does not preclude support for rival systems that are distinctly non- democratic. Nor is it the case 
that those expressing support for democracy in the abstract are necessarily strong proponents of 
basic liberal democratic principles, or even understand “democracy” as a concept at all, let alone 
according to the classic liberal procedural definition.
 However, despite having reached something of a substantive consensus on key aspects of 
regime support, a number of challenges and concerns do still remain for the literature to address. 
Below we focus on two of these in more detail. The first centers on measurement issues and the 
second on problems of causal modeling, and particularly how to distinguish between the causes 
and consequences of regime support.

Measurement

The ability of researchers to introduce new levels and sub- domains to the concept of “regime 
support” has not been matched by their ability to devise reliable and valid measurements for all 
of them. For example, the sub- division of Easton’s “regime support” into support for regime 
principles, performance, and institutions (Norris 1999: 11), or the notion that each of those 
levels should be seen as having “diffuse” and “specific,” or “affective” and “evaluative” com-
ponents (Torcal and Moncagatta 2011: 2565; Dalton 2004: 23), while acceptable readings of 
past theoretical work, have been difficult to validate empirically. Even the validity of one of the 
most widely used survey items to measure support for democracy – whether an individual is 
“satisfied with how democracy works” – is contested (Canache, Mondak, and Seligson 2001; 
Linde and Eckman 2003; but see Quaranta 2017 for a recent validation).5

 This lack of consensus over issues of measurement has resulted in varying and even contra-
dictory conclusions being reached regarding trends in the nature and level of regime support 
over time. One of the core areas of debate has centered on the growth of a group of critical 
but engaged citizens, identified initially by Klingemann as “dissatisfied democrats.” Even in 
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introducing the concept, however, Klingemann was quick to acknowledge the problems it 
raised for measurement and operationalization, noting that “change over time … is difficult to 
assess” (1999: 49). Thus, for some scholars, the evidence clearly indicates that “citizens have 
grown more distant from political parties, more critical of political elites and political institu-
tions, and less positive about government” (Dalton 2004: 45–46). For others, the picture is 
much more blurred in that “overall fluctuations over time usually prove far more common than 
straightforward linear or uniform downward trends” (Norris 2011: 82).
 While measurement issues may not be the only cause of these contrasting diagnoses of current 
democratic conditions, certainly a stronger consensus and consistency in the core variables used 
would contribute greatly to moving the literature forward. In particular, some agreement on the 
use of multi- item indicators, as well on avoiding those items known to be problematic, would 
constitute important first steps in this direction (Booth and Seligson 2009). Some recent diag-
nostics of new “trends” in democratic support still seem to stem from excessive reliance in 
single- item indicators and “overt” preferences (see Foa and Munck 2016). More investigation 
of the cross- national equivalence of regime support measures should also be undertaken, rather 
than simply assumed (Ariely and Davidov 2011; Davidov et al. 2014). Finally, most measures of 
“regime support” in comparative survey research have centered on popular feelings about 
democracy. Gauging the support for autocratic regimes has been largely dismissed given their 
reliance on coercion, co- optation, and performance (economic or otherwise) for their survival 
(Haggard and Kaufman 1995; Geddes 1999). Where such perceptions are measured they are 
usually regarded simply as an additional indicator of democratic support, or more accurately, 
lack thereof. However, it is entirely possible that support for these regimes represents a deeper 
and more positive endorsement of them on ideological, religious, nationalistic, or traditional or 
charismatic grounds (Gerschewski 2013: 20). It is thus a future challenge for the literature to 
develop new measures that better capture support for non- democratic regimes.6 In setting such 
a goal, it is of course important that we keep in mind the challenges that any cross- national 
fieldwork presents to consistency and reliability of data collection, particularly so when that 
includes non- democracies (Romero 2004).

Causes and consequences

Investigation of the factors associated with support for democracy at the macro level has thus far 
identified two main correlates – the length of time a country has lived under democratic rule 
and its level of economic prosperity. These relationships are mirrored to a degree at the micro 
level, in that citizens with greater material and cognitive resources exhibit a stronger commit-
ment to democratic rules and principles. The extent to which causation can be inferred from 
these associations, however, and the precise mechanism through which it occurs, is a topic of 
ongoing debate.
 In essence, the argument centers around the age- old “chicken and egg” dilemma that has 
dominated the study of the structure and performance of democratic institutions writ large. Are 
institutions simply reflective of the political culture within which they exist or do they have an 
independent capacity to inflict change on that society? The debate gained fresh impetus from 
the late 1980s onward through works that sought to resolve the dilemma through comparative 
empirical analysis. In the context of regime support studies, the debate essentially coalesced into 
opposition between those who saw “emancipative values” and human development as the key 
drivers behind citizen preferences for democracy (Inglehart 1988) and those who prioritized 
“institutional learning” and the importance of regime performance as the main generator of 
such support (Muller and Seligson 1994).
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 Despite the strenuous claims put forward on both sides, the empirical evidence has remained 
somewhat inconclusive. While the human development thesis does appear to be consistently 
supported by cross- sectional analyses, the application of more complex longitudinal models and 
data has indicated a negligible impact of values over time, or at best suggested a pattern of 
reverse causation (Hadenius and Teorell 2005; Dahlum and Knutsen 2017; for responses, see 
Welzel and Inglehart 2006; Welzel, Inglehart, and Kruse 2017). Furthermore, new questions 
have arisen about the long- standing Eastonian belief in the orthogonality of political discontent 
and perceived regime legitimacy. According to this widely accepted logic, citizen dissatisfaction 
with the outer workings of government does not necessarily indicate something is rotten at the 
heart of the regime and that it is in danger of imminent collapse. What happens, however, when 
this discontent persists over time? When does persistent dissatisfaction with a government’s eco-
nomic and/or political performance become corrosive of regime legitimacy? Easton himself 
noted the potential for “… spill- over effects from evaluations of a series of outputs and of per-
formance over a long- period of time” (Easton 1975: 446). Given the growing evidence showing 
that regime support can be affected by performance- related factors such as government effec-
tiveness (Magalhães 2014), economic evaluations (Singh and Carlin 2014), or incumbent 
approval (de Jonge 2016), it would seem that the causal pendulum may now be swinging in 
support of the institutional learning perspective.
 We should perhaps not be entirely surprised that so many questions still remain unanswered 
within this literature. Comparative survey research is a relatively new and resource- intensive 
endeavor. Repeated measures of political attitudes have become more common in cross- national 
surveys but still trail some way behind traditional socioeconomic and behavioral indicators in 
the prominence and priority ascribed to them. Furthermore, even if more survey measures are 
adopted, one of course still faces the intrinsic limitations of this type of observational data, par-
ticularly for drawing causal inferences. The experimental or quasi- experimental approaches that 
are now emerging in the field thus present a particularly exciting new mode of enquiry to deal 
precisely with this problem (Bloom and Arikan 2013; Alkon and Wang 2016). More generally, 
however, a resolution of these controversies cannot lie solely with empirical or methodological 
developments, it must involve theoretical advances. In a nutshell, rather than seeing the main 
challenge for future research as the ability to nail down or prove which is the core driver of 
citizen perceptions – values, learning, or performance – researchers should instead view the 
process in a much more joined- up manner, with the primary aim being to map and model the 
interactive and mutually reinforcing dynamics between these forces in the creation of citizens’ 
political attitudes (Besley and Persson 2016).

Notes

1 For analyses of these developments and available resources, see, for example, Heath, Fisher, and Smith 
(2005), Kittilson (2007), and Norris (2009).

2 For an earlier work confirming the multidimensional nature of support (for community, regime, and 
authorities), see Kornberg and Clarke (1992).

3 See also Gunther, Montero, and Torcal (2007), using Comparative National Elections Project (CNEP) 
data, and Belluci and Memoli (2012), using European Values Study (EVS) data.

4 See also Welzel (2013) and Norris (2011). Ariely (2015), however, notes that the factor solution sepa-
rating procedural, instrumental, illiberal, and social views, which emerged with the pooled dataset, 
does not emerge in many countries. Only in the procedural dimension emerges a “common concep-
tion of the procedures of democracy that enables cross- national comparison” (Ariely 2015: 622).

5 Although it is suggestive to see that many of the correlates of satisfaction of democracy that emerge in 
the literature – economy, ideology, partisanship, corruption – are exactly the same as those of trust in 
institutions, and in fact, of government approval and even voting for the incumbent.
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6 Several works on “Asian values” have come closest to addressing this problem. See, for example, Park 
and Shin (2006).
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Generational replacement
engine of electoral change

Wouter van der Brug and Mark N. Franklin

Introduction

Generational replacement is one of the most important drivers of social and political change. 
This is because values and voting habits are acquired early in life and then remain relatively 
stable over time. The older people become, the more they tend to get “set in their ways” (Fran-
klin 2004) and the less likely they are to change their habits, basic values and attitudes. Political 
events thus exert the strongest impact on the youngest voters who are not yet “set in their 
ways.” To the extent that political attitudes and behavioral habits are acquired early in life 
during the most “formative years,”1 and remain stable afterwards, generational replacement is 
the main driver of change. It works a bit like a diesel engine. It has a slow start, but continues 
to run for a long time.
 To be clear, the habits we are talking about are not immutable. Having a “habit of voting” 
does not mean that one will turn out to vote at every election, and being a “habitual party sup-
porter” does not mean that one will invariably support that party. Rather these habits provide a 
“home base” to which people generally return after any defection from behavior that conforms 
to the habit concerned.
 In order to study the impact of generational replacement, one has to disentangle three types 
of effects, which all contribute to change over time: (1) life- cycle effects, which are changes that 
take place as a result of growing older, (2) cohort effects, which are stable differences between 
generations, and (3) period effects, which are social developments and events that potentially 
exert an effect on all generations and age groups (though perhaps not equally). While social sci-
entists have long been aware of the importance of generational replacement as a driver of social 
change, most political scientists tend to ignore it because for several reasons it is notoriously dif-
ficult to study. The first is the fact that life- cycle effects, period effects and birth cohort effects are 
so highly interconnected that they are (statistically) difficult to disentangle. The year in which one 
was born follows logically from the combination of the year in which a survey was conducted 
and the age of the respondent.2 So the only way to statistically disentangle the three effects is to 
estimate them while making one or more restrictions to the model – for instance, by assuming a 
linear effect of age and/or by clustering groups of respondents into larger “birth cohorts.”
 The second (albeit related) problem is a data issue. Ideally one would want panel data span-
ning several decades to study the stability and change of behaviors and attitudes at the individual 
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level. A few such long- running panels exist (e.g., the British and German Household Surveys) 
but these contain few questions of interest to political scientists. Moreover, these long- running 
panels pose additional challenges, such as panel attrition. Finally, in such a dataset both the 
youngest and the oldest voters, those of greatest interest in any study of generational replace-
ment, are not present in all waves.3

 Because of these problems, scholars usually resort to studies at a more aggregated level, com-
monly known as cohort- level analyses, which compare aggregate statistics, such as the proportion 
of respondents with certain characteristics, across different birth cohorts at different moments in 
time. If the samples are randomly selected and sufficiently large, the assumption is that the sub- 
sample of each birth cohort is a representative sample of that generation. So, if a specific birth 
cohort were to systematically differ from other birth cohorts, controlling for year and age, this 
would be indicative of a generation effect. These designs require long time series but not panel 
data, and are thus the most common way to study life- cycle and generation effects. Generations are 
either defined by historical events that delimit or characterize their formative years (e.g., “the baby 
boom generation”) or by systematically defined birth cohorts (e.g., born in the 1930s, 1940s, etc.). 
We focus on the second but mention the first in contexts where other scholars have done so.
 The purpose of this contribution is to provide an overview of research on electoral change, 
with a specific focus on generational replacement. Because of a dearth of studies that take a gen-
erational approach to explaining partisanship decline, we include some original research on this 
topic. We begin with an inventory of the broader field of socialization research, how generations 
are distinguished and which are the “formative years” before turning to the main dependent vari-
ables in electoral research, turnout on the one hand and party support on the other.

Political socialization/learning

One of the most influential studies in electoral research, The American Voter (Campbell et al. 
1960), introduced the concept of “Party Identification” (see Chapters 2 and 12 in this volume). 
The authors of The American Voter assumed that many voters would learn from their parents the 
values and partisan orientations that would characterize their adult lives – especially the link 
between social identity and partisanship. Jennings and Niemi (1968) presented convincing evid-
ence in support of this notion, by means of surveys among young people and their parents (see 
also Jennings and Markus 1984; Jennings 2007). To the extent that people derive their political 
orientations through parental socialization, they would enter adulthood with established partisan 
loyalties. In such a world we would not expect there to be much political change. Each genera-
tion would have the same basic attitudes as the generations before them. So differences between 
generations would be small and election outcomes would be stable. This was indeed largely the 
case in the post- World War II period until the 1960s in most countries, with limited electoral 
volatility and remarkable stability of party systems, to the extent that these were characterized as 
“frozen” (Lipset and Rokkan 1967).
 Yet, the political protests in the 1960s suggested that a large divide had emerged between the 
values and political orientations of the generation of post- war baby- boomers and their parents, 
which inspired new academic interest in the formation of political orientations and in the role 
of political events therein (for an overview, see Jennings 2007).
 An important contribution came from Inglehart (1984), who argued that a widespread value 
shift was taking place, largely due to generational replacement, with members of the post- war 
generation prioritizing new concerns, which he called post- materialist values (see Knutsen in 
this volume). Yet, these shifts do not take place overnight, so he argues. Older generations who 
grew up in times of economic scarcity and who experienced World War II were more likely to 
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give priority to material values, even after decades of peace and economic growth. A complete 
transformation of values would have to wait on the complete replacement of contemporary 
electorates with voters holding post- material values. Though challenging the parental socializa-
tion thesis, these findings strongly support the “formative years” hypothesis, which holds that 
pre- or early adult experiences carry more weight in people’s values than events that occur later 
in life. It is not entirely clear though which exactly are the “formative years.” Most political 
scientists tend to see the years of adolescence and early adulthood as the period in life that is most 
“formative.” Yet, habits of partisanship (for those who did not “inherit” these) evidently can 
develop later – perhaps considerably later.4

 While scholars do not deny that parents still play an important role in the socialization of 
young children and adolescents, Inglehart made it clear that the post- war generations did not 
simply “inherit” parental values and loyalties. Instead the dominant pattern found in contemporary 
research is that such values and loyalties are to a large extent acquired during young adulthood, 
when attitudes and behaviors are influenced by many from outside the home, such as friends, 
teachers and the media. Rather than being socialized into certain beliefs before entering the elect-
orate, many citizens now learn their political orientations after having entered the electorate; and 
behavioral habits (in terms of turnout and party choice) arise from repeated behavioral affirma-
tions (see Dinas 2014 and this volume; Bølstad, Dinas and Riera 2013).5 So there seems to have 
been a reduction in the importance of parental socialization occurring with generations entering 
the electorates of their countries after the mid- 1960s, with implications for learning processes.
 The era of frozen party systems – when most voters supported the party (or parties) of their 
family’s most salient social identity (generally religion, class or race/ethnicity) – did indeed come 
to an end in the period concerned, with the United States at the forefront in the 1950s and Italy 
bringing up the rear in the 1990s (Alford 1963; Franklin, Mackie and Valen 2009).6 Given a 
lower rate of inherited partisanship, most young voters now spend their first adult decades 
acquiring one, as we will demonstrate below. So while older voters today are mostly tied to a 
particular party as “home base,” in much the same ways as in earlier generations, younger voters 
are much freer to acquire a new partisanship (Gomez 2013), often overriding whatever sociali-
zation they may have received from their parents.
 We now shift attention to the role of generational change in election outcomes, and focus 
on the two main dependent variables: turnout and party support.

Turnout and generations

The “engine of generational replacement” is particularly clear in the evolution of long- term 
change in electoral turnout, which has declined almost everywhere among advanced industrial 
democracies in recent years. To some extent, this decline is closely linked to the unfreezing of 
party systems mentioned above. People who are strong supporters of a party tend to vote for 
that party (Heath 2007), so the decline of partisanship especially among younger voters that 
occurred in the last quarter of the twentieth century was necessarily associated with a decline in 
the turnout of those young voters, yielding an overall decline in turnout that was quite marked 
in some countries, depending on the extent to which party systems moved into a state of flux. 
The importance of generational change is, however, more easily seen when it comes to institu-
tional changes, such as the abolition of compulsory voting, the lowering of the voting age or the 
enfranchisement of women.
 Figure 34.1 is adapted from Franklin (2004, Figure 3.4). The solid line shows precisely the 
long- term expectation for turnout evolution following a reform such as the abolition of com-
pulsory voting. For such a reform, we expect an initial drop as all those whose habit of voting 
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is not yet established adjust their turnout to the new situation. This fall is then amplified over 
time as new cohorts of voters enter the electorate with a level of turnout suited to the new situ-
ation. On this graph, two dashed lines show turnout among established voters, unaffected by the 
change in election law, and among new voters once they become habituated to voting at the 
new level. The slope that we see occurs because the voters with one level of turnout are being 
replaced by voters with the other level of turnout. The figure is drawn on the overly simplistic 
assumption that, beyond the reform election itself (which sees some recently adult voters shift-
ing to the new level), there are no other factors affecting aggregate level turnout. Franklin 
(2004) demonstrates that the expectation illustrated in Figure 34.1 is largely fulfilled over the 
countries he was studying.
 As a real- world illustration, Figure 34.2 shows the match found in practice between the 
expected evolution of turnout depicted in Figure 34.1 and the actual evolution of turnout when 
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we average the turnout seen in the only two countries among (then) established democracies 
that did abolish compulsory voting during the last half of the twentieth century. As can be seen, 
there is a good match between the actual turnout, averaged across successive elections before 
and after a reform occurring at very different times in each country, with turnout expected on 
the basis of generational replacement (for independent confirmation of the generational basis of 
Italian turnout decline, see Scervini and Segatti 2012). Prototypical expectations, also fulfilled, 
for other sorts of electoral reform are shown in Franklin (2004, Figures 3.2 and 3.3) – expecta-
tions applying to previously disenfranchised groups, such as 18–21 year olds along with women 
and immigrants.

Party support and generational change

Partisanship

The unfreezing of party systems referred to above has resulted in lower overall levels of partisan-
ship (because so many younger voters have not yet acquired one) and higher levels of volatility 
as younger voters give support to new party offerings, perhaps voting for different parties in 
successive elections. Nevertheless, this malleability is curtailed as many voters eventually settle 
down to stable support for a single party, though not necessarily the same party as supported by 
their parents. Given the link between successive reaffirmations of vote choice and habitual 
behavior documented in Dinas (in this volume), there should be a relationship between parti-
sanship and age: older voters should be more likely to be partisans, although such age differences 
may not always have been present.
 Figure 34.3 shows clearly for a representative group of West European countries that it is 
quite unlikely for “new voters” in their early 20s and born after the 1950s to report feeling close 
to a party. Yet, as they grow older, this likelihood increases and there is much less difference 
between cohorts in the proportion of partisans among those 40 years old and more. The cohort 
born in the 1950s is the only exception. Apparently this cohort was born into circumstances that 
came close to matching those of earlier cohorts but then experienced a major period effect while 
not yet habituated to their initial circumstances, causing them to be transformed from behaving 
like older cohorts to behaving like younger cohorts, and apparently exemplifying for partisan-
ship the “step” shown for turnout at the reform election in Figure 34.1. Seemingly, before that 
step was taken, partisanship was largely the result of parental transmission; after that step it had 
to be learned (we will address the nature of the step later in this section).7

 Figure 34.4 shows essentially the same pattern for the United States (the wider confidence 
intervals are due to the smaller N), though with the period effect associated with the step we 
just referred to evidently occurring 20 years earlier (see also Alford 1963; Franklin, Mackie and 
Valen 2009). As in Europe, the patterns in the US suggest that at one time partisanship was 
passed from parent to child but that, starting in the 1960s, new cohorts began to enter the elect-
orate with much lower partisanship, as reported by Nie, Verba and Petrocik (1979). Although 
Nie’s study came too early to detect the fact that partisanship then increases with age among the 
younger US cohorts just as it does in Europe. So both in Europe and in the US there are more 
weak partisans today than used to be the case because young adults have lower partisanship than 
used to be the case. We observe the highest degrees of partisanship among the oldest cohorts, 
both in the US and in Europe (top three lines of both graphs). Cohorts already in the electorate 
but not well- established (born during the 1950s in Europe; during the 1930s in the United 
States) lose a degree of partisanship before recovering.8 Later cohorts enter their electorates with 
ever- lower partisanship scores but nevertheless eventually acquire a degree of partisanship similar 
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to their elders. These are big cohort differences. The idea that change in partisanship has a major 
generational component was strongly present in Nie, Verba and Petrocik (1979), but more 
recent literature on partisanship decline, tends to overlook these generational differences.
 As well as showing very distinct differences between the US and Europe in terms of the 
timing of partisanship decline our graphs also show differences in the overall strength of parti-
sanship. In the US, the proportion of strong partisans is never less than about 50 percent and 
appears to rise to some 70 percent among older cohorts. In Europe, the percentage of those 
feeling close to a party can be little more than 10 percent among the youngest cohorts, rising to 
only about 40 percent among older cohorts. To some extent, this difference reflects differences 
in question wording and calibration, but it has also been well- established that party identifica-
tion as a concept does not travel well from the United States to Europe (Holmberg 2007). In 
the Netherlands, and also in other multi- party systems, party identification seems rather to be a 
consequence of party support than a cause (see, for example, Thomassen 1976). Nevertheless, 
in both the US and in Europe the extent of partisanship remains an excellent indicator of the 
likelihood that people will (not) switch between parties, as well as of the likelihood that they 
will vote.
 One cannot peruse Figures 34.3 and 34.4 without asking what it was that produced the sea 
change in the partisanship of post- World War II cohorts when young. Inglehart’s theory (see 
above) does not answer this question because it does not address the mechanical impediment of 
previously inherited partisanship. The decline of cleavage politics (Franklin 2009) was about 
breaking a link between party choice and “inherited” social characteristics (mainly class and 
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religion) that new voters shared with their parents.9 The broken link showed itself partly in 
younger voters supporting a party other than the one associated with their social group and 
partly in their support for new parties not clearly associated with any social groups. Evidently 
this presumably tentative association between young voters and parties comes with the possib-
ility that these young voters will not only support a party different from the one their parents 
supported but will also switch between parties, “trying out” one party after another until they 
settle on a party that they continue to support. Gomez (2013) documents the far higher volatil-
ity among younger than among older voters, which is evidently a concomitant of lack of parti-
sanship. With the lower power of social cleavages to determine party choice the link to parental 
partisanship is also broken,10 though over time any new basis for party choice may acquire inter-
 generational continuity and hence lower levels of volatility.
 It should be possible to determine whether this volatility is cause or consequence of low 
partisanship (and whether the direction of causality is the same in Europe as in the US) but this 
topic is far beyond the remit of a handbook chapter (see Bowler, this volume, for more). We 
note, however, that if volatility is indeed the cause then, in the absence of renewed major vola-
tility, overall partisanship should recover over time (as it has in recent years in the US). Of 
course major volatility can always return, as it has in the 2010s in many European countries, and 
the volatility approach to understanding the evolving cohort differences in levels of partisanship 
would lead us to expect a renewed drop in partisanship as a consequence.
 Confirmation that partisanship is enhanced by behavioral consistency in party choice (Dinas, 
in this volume) explains the clear existence of a life- cycle effect among those reaching voting 
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age in the contemporary period. The formation of party attachments has thus come to be a self-
 reinforcing mechanism, just like the mechanism we observed for turnout. At all events, it is clear 
that the oldest generations are least likely to change their longstanding party preferences and that 
any patterns of long- term change in party support are most likely to be observed among the 
youngest cohorts. This observation has strong implications for realignment processes.

Realignments of party systems

The word “realignment” describes large and longstanding changes in the character of a party 
system, often a change in the identity of the party holding a dominant position and usually of 
the policies implemented by the resulting government. How realignments come about has been 
a major concern in political science research for many years, but the sea change we described 
earlier introduced a discontinuity in the nature of such realignments. In the days of frozen party 
systems, realignments were cataclysmic events, but this is evidently not so true of the modern 
era. Today, realignments are more generally incremental than cataclysmic.
 Given that people as they age get set in their ways, so that they develop certain behavioral 
regularities in terms of turnout and party support, we would assume that the set of considera-
tions underlying party choice would also become stable over time. So someone who, based on 
religious values and beliefs, acquired a preference for a Christian Democratic Party during her 
most formative years will be unlikely to change this way of looking at the party system when 
she is 80 years old. Yet, a new voter, who is still learning her way around the party system and 
the main differences among the parties, is more likely to base her choice on issues that are cur-
rently most salient (see Knutsen in this volume). So realignments should have a strong genera-
tional component. Our literature search found this to be a very under- studied topic.
 The massive European literature on realignment has focused traditionally on the decline of 
religious and class voting; a process that is visible across Western Europe in the last quarter of 
the twentieth century, but which began at different times in different countries (see, for example, 
Franklin 2009) and the few studies that looked at cohort differences in the factors determining 
the vote have confirmed that “cleavage voting,” in terms of social class or religion, is most 
prominent among the oldest cohorts, which entered their electorates before the 1970s (see, for 
example, Franklin 2009; van der Brug 2010). But these studies do not include the most recent 
cohorts.
 Evidently, in the contemporary era following the decline of cleavage politics, the engine of 
generational replacement can readily account for long- term change in party systems. The 
unfreezing of party systems opened up opportunities for new parties to compete for political 
support – especially green parties and far- right parties (Franklin and Rüdig 1995; van der Brug 
and van Spanje 2009). To the extent that young voters adopted habits of voting for such new 
parties, those parties will have tended to gain support over time as young voters aged and 
became “set” in their support for the parties concerned. To the extent that previously dominant 
parties failed to replace their supporters because of this movement toward new parties, estab-
lished parties will in the same way have lost support. Such changes, once they engage the motor 
of generational replacement, become both progressive and enduring.
 In the United States, Carmines and Stimson (1981, 1986, 1989) showed that electorates 
contain quite enough younger voters, lacking enduring party attachments, to account for relat-
ively rapid change. They describe long- term change in party support in a manner that follows 
closely the logic set out above for long- term change in turnout, though it employs a different 
vocabulary. The “reform election” of turnout theory becomes a “critical moment” in issue 
evolution. Most such moments concern temporary defections of partisans who later return to 
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their long- term party orientations. A few such moments, however, have more permanent effects 
“driven by normal population replacement” (1986: 902). The picture drawn for turnout in 
Figures 34.1 and 34.2 above is echoed in Meffert, Norpoth and Ruhil (2001), who explicitly 
build on Carmines and Stimson’s logic and whose Figure 2 (Meffert, Norpoth and Ruhil 2001: 
959) shows the same sharp drop followed by long- term reinforcement as shown in our Figures 
34.1 and 34.2. However, Meffert, Norpoth and Ruhil make no direct reference to generational 
replacement as an engine of change, and we found this to be typical. Osborne, Sears and Valen-
tino (2011) show that the oldest cohorts in the South were most resistant to the region- wide 
realignment of support from Democrats to Republicans, while at the same time they were most 
conservative in terms of their value orientations; but the generational implications are not 
addressed (see also Miller 1991; Abramowitz and Saunders 1998; Valentino and Sears 2005; 
Lewis- Beck et al. 2008). The arguments of Carmines and Stimson appear never to have been 
called into question but, though they are often referenced, neither are they used as building 
blocks for developing models of change based on generational replacement.
 Few scholars, either in the US or elsewhere, recognize realignment processes as currently 
understood to differ in any important way from the processes that existed in the era of frozen 
cleavages, though Carmines and Stimson (1986: 902) observe that “[T]he critical moment is … 
large enough to be noticeable, but considerably less dramatic than the critical election of tradi-
tional realignment theory.” They do not address the question why this is so, but our earlier 
distinction between traditional partisan inheritance and contemporary partisan learning makes it 
clear that before the 1960s the US political world was distinctively different, just as was the 
European political world before the 1980s. And the classic first attempt at making sense of long-
 term change in US politics, found in Campbell et al. (1960), was written about that earlier 
world. In addressing the American “New Deal” realignment of the 1930s, these authors focus 
on new voters as engines of change and stress that it likely took more than one election to 
accomplish the realignment (Campbell et al. 1990: 525). Twenty years later, Andersen (1979a, 
1979b) re- analyzed The American Voter data employed by Campbell et al. in order to reconstruct 
the 1930s electorate on the basis of recall of first vote. She showed how the huge increase in the 
size of the 1930s electorate due to late nineteenth century immigration could have supplied the 
votes needed to fuel the New Deal realignment without the need for massive conversion of 
existing voters.11

 In Europe, the importance of new voters has been underlined by the evident role of succes-
sive enlargements of European electorates that happened with successive franchise extensions 
occurring in the late nineteenth and early twentieth centuries and repeatedly led to new party 
formation; and Franklin and Ladner (1995) demonstrated how the British realigning election of 
1945, which saw the achievement of majority status by the British Labour Party, was fueled 
almost exclusively by generational replacement, using the same methodology as Andersen’s 
(1979) reconstruction. Because there was no election in Britain between 1935 and 1945, the 
distinction between a realigning election and a realigning era is not relevant in the British case, 
which thus produces findings that can less readily be contested than the corresponding US find-
ings (see note 11).
 Carmines and Stimson (1981) repeatedly stress that generational replacement is a constant 
fact of life but does not become an engine of change in party support unless fueled by an 
important (generally emotionally charged) issue (see, for example, Carmines and Stimson 1981: 
109). In the US, such issues have focused primarily on race, abortion and the role of the govern-
ment in the economy. In Europe, they have also focused on the role of government and, more 
recently, on environmental and immigration concerns. When citizens base their party choice on 
different considerations than before, the relationships between parties and voters change, new 
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conflict lines structure party competition, which in turn change the opportunities for the forma-
tion of governing coalitions in continental European countries and for a switch between 
dominant parties in the US and UK. Stimson and Carmines, along with other scholars studying 
change in US party systems, stress the role of party elites in fueling issue change, with voters 
falling into line behind new party positions. In Europe, we have seen such developments as well 
(Mrs. Thatcher’s conservative revolution in Britain had widespread repercussions across other 
European countries). However, in Europe new parties are often the agents pushing new issues 
onto the political agenda, and thus driving realignment.
 In sum, realignments of party systems occur mainly due to supply- side changes in what pol-
icies are on offer rather than to citizens changing their bases of party support (such changes may 
also be involved in the decline of cleavage politics described earlier, as proposed in Evans and 
Northmore- Ball, this volume); though the role of changing voter norms and concerns in pro-
viding opportunities for entrepreneurial initiatives should not be ignored (cf. Dalton 2015). At 
least some issues (those often seen as being part of the “socio- cultural dimension” such as immi-
gration and European integration) are more important to young voters than to voters of earlier 
generations (Walczak, van der Brug and de Vries 2012), a finding confirmed by Wagner and 
Kritzinger (2012).
 The role of left–right self- placement in relation to the left–right locations of parties is crucial 
in Europe, but research on generational differences in the effect of left–right location on the 
vote is scarce. Van der Brug (2010) found that left–right distances exert the strongest effect on 
party preferences for the generation socialized in the 1970s/1980s. A complicating factor is that 
new issues become part of the left–right dimension when these become politicized (see, for 
example, Kitschelt 2004; van der Brug and van Spanje 2009). Consequently, the meaning of the 
terms left and right change gradually over time. De Vries, Hakhverdian and Lancee (2013) 
demonstrated that, since the 1990s, left–right positions of Dutch voters have become gradually 
more correlated with attitudes toward immigration. Rekker (2016) showed that there is a clear 
generational pattern underneath this. In the older cohorts, secular- religious issues are most 
strongly correlated with left–right. In the middle- aged cohorts, a relatively strong correlation is 
found between left–right and civil liberties, while in the youngest cohorts, the correlation with 
attitudes toward immigration is relatively strong. It thus seems that new voters learn to orient 
themselves toward the party system through the lens of left–right locations. Yet, the issues that 
they associate with left and right are particularly the issues that are most salient to voters during 
their “formative years.” It is likely that the same process occurs in the US in regard to the lib-
eral–conservative dimension there, as suggested by Carmines and Stimson (1986). However, the 
evidence for this account of electoral realignments is still sketchy.

Conclusions and new avenues

In order to understand electoral change, or social change more generally, we need to be aware 
of the fact that the youngest cohorts of voters are the most likely to be affected by new develop-
ments and events, while the oldest cohorts are most resistant to change. Even though most 
electoral scholars are aware of this, there is no widely accepted methodology for incorporating 
processes of generational replacement into accounts of realignment processes.
 Our contribution has focused on cohort differences in relation to three topics in electoral 
research: turnout, partisanship and the determinants of party support. As far as we can see, two 
areas require more research. The first is the matter of generational differences in the causal rela-
tionship between partisanship and party choice. Since the publication of the American Voter 
(Campbell et al. 1960), electoral researchers have assumed partisanship to be a stable political 
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orientation that is acquired early in life and that structures party choice thereafter. However, the 
descriptive patterns that we have shown seem to clearly indicate that partisanship in the con-
temporary era only develops somewhat later, opening an opportunity for new behavioral norms 
such as those highlighted by Dalton (2015).
 A second topic that requires (further) research is the extent to which different generations 
base their party choice on different sets of considerations. Evidence from Europe suggests that 
socio- cultural issues are more important determinants of the vote for younger than for older 
cohorts. Also, left–right orientations are more strongly correlated with socio- cultural issues 
among younger than older citizens. While this suggests that realignment involves not the arrival 
of a different dimension than left–right but rather the evolution of left–right itself as it acquires 
a new meaning, the evidence is a bit thin. In the US, there has been more work on the role of 
specific issues, but the role of generational replacement in bringing new issues to bear on party 
choice, though repeatedly affirmed, has been studied no more extensively than in Europe.

Notes

 1 These are often known as “impressionable years.”
 2 Attempts to do so carry various risks that make it hard to unambiguously attribute effects to each com-

ponent of the APC (age–period–cohort) framework. See contributions of Neundorf and Niemi (2014) 
for discussion.

 3 Thus a panel study with waves fielded annually from 1970 to 1990 would contain no- one in the 1990 
wave who reached voting age before 1970 (so no- one under 38 years old in 1990, 37 years old in 1989, 
and so on) and no- one who died before 1990 (so almost no- one over the age of 60 in 1970, 61 in 1971, 
and so on).

 4 Developmental psychologists argue that basic orientations are already formed during (pre-) adolescent 
years (see, for example, Sapiro 2004; Campbell 2008; Hooghe 2004; Hooghe and Wilkenfeld 2008; 
Torney- Purta, Barber and Richardson 2004). However, for research on electoral processes, under-
standing the exact origins of such attitudes seems less urgent, which is why we do not dwell on this line 
of research.

 5 A sea- change of this kind invalidates the expectations expressed by, for example, Wattenberg (2015) 
that behavioral patterns should be found to be the same in different eras, an important test for his con-
trary thesis.

 6 The fact that party systems started to unfreeze a decade earlier than the decline of partisanship suggests 
that, if the connection was causal, cleavage decline caused lower partisanship (perhaps by way of 
increased volatility), but this must be the subject of future research.

 7 When we break out the data for Britain, we see a renewed decline in partisanship in the youngest 
cohorts starting in the mid- 1990s, perhaps a precursor of effects that will be seen in other countries as 
the volatility that accompanies anti- EU attitudes spreads across Europe, especially in the aftermath of 
the Great Recession. See below for more discussion on this point.

 8 Van der Eijk and Franklin (2009), who show cohorts delineated by first election rather than by birth 
decade, also show such a fall and recovery for US cohorts born between 1935 and 1947 and entering 
the US electorate between 1956 and 1968 (Figure 7.1, page 181).

 9 This approach does not fully answer the question either, though see van der Eijk et al. (2009) for a 
discussion of this point. But it gets closer to the mechanics involved, raising the question (discussed 
more fully below) whether post- material (or any other) values result from new party preferences rather 
than causing them.

10 Much controversy surrounds the question of whether and to what extent links between parties and 
social groups declined in the last third of the twentieth century (see Evans and Northmore- Ball in this 
volume). By focusing on the unfreezing of party systems rather than on the extent of class and religious 
voting we hope to bypass that controversy.

11 Andersen’s conclusions were contested in a widely cited re- analysis of 1930s survey data (Erikson and 
Tedin 1981) but those data did not come from a random sample, and the conversions observed in those 
data may not have been enduring and may not have fueled the realignment. A still later reconstruction, 
based on the same and other 1930s data weighted to correct for sampling bias (Campbell 1985), 
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reaffirmed Andersen’s findings based on 1950s recall data. However, US literature to this day (see, for 
example, Meffert, Norpoth and Ruhil 2001; Carmines and Wagner 2006; Campbell and Trilling 2014) 
tends to avoid addressing the role of newly eligible voters in fueling the evolution of party preferences, 
as already stated. However, these works often mention in passing the role of younger voters in being 
especially susceptible to new influences.

References

Abramowitz, A. I. and Saunders, K. L. (1998) “Ideological Realignment in the U.S. Electorate,” Journal of 
Politics, vol. 60, no. 3, August, 634–652.

Alford, R. (1963) Party and Society: The Anglo- American Democracies, Chicago: Rand McNally.
Andersen, K. (1979a) “Generation, Partisan Shift, and Realignment: A Glance Back to the New Deal,” in 

Nie, N. H., Verba, S. and Petrocik, J. R. (eds.) The Changing American Voter, 2nd Edition, Cambridge, 
MA: Harvard University Press: 74–95.

Andersen, K. (1979b) The Creation of a Democratic Majority, 1928–1936, Chicago: University of Chicago 
Press.

Bølstad, J., Dinas, E. and Riera, P. (2013) “Tactical Voting and Party Preferences: A Test of Cognitive 
Dissonance Theory,” Political Behavior, vol. 35, no. 3, September, 429–452.

Brug, W. van der (2010) “Structural and Ideological Voting in Age Cohorts,” West European Politics, vol. 
33, no. 3, May, 586–607.

Brug, W. van der and Spanje, J. van (2009) “Immigration, Europe and the ‘New’ Cultural Dimension,” 
European Journal of Political Research, vol. 48, no. 3, May, 309–334.

Campbell, A., Converse, P. E., Miller, W. E. and Stokes, D. E. (1960) The American Voter, New York: 
John Wiley and Sons.

Campbell, B. A. and Trilling, R. J. (2014) Realignment in American Politics: Toward a Theory, Austin: Uni-
versity of Texas Press.

Campbell, D. E. (2008) “Voice in the Classroom: How an Open Classroom Climate Fosters Political 
Engagement Among Adolescents,” Political Behavior, vol. 30, no. 4, December, 437–454.

Campbell, J. E. (1985) “Sources of the New Deal Realignment: The Contributions of Conversion and 
Mobilization to Partisan Change,” The Western Political Quarterly, vol. 38, no. 3, September, 357–376.

Carmines, E. G. and Stimson, J. A. (1981) “Issue Evolution, Population Replacement, and Normal Parti-
san Change,” American Political Science Review, vol. 75, no. 1, March, 107–118.

Carmines, E. G. and Stimson, J. A. (1986) “On the Structure and Sequence of Issue Evolution,” American 
Political Science Review, vol. 80, no. 3, September, 901–920.

Carmines, E. G. and Stimson, J. A. (1989) Issue Evolution: Race and the Transformation of American Politics, 
Princeton: Princeton University Press.

Carmines, E. G. and Wagner, M. W. (2006) “Political Issues and Party Alignments: Assessing the Issue 
Evolution Perspective,” Annual Review of Political Science, vol. 9, June, 67–81.

Dalton, R. J. (2015) The Good Citizen: How a Younger Generation is Reshaping American Politics, Washington, 
DC: CQ Press.

Dinas, E. (2014) “Does Choice Bring Loyalty? Electoral Participation and the Development of Party Iden-
tification,” American Journal of Political Science, vol. 58, no. 2, April, 449–465.

Eijk, C. van der and Franklin, M. (2009) Elections and Voters, London: Palgrave Macmillan.
Eijk, C., van der, Franklin, M., Mackie, T. and Valen, H. (2009) “Cleavages, Conflict Resolution and 

Democracy,” in Franklin, M., Mackie, T. and Valen, H. (eds.) Electoral Change: Responses to Evolving 
Social and Attitudinal Structures in Western Countries, 2nd Edition, Cambridge: Cambridge University 
Press: 403–426.

Erikson, R. S. and Tedin, K. L. (1981) “The 1928–1936 Partisan Realignment: The Case for the Conver-
sion Hypothesis,” American Political Science Review, vol. 75, no. 4, December, 951–962.

Franklin, M. (2004) Voter Turnout and the Dynamics of Electoral Competition in Established Democracies Since 
1945, New York: Cambridge University Press.

Franklin, M. (2009) “The Decline of Cleavage Politics,” in Franklin, M., Mackie, T. and Valen, H. (eds.) 
Electoral Change: Responses to Evolving Social and Attitudinal Structures in Western Countries, 2nd Edition, 
Cambridge: Cambridge University Press: 381–402.

Franklin, M. and Ladner, M. (1995) “The Undoing of Winston Churchill: Mobilization and Conversion 
in the 1945 Realignment of British Voters,” British Journal of Political Science, vol. 25, no. 4, October, 
429–452.



Generational replacement

441

Franklin, M. and Rüdig, W. (1995) “On the Durability of Green Politics: Evidence from the 1989 Euro-
pean Election Study,” Comparative Political Studies, vol. 28, no. 3, October, 409–439.

Franklin, M., Mackie, T. and Valen, H. (eds.) (2009) Electoral Change: Responses to Evolving Social and Atti-
tudinal Structures in Western Countries, 2nd Edition, Cambridge: Cambridge University Press.

Gomez, R. (2013) “All That You Can (Not) Leave Behind: Habituation and Vote Loyalty in the Nether-
lands,” Journal of Elections, Public Opinion and Parties, vol. 23, no. 2, 134–153.

Heath, O. (2007) “Explaining Turnout Decline in Britain, 1964–2005: Party Identification and the Polit-
ical Context,” Political Behavior, vol. 29, no. 4, December, 493–516.

Holmberg, S. (2007) “Partisanship Reconsidered,” in Dalton, R. J. and Klingemann, H- D. (eds.) The 
Oxford Handbook of Political Behavior, Oxford: Oxford University Press: 557–570.

Hooghe, M. (2004) “Political Socialization and the Future of Politics,” Acta Politica, vol. 39, no. 4, 
December, 331–341.

Hooghe, M. and Wilkenfeld, B. (2008) “The Stability of Political Attitudes and Behaviors across Adoles-
cence and Early Adulthood: A Comparison of Survey Data on Adolescents and Young Adults in Eight 
Countries,” Journal of Youth Adolescence, vol. 37, no. 2, February, 155–167.

Inglehart, R. (1984) “The Changing Structure of Political Cleavages in Western Society,” in Dalton, R. 
J., Flanagan, S. C. and Beck, P. A. (eds.) Electoral Change in Advanced Industrial Democracies: Realignment 
or Dealignment? Princeton: Princeton University Press: 25–69.

Jennings, M. K. (2007) “Political Socialization,” in Dalton, R. J. and Klingemann, H- D. (eds.) The Oxford 
Handbook of Political Behavior, Oxford: Oxford University Press: 29–44.

Jennings, M. K. and Markus, G. B. (1984) “Partisan Orientations Over the Long Haul: Results from the 
Three- Wave Political Socialization Panel Study,” American Political Science Review, vol. 78, no. 4, 
December, 1000–1018.

Jennings, M. K. and Niemi, R. G. (1968) “The Transmission of Political Values from Parent to Child,” 
American Political Science Review, vol. 62, no. 1, March, 169–184.

Kitschelt, H. (2004) Diversification and Reconfiguration of Party Systems in Postindustrial Democracies, Bonn: 
Friedrich Ebert Stiftung.

Lewis- Beck, M. S., Jacoby, W. G., Norpoth, H. and Weisberg, H. F. (2008) The American Voter Revisited, 
Ann Arbor: University of Michigan Press.

Lipset, S. M. and Rokkan, S. (1967) (eds.) Party Systems and Voter Alignments: Cross- National Perspectives, 
Volume 7, New York: Free Press.

Meffert, M. F., Norpoth, H. and Ruhil, A. V. (2001) “Realignment and Macropartisanship,” American 
Political Science Review, vol. 95, no. 4, December, 953–962.

Miller, W. E. (1991) “Party Identification, Realignment, and Party Voting: Back to the Basics,” The Amer-
ican Political Science Review, vol. 85, no. 2, June, 557–568.

Neundorf, A. and Niemi, R. G. (2014) “Beyond Political Socialization: New Approaches to Age, Period, 
Cohort Analysis,” Electoral Studies, vol. 33, March, 1–6.

Nie, N. H., Verba, S. and Petrocik, J. R. (1979), The Changing American Voter, 2nd Edition, Cambridge, 
MA: Harvard University Press.

Osborne, D., Sears, D. O. and Valentino, N. A. (2011) “The End of the Solidly Democratic South: The 
Impressionable Years Hypothesis,” Political Psychology, vol. 32, no. 1, February, 81–108.

Rekker, R. (2016) “The Lasting Impact of Adolescence on Left- Right Identification: Cohort Replace-
ment and Intracohort Change in Associations with Issue Attitudes,” Electoral Studies, vol. 44, December, 
120–131.

Sapiro, V. (2004), “Not Your Parents’ Political Socialization: Introduction for a New Generation,” Annual 
Review of Political Science, vol. 7, June, 1–23.

Scervini, F. and Segatti, P. (2012) “Education, Inequality and Electoral Participation,” Research in Social 
Stratification and Mobility, vol. 30, no. 4, December, 403–413.

Thomassen, J. (1976) “Party Identification as a Cross- National Concept: Its Meaning in the Netherlands,” 
in Budge, I., Crewe, I. and Farlie, D. (eds.) Party Identification and Beyond: Representations of Voting and 
Party Competition, London: John Wiley: 263–266.

Torney- Purta, J., Barber, C. H. and Richardson, W. K. (2004) “Trust in Government- Related Institutions 
and Political Engagement Among Adolescents in Six Countries,” Acta Politica, vol. 39, no. 4, December, 
380–406.

Valentino, N. A. and Sears, D. O. (2005) “Old Times There are Not Forgotten: Race and Partisan 
Realignment in the Contemporary South,” American Journal of Political Science, vol. 49, no. 3, July, 
672–688.



W. van der Brug and M. N. Franklin

442

Vries, C.E. de Hakhverdian, A. and Lancee, B. (2013) “The Dynamics of Voters’ Left/Right Identifica-
tion: The Role of Economic and Cultural Attitudes,” Political Science Research and Methods, vol. 1, no. 2, 
December, 223–238.

Wagner, M. and S. Kritzinger (2012) “Ideological Dimensions and Vote Choice: Age Group Differences 
in Austria,” Electoral Studies, vol. 31, no. 2, June, 285–296.

Walczak, A., van der Brug, W. and de Vries, C. (2012) “Long- and Short- Term Determinants of Party 
Preferences: Inter- Generational Differences in Western and East Central Europe,” Electoral Studies, vol. 
31, no. 2, June, 273–284.

Wattenberg, M. P. (2015) Is Voting for Young People?, New York: Routledge.



Part VI

Methodological challenges and new 
developments



http://taylorandfrancis.com


445

35

Selecting the dependent 
variable in electoral 

StudieS: choice or 
preference?

Cees van der Eijk

One of the central questions in electoral research concerns the understanding of individual 
behavior that, in the aggregate, produces election outcomes. This chapter focuses on that aspect 
of this behavior that involves electoral support for parties or candidates, while only cursorily 
touching upon the electoral participation aspect. The apparent simplicity of the notion of party 
support does not encourage conceptual reflection on the phenomenon under study, which can 
be referred to in terms of either choice (between parties or candidates) or preference. These two 
terms are very frequently treated as synonyms. Yet, there are good reasons to keep them con-
ceptually distinct, and doing so has practical consequences for the way they are studied.
 In Downs’ (1957) seminal theory of the electoral interactions between electoral entrepren-
eurs and voters, he conceptualizes choice as resulting from a comparison of preferences (which he 
refers to as “utilities”). He postulates that voters have preferences for each of the options from 
which, under most electoral systems, they can choose only one; implying that the process that 
results in choice consists of two stages. In a first stage, individuals assess their preference for each 
choice- option; the process that generates these preferences can be summarized in a preference 
function (sometimes also referred to as a utility function). In the second stage, a decision rule 
determines the choice on the basis of these preferences (this is usually seen as selecting the 
option that has the highest preference). It has to be emphasized that Downsian utilities refer to 
variables whose values can range from low to high, which is somewhat different from ordinary 
parlance where the term “preference” is often synonymous with “preferred,” referring only to 
high values on such a variable (“my preference is for the Liberals”). In spite of the fact that 
Downs’ contribution has been of immense influence on electoral studies over a considerable 
period of time, this conceptual distinction between preferences and choice, and the practical 
implications of that distinction, has been widely overlooked. This is evident from the content 
of election surveys, which invariably include questions about electoral choice, but not always 
(actually, quite often not) about electoral preferences.
 Elections constrain the expression of voters’ electoral preferences. Most electoral systems 
allow only a single option to be chosen. Systems that allow the ranking of parties, such as the 
alternative vote (AV) or the single transferable vote (STV), impose other constraints – for 
example, by preventing more than one party from being ranked first (respectively, second etc.) 
in preference order on the ballot. Because of such constraints, choice reflects only a single aspect 
of the underlying preferences, namely which of the preferences was highest. Choice does thus 
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not reflect other aspects of the underlying preferences, such as the strength of preference for the 
chosen option (ranging from “least- repugnant” to “best- that-can- be”), or how much better the 
chosen option is compared to other ones (ranging from “no- noticeable-difference” to a “wide 
chasm”). The only inference about preferences that can therefore be made from choices is the 
relative preference of one of the options (the one that is chosen) versus all other ones. These 
limitations have long been recognized by scholars such as Converse (1974: 742–743), Sartori 
(1976: 338–339) and Powell (2000: 160), who all emphasize that the constrained character of 
the ballot (and of survey questions about choice) do not provide a suitable basis for the observa-
tion and analysis of citizens’ preferences regarding the options from which they can choose.
 To overcome these limitations, so- called “non- ipsative” measures of electoral preferences 
have been developed which are increasingly more often included in election survey studies. The 
term “ipsative” refers to constraints imposed on the expression of preferences, such as “choose 
only one,” that generate dependencies in the observed preferences for the various options (under 
the “choose only one” constraint, the observation that party A is chosen implies that all other 
parties are not chosen). Choices thus tell us little about the underlying “non- ipsative” prefer-
ences. To avoid unnecessary jargon, such non- ipsative preferences for parties will be referred to 
in this chapter as multiple party preferences. Survey questions about multiple party preferences ask 
respondents to report the strength of their preference for each (or for the most important) of the 
parties available. There are various ways in which these strengths of preferences can be solicited. 
The simplest form is by way of a dichotomy between “preferred” and “non- preferred” parties, 
as in a “pick any that apply” task. More nuances of strength can be expressed when some kind 
of rating scale is employed (e.g., when asking for scores between 0, which reflects not preferred 
at all, and 10, which reflects very strongly preferred).1 Since the 1990s, such measures have 
spawned a variety of innovations in the study of support for political parties along with related 
phenomena of electoral participation, electoral competition and the comparative analyses of 
elections and electoral behavior.

Varieties of multiple party preferences

Multiple party preference data are available in many contemporary election studies, and exist 
predominantly in a few “flavors” which differ regarding what it is about parties that is preferred 
to a greater or lesser degree. The oldest is the so- called “feeling thermometer” used in the 
American National Election Studies (ANES). Respondents are requested to indicate on a scale 
from 0 to 100 how “warm or favorable” (respectively, how “cold or unfavorable”) they feel for 
each of the parties about which they are being questioned, with the midpoint (50) as a neutral 
point (“no feeling at all”). This is a long- running question in the ANES, and has also been 
included in election surveys in other countries, although more rarely as a long- running ques-
tion. A second form in which multiple party preferences are asked is the so- called “likes- dislikes” 
question that has become a recurring element in the data collected as part of the Comparative 
Study of Electoral Systems (CSES) and therefore also of all national election studies in which the 
CSES is incorporated. This question asks respondents to indicate (usually on a scale of 0 to 10) 
how strongly they “like” or “dislike” each of the parties for which the question is asked. The 
third popular form in which multiple preferences are asked was first introduced in 1982 in the 
Dutch Parliamentary Election Study (DPES) where it has been a recurring question ever since. 
This question has been included in a growing number of national election studies as well as in 
the European Parliament Election Studies (EES) where it has become one of the core questions 
asked in all studies since 1989. This question, which has become known as the “propensity to 
vote” question (PTV), asks respondents to indicate (usually on a scale from 0 to 10) “how likely 
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it is that you will ever vote for” each of the parties for which the question is asked. A more 
recent way of eliciting multiple party preferences derives from the so- called “consideration set” 
approaches that focus not on all parties on offer, but only those that voters “consider” to vote 
for (cf. Wilson 2008; Oskarson et al. 2016). Some surveys contain questions about parties 
respondents consider voting for (which is a straightforward and dichotomous “pick any that 
applies” task for respondents). As yet the development and validation of such questions is still in 
its infancy.2

 The main difference between these various existing kinds of multiple preference measures 
lies in what the respondents are asked to express. The feeling thermometer and likes- dislikes 
questions most clearly seem to focus on affect, while the PTV and “which parties do you con-
sider” questions focus more directly on electoral preferences of the kind conceptualized by 
Downs (1957). Some surveys have asked two, or even three, of these kinds of questions to the 
same respondents, which makes it possible to compare responses in terms of the extent to which 
they match actual party choice. After all, in Downs’ view, the party yielding the highest prefer-
ence should be the one chosen, which implies that a relatively simple test of construct validity 
consists of assessing the extent to which respondents’ choices accord with their highest prefer-
ences. Such comparisons (based on Dutch, Irish and British national election study data) yield 
the following conclusions. The proportion of respondents who choose the party to which they 
give the highest preference is highest for the PTV questions, somewhat lower for the likes- 
dislikes and much lower for the feeling thermometer. For the PTVs, this concordance between 
most- preferred party and party voted for is generally far in excess of 80 percent, often even in 
excess of 90 percent.3 In terms of construct validity, this means that feeling “warm” or “cold” is 
evidently something else than electoral preference, although as an indicator of affect it may well 
be one of the drivers thereof. These, and other validating analyses, indicate PTVs as the most 
valid indicators for Downsian electoral preferences, with likes- dislikes as a somewhat weaker but 
acceptable alternative (Tillie 1995; van der Eijk et al. 2006; van der Eijk and Marsh 2011).

Choice or preferences: when to focus on which?

Analysts interested in electoral support for parties sometimes have a decision to make about the 
kind of variable on which to focus: choice, or multiple preferences. If datasets include, for the 
political systems and elections that they are interested in, information on multiple preferences as 
well as choice, which of these should they focus on, and why? The answer to this question is 
mainly dependent on the research problem that they want to address and, to some extent, also 
on the kind of political system that they study.
 The substantive questions that analysts may want to pursue with respect to parties’ electoral 
support can be distinguished into party- specific questions on the one hand, and systemic or generic 
questions on the other hand. Party- specific questions focus on the factors and conditions that 
drive electoral choice for a given party, such as “what is the association between religious affili-
ation and voting for the CDU/CSU” (in Germany), or “does the working class still support the 
Labour Party” (in Britain), or “to what extent do Democrats depend on the support of Latinos” 
(in the USA)? Such questions are not only of interest to political analysts, but also to journalists, 
politicians and interested citizens. The second kind of question, which we refer to here as 
“generic,” focuses on the structure of the process that underlies choices. Such questions are of the 
kind “what drives party choices in general: religion, class or ethnicity?” Or, “what is more 
important for party choice in general: party characteristics or leader characteristics?” Or, “under 
which conditions do issues of the day trump long- term ideological orientations?” In such research 
questions, we refer to “a party,” a generic entity, rather than to “Party A,” a specific party.
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 These different kinds of research interests – party- specific and generic questions – generally 
require different analytical strategies, and possibly different kinds of data, except in the specific 
(and exceptional) context of elections in which only two parties or candidates compete. In an 
election between only two contenders, both kinds of questions can be answered by a single 
binary logistic regression of electoral choice on attitudes, orientations and group membership of 
voters. This is because any given factor that benefits one of the parties harms the other party to 
the same degree. But in a multi- party context this does not hold. A multinomial logit analysis 
will in principle address party- specific questions via party- specific coefficients of contrasts 
between each party and a reference party. But the plethora of coefficients generated by such 
analyses will not provide a straightforward answer to generic research questions. This is because 
a factor that benefits one of the parties may at the same time benefit some of the other parties as 
well, while hurting yet other ones, and not all of this can be expressed in a single coefficient. 
One common approach to deal with this problem is by applying some kind of discrete- choice 
modeling, amongst which conditional logit analysis is probably the most popular variety. This 
approach has a number of advantages. Owing to the “long” or “stacked” data format used in 
such analyses it becomes possible to incorporate party characteristics (e.g., party size) as variables 
explaining party preferences, which is not possible in multinomial logistic analysis (cf. Alvarez 
and Nagler 1998). On the other hand, it is difficult in conditional logit analysis to incorporate 
respondent characteristics that for the same respondent do obviously not vary across parties. This 
leads often to hybrids of conditional logit and multinomial logistic models, which become 
increasingly more cumbersome as the number of choice options increases and which still contain 
(in their multinomial parts) party- specific coefficients that defy unequivocal expression of their 
importance in the choice process. An additional problem of conditional logit is the presence of 
unobserved heterogeneity, as parties are only distinguished in terms of “chosen” (category 1, 
assigned to only one party) and “not chosen” (category 0, assigned to all other parties), with the 
“0” category plausibly being heterogeneous in terms of electoral preference. It is particularly 
here – when addressing generic research questions in multi- party contexts – that multiple party 
preferences become a useful approach (as elaborated below).
 If one has available empirical information about multiple preferences as well as about elect-
oral choice, and one studies a multi- party context, then one should consider focusing on mul-
tiple preferences when interested in generic questions. Party- specific questions can then generally 
be well addressed by focusing on electoral choice, although even there multiple preferences may 
add relevant detail. In a two- party context, generic and party- specific questions can both be 
largely addressed by a focus on electoral choice, although here, too, analyses of multiple prefer-
ences may add useful detail.4

analyzing multiple party preferences

Multiple preference questions provide a separate variable for each of the parties for which the 
question is asked. These can be used in at least two different ways when studying the bases of 
electoral support: separately (which addresses party- specific questions) or jointly (which addresses 
generic questions).
 Analyzing multiple preferences separately – for each, or for some, or conceivably for only 
one of the parties for which they have been asked – is particularly useful for addressing party- 
specific, descriptive and politically relevant questions about the electoral relationships between 
various individual characteristics (including group memberships) and political parties. In par-
ticular, these preference variables provide detail that cannot be obtained from traditional kinds 
of analyses that describe from which groups the various parties obtain votes. By tracing the 
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strength of support for a party in a variety of segments of the population (defined by their demo-
graphic, socio- economic, residential or media- usage characteristics, or by their ideological ori-
entations or involvement with particular issues), these analyses can depict differences in intensity 
of preferences for various parties. Such analyses can also usefully illuminate the competitive 
structure of party support, by identifying groups where a political party may gain additional 
votes (because that party is highly favored even if not actually voted for), or where the votes it 
gets are under threat of defection to other parties (for which support is almost as great even if 
not realized in terms of votes). Such information is of obvious relevance for the market segmen-
tation and resource allocation strategies that are part of modern election campaigning. More-
over, multiple preferences also help alleviate the common problem of small numbers of 
observations that analysts of the electoral basis of small parties encounter. In a well- designed 
sample of (say) 1000 respondents, only some 50 respondents will have chosen or intend to 
choose a party that obtains, for example, 5 percent of the vote. Such small numbers severely 
limit how detailed the analysis can be of the support base of small parties. When using multiple 
preferences, however, all respondents in the sample are asked to express their electoral prefer-
ence for the party in question, thus providing a much larger basis for analysis. Moreover, because 
the responses contain more variance (ranging from no preference to very strong preferences), 
they also provide a more productive basis for exploring correlates and possible drivers of elect-
oral preferences. These advantages are even greater because when respondents provide multiple 
preferences they are not hindered by indecision about choice between several parties (which 
often leads to “don’t know” responses to a choice question), or by non- voting (which leads to 
an “inapplicable” coding for a choice question). Although largest for small parties, these advant-
ages also apply to larger ones.5 Given these advantages, it is little wonder that multiple prefer-
ences are increasingly used for the analysis of electoral support of individual parties, both by 
practitioners involved in the running and management of campaigns and by academic analysts 
(cf. van der Brug et al. 2000, 2009; Mellon and Evans 2016; Vezzoni and Mancosu 2016).
 Yet, party- specific analyses have clear limitations when trying to answer more general ques-
tions about the overall importance of factors driving electoral preferences and choice, irrespec-
tive of whether they are based on choices or on multiple preferences. Does class outweigh 
religion in determining party support? Do leader evaluations become more important over 
time? Is left/right ideology less important in newly established democracies? Party- specific ana-
lyses of support or choice cannot answer such questions as they yield a different result for each 
party. This problem becomes even more pressing when one realizes that coefficients from sepa-
rate regression analyses of multiple preferences for different parties are incomparable because of 
distributional differences. How important are, for example, ideological orientations for voters’ 
electoral preferences? When analyzing multiple preferences separately, the answer to this ques-
tion will be clear, but different for each party. Consider, for example, the correlation between 
multiple preferences for parties on the one hand and respondents’ left/right positions on the 
other. For a right- wing party, the relationship is likely to be strongly positive (being right- wing 
resulting in stronger preferences for a right- wing party). For a left- wing party, the relationship 
is likely to be strongly negative, while the relationship might appear to be close to zero for a 
centrist party (only because the relationship is non- linear). To solve this problem, a form of ana-
lysis is required that considers the multiple preferences for all parties jointly. Such a procedure 
is also required to avoid another problem inherent in analyzing electoral preferences separately 
for each of the parties: the omission of explanatory variables that only vary between parties, but 
that are constant for each party separately.6 Party size or parties’ government/opposition status 
are such factors which are often hypothesized to matter in voters’ preferences, but which cannot 
be assessed on the basis of separate, party- specific analyses.
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 Analyzing electoral preferences for all parties jointly can be done by shifting the unit of ana-
lysis from the respondent to the response: a respondent’s stated preference for a particular party 
(this yields a “long” or “stacked” data structure in which every respondent is represented by as 
many records as there are parties for which preferences have been asked). This is analogous to 
how conditional logit analysis structures data, with the party voted for coded “1” and all other 
parties coded “0.” The main difference is that with conditional logit analysis this variable is 
constrained (only one preference is non- zero) and dichotomous. Multiple preferences such as 
likes- dislikes and PTVs are empirically much richer and more informative, reflecting more gra-
dations both in absolute levels of preference and in the degree to which one party may be pre-
ferred to other ones.7 The stacked structure of the data requires that many explanatory variables 
have to be defined in terms of relationships between the individual and party in question; thus, 
in order to assess the importance of left/right ideology in a stacked data arrangement, the rel-
evant variable is not respondents’ left/right position (as it would be in a “wide” data arrangement 
where each of the multiple preferences is a separate variable) but instead the left/right distance 
between the respondent and each of the parties in question. For some kinds of variables, this is 
relatively easy to do (at least if the necessary data are available), but for other variables, such as 
demographics or attitudes, the relationship or “affinity” between respondents and parties has to 
be constructed in the form of synthetic variables (De Sio and Franklin 2011). Procedures to 
accomplish this exist8 and, when applied, provide the possibility to analyze all multiple prefer-
ences jointly as a single, generic variable (i.e., preference for a party). This in turn allows explan-
atory analyses of this generic variable that can incorporate the following different kinds of 
explanatory variables:

•	 Individual- specific variables, which are characteristics of respondents. The values of these vari-
ables vary between individuals for each party, but not between parties for each individual. 
Examples include demographics, attitudes, etc. Coefficients for these variables reflect the 
effect of voter characteristics on preferences for all parties;

•	 Party- specific variables, which are characteristics of parties. The values of these variables vary 
between parties for each individual, but not between individuals for each party. Examples 
are parties’ size, government status, etc. Coefficients for these variables reflect the effect on 
preferences of party characteristics that are the same for all respondents;

•	 Individual- party affinities, which are characteristics of respondent- party dyads. The values of 
these variables vary between parties for each individual, and also between individuals for 
each party. Examples are distances in ideological or issue dimensions or sympathy scores for 
the leaders of parties, but also synthetic affinities that express how attractive each of the 
parties is for a respondent given their demographic characteristics, attitudes, etc. (see note 
8). Coefficients for these variables reflect the effect on preferences of party- respondent 
distance or affinity;

•	 Interactions	between	these	kinds	of	variables.

Preference scores for multiple parties can, when structured in the stacked form, thus be analyzed 
in the following general form:

 [1]

where PP represents party preferences, one for each combination of respondents (i ) and parties 
( j), Rik represents respondents’ scores on k different individual characteristics; Pjm represents 

k m q 

PPu =a+ ~)kRik + ~)mlJm + ~)qDijq[+ possible interactions] +eu 
k-1 m-1 q-1 
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parties’ scores on each of m different party characteristics; and Dijq represents the scores of all i × j 
respondent–party dyads on q different dyadic characteristics.9 This approach is a straightforward 
application of Przeworski and Teune’s (1970) recommendation to climb the ladder of abstrac-
tion by replacing specific (non- comparable) phenomena by more general (and hence more 
comparable) ones, and to replace proper names by theoretically relevant characteristics.

Use of multiple preferences in comparative research

Analyses of multiple party preferences in the generic form described above do not lead to con-
clusions about specific parties, but instead to conclusions about party preferences in general, and 
the factors that generate higher or lower preferences. This is of particular interest for com-
parative electoral studies because this generic perspective on party preferences provides a solu-
tion to the endemic problems caused by the fact that party systems are qualitatively different in 
different countries (and sometimes also at different moments in a single country). Traditionally, 
comparisons between political systems of choices or preferences for political parties have resorted 
to one of several solutions to this problem, none of which was quite satisfactory. One solution 
consists of replacing parties by party families which are supposed to be more comparable across 
countries than are the individual parties.10 This poses additional problems, such as what typology 
of party families to use; and how to classify parties in such a typology (particularly parties that do 
not easily fit within any of the families, such as, for example, Sinn Féin in Ireland). A second 
traditional approach to the incomparability of party systems is to distinguish the parties on the 
basis of some dichotomy: government versus opposition, or left versus right, or working class 
vs. others,11 and so forth. In this approach, too, the assumption is that the dichotomous distinc-
tion is more comparable between political systems than the separate parties are. This approach 
often creates the same problem of where to place particular parties, and almost always creates a 
problem of unobserved heterogeneity in one or even in both of the categories distinguished. A 
third way that has traditionally been used to deal with the incomparability of party systems con-
sists of characterizing parties by their location on a single dimension (for instance, left/right) that 
is supposed to be of dominant importance in all countries to be compared. This solution reduces 
the problem of arbitrary classification, but makes the implausible assumption that other charac-
teristics of parties are irrelevant for voters’ preferences.12

 The generic perspective on party preferences discussed above solves these problems. It does 
not ask who is, or is not, attracted to a particular party, or to the parties of a particular party 
family, or to, for example, left parties, but instead it asks “what makes a party attractive to a 
citizen?” and it answers that question in a form (reflected in the equation at the end of the 
previous section) that is equally applicable to all parties and all citizens in all political systems 
under consideration. Survey data containing multiple preferences from different political systems 
can thus be pooled in a single analysis in which respondents’ preferences for political parties (in 
stacked form) constitute the dependent variable and with the same kinds of variables distin-
guished in equation 1 as independents.13 Such a data structure is obviously hierarchical in char-
acter, necessitating a multi- level analysis with responses (to the party preference questions) as 
level 1 units, respondents as level 2 units, parties cross- classified as a different set of level 2 units, 
and political systems as level 3 units.
 Some of the first wide- ranging applications of this approach are Oppenhuis (1995) and van 
der Eijk and Franklin (1996), which both used 1989 and 1994 European Parliament Election 
Study data.
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additional analytical uses of multiple party preferences

Multiple party preferences are powerful instruments in the analysis of electoral support for polit-
ical parties. However, they are also important as the empirical basis for other phenomena in the 
realm of electoral research, most notably electoral participation and electoral competition and 
the quality of electoral supply. Without going into great detail, this section summarizes these 
kinds of uses.

Multiple party preferences and electoral participation

It should come as no surprise that preferences for parties are highly predictive of whether or not 
citizens go to the polls. If none of the parties on offer engenders enthusiasm (as expressed in 
responses to multiple preference questions), there is little reward in voting. For a respondent to 
vote, at least one party should be sufficiently highly preferred.14 What is “sufficiently high” 
cannot be determined on the basis of first principles, but has to be assessed empirically, and may 
differ for different kinds of respondents and different contexts. Irrespective of the kind of pref-
erence scores used, levels of turnout increase monotonically with the magnitude of the highest 
preference score. Yet the relationship is distinctly not linear. Drop- off of turnout rates occurs 
particularly when (on a PTV scale from 0 to 10) the highest preference drops below 7, while 
values below 5 correspond to almost total abstention. Interestingly, multiple preferences allow 
detailed assessment of the importance of two often hypothesized conditions of non- voting: ali-
enation and indifference, particularly in multi- party systems.15 Analyses based on CSES data 
(using the likes- dislikes measure of preferences) demonstrate that alienation is a very potent 
force driving electoral abstentions, while effects of indifference are much weaker (Falk Peder-
sen, Dassonneville and Hooghe 2014; Aarts and Wessels 2005).

Multiple party preferences, electoral competition and the quality of 
electoral supply

Survey questions about multiple party preferences provide a basis for measuring and analyzing 
party competition or the quality of the electoral supply side, by deriving from these multiple 
preferences a variety of other measures pertaining to individuals, parties, sets of parties and of 
entire party systems.
 For individual respondents, their responses to multiple preference questions can be used to 
operationalize alienation from the party system and indifference toward the choices on offer, as 
noted above in the discussion of electoral participation. Another measure that can be derived 
from preferences for different parties is the magnitude of the difference (the “gap”) between 
highest and next highest preference. For some respondents, the two most preferred parties are 
tied (making the gap zero), for some it is small, and for others it is large(r). This measure has been 
found to be strongly related to party- switching: those with a small gap have a much higher likeli-
hood of switching than those with a larger gap. This measure is therefore particularly useful for 
managers of political campaigns who aim to identify those who are subject to intense electoral 
competition and who may therefore easily change their actual choice within a relatively short 
period such as, for example, during an election campaign.16 In academic usage the likely switchers 
are of particular interest in counterfactual analyses, focusing on how election outcomes would 
change if certain conditions were to be different (cf. van der Brug et al. 2007: 137–169).
 At the level of political parties the set of multiple preference scores can be used to derive 
plausible estimates of the vote share that they maximally could obtain, and thus also of the 
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complementary share of the electorate that, for all practical purposes, is beyond their reach. Such 
potential vote shares are unrealistic in the sense that they can only be obtained if, simultan-
eously, all relevant conditions favor the party in question and at the same time undermine its 
competitors. They are nevertheless important for political practitioners as evidence- based cri-
teria of what is and what is not possible regarding electoral performance under given com-
petitive circumstances.17 A party’s potential vote share is often considerably larger than its actual 
or predicted magnitude because of electoral competition, which manifests itself in the overlap 
of these potential vote shares across multiple parties. These overlaps are generated by respond-
ents who have relatively high preferences for several parties at the same time. Such multiple high 
preferences (i.e., small “gaps” between preferences for the most preferred parties) are in Euro-
pean countries extremely common.18 The extent of overlap between parties’ potential vote 
shares can easily be calculated and reflects the effective electoral competition between them.19 
These competitive relationships can be assessed for a party vis- à-vis any other party (or set of 
other parties), or for groups of parties vis- à-vis each other (e.g., the “left” parties versus the 
“right” parties), and all of these can easily be visualized in Venn- like diagrams. Further refine-
ments consist of distinguishing for each party the competitive risks (potential vote switching 
away from the party in question by those who do or intend to vote for it) and the competitive 
opportunities (vote switching toward a party by those who do or intend to vote for another 
party). These various kinds of competitive relationships can be further specified by identifying 
the demographic or attitudinal profiles of the groups involved. From an academic perspective, 
analyses such as these are particularly important to analyze the factors underlying changing pat-
terns of electoral competition and their consequences for electoral outcomes. Van der Eijk and 
Elkink (2017), for example, identify how generational replacement and cohort effects con-
tributed to the dramatic Irish parliamentary election outcome of 2011 in which the incumbent 
Fianna Fáil lost almost 60 percent of its vote share.20

 At yet a higher level of aggregation, entire political systems or party systems can be character-
ized in terms of degree and structure of electoral competition, by using various kinds of aggrega-
tions of the individual- or party- level characteristics discussed above. Alienation from the party 
system can be defined at the individual level, but aggregation leads to the measurement of party 
systems in terms of the degree of alienation that they engender among its citizens, or (when 
perceived from the opposite perspective) the quality of electoral supply. It then becomes a con-
textual variable that itself can be used as the phenomenon to be explained (what explains varia-
tions in alienation between countries?) or as an independent variable (what are the consequences 
of such variations between countries?).

Concluding remarks

Empirical data on multiple party preferences, in addition to data on electoral choice, provide large 
and important benefits to analysts of elections, electoral behavior and electoral competition. 
One of the most important of these is the possibility to model the relationships between voters 
and parties very flexibly in a generic way. For the study of multi- party systems, multiple prefer-
ences are indispensable to address such questions, while even for two- party systems they will 
provide useful added insights. As discussed, the advantages over more traditional discrete choice 
models include a reduced reliance on (sometimes heroic) assumptions,21 the avoidance of 
unaccounted- for heterogeneity, and the straightforward possibility of pooling data from mul-
tiple political systems (with their qualitatively different party systems) in a single model. The 
advantages of multiple preference questions for party- specific and descriptive research interests 
include the enormous increase in the number of relevant observations which allow more detailed 
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comparisons between subgroups such as cohorts than would be possible if only information on 
choice would be available. Moreover, empirical information on preferences is more detailed 
than the coarse black- and-white of choice distinctions. Both aspects provide more statistical 
power than any analysis based on choice. The advantages of multiple preference questions for 
the study of electoral competition lie not only in the detail of relevant information, but particu-
larly in the possibility they provide for comparing the competitive situations in which different 
parties find themselves at the point in time at which the questions are asked.
 Moreover, multiple preferences yield, much more than choice, relevant information for 
non- academic stakeholders in electoral research: parties, politicians, campaign managers and 
interested citizens.
 These advantages come, of course, at the price of a greater pressure on questionnaire space 
than if one were to only ask about choice. Yet, in all instances where questions about multiple 
preferences were included in surveys, the investment has paid off handsomely. If, therefore, one 
overarching and compelling conclusion can be drawn from this chapter, it is that surveys about 
electoral behavior and support for parties should include questions about multiple party 
preferences.
 Compared to analyses of survey data about choice, which now rely on accumulated experi-
ence of some 50 to 75 years (depending on the country one looks at), experiences with analyses 
of multiple preferences are still relatively limited. For many countries, the inclusion of such 
questions in election surveys is a recent departure or one that has not yet occurred. But the ana-
lysis of multiple preferences is certainly not in its infancy, and it can be expected that the passage 
of time will propel important innovations with respect to data collection, statistical and analyt-
ical procedures, and theoretical insights. In the next edition of this handbook, this chapter 
should reflect such progress.

Notes

 1 Much more refined is magnitude estimation of strength of preferences, which yields interval- level 
measurement, and which is useful to calibrate the ordinal information obtained from rating scales (for 
an example, see Tillie 1995).

 2 The consideration set approach does not necessarily require dedicated survey questions and can be 
based on the other multiple preference questions discussed above (cf. Bochsler and Sciarini 2010).

 3 The Irish National Election Study (INES) of 2002 is the only large- scale study in which these three 
kinds of multiple measures were all included. The concordance between multiple preferences and 
choice was 87 percent for PTV, 83 percent for likes- dislikes and 65 percent for the thermometer ques-
tion (cf. Van der Eijk and Marsh 2011). The same rank order of performance has been found in large-
 scale studies that incorporated two of these three kinds of questions.

 4 In two- party contests multiple preferences allow more incisive analyses of electoral participation and of 
electoral competition, as described later in this chapter.

 5 In many multi- party systems, a vote share of some 30 percent is sufficient to make a party one of the 
“large” ones. Depending upon registration procedures this may represent a considerably smaller 
segment of the voting- age population, as illustrated by the British Conservative Party, which polled 
almost 37 percent of the votes in 2015 but was supported by only 24 percent of the voting- age popu-
lation. As a consequence, numbers of respondents having voted for a “large” party in a representative 
sample may be disappointingly limited.

 6 These same issues are equally problematic when analyzing choices in a multinomial logistic analysis.
 7 Moreover, multiple preferences avoid the problem of unobserved heterogeneity in conditional logit 

analysis that was already mentioned earlier and which generally leads to biased estimates; this advantage 
is mostly lost, however, when only focusing on the most strongly preferred parties, as is done in the 
consideration set approach, as that approach restricts the variance of the dependent variable.

 8 Several approaches to the construction of such synthetic affinity variables exist. One is the so- called 
“y- hat” procedure (cf. van der Eijk and Franklin 1996: Chapter 20; van der Eijk et al. 2006); another 
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procedure is based on the application of Joint Correspondence Analysis (cf. Franklin and Weber 2014). 
Yet another, widely used by sociologists, compares individual characteristics with the average for all 
supporters of each given party, producing a “quasi- distance” measure that is comparable across 
parties.

 9 As the data structure is clustered, a multi- level specification of this model is necessary if the residuals 
display significant intra- class correlation; for examples, see Franklin and Renko (2013).

10 Examples of the reduction of party systems to a set of party families include Marks et al. (2002), Ennser 
(2012) and Knutsen (2013).

11 Reducing a party system to a dichotomy is commonplace in much of the literature on economic 
voting, using the distinction between government and opposition parties (cf. Andersen 1995; Lewis- 
Beck and Paldam 2000); for a critique of this approach, see van der Brug et al. (2007: 9–15). Such a 
reduction on the basis of a different dichotomy was also used by Franklin et al. (1992, 2009), who use 
a binary distinction between “left” and “right” parties. Yet another binary distinction underlies well- 
known indices of class- voting (cf. Alford 1962), and many analyses of particular kinds of parties, such 
as extreme right parties (cf. van der Brug et al. 2000).

12 Examples of the reduction of party systems to a single dimension include Dalton (2008), and, in dicho-
tomized form, Franklin et al. (1992, 2009).

13 Obviously, for these situations, equation 1 has to be extended, at least in principle, with a class of inde-
pendent variables pertaining to the political system and, possibly, interactions thereof in order to take 
account of any system- specific deviations from a common pattern of effects.

14 This implies the need in many analyses of a new variable created as the maximum of the responses to 
the party preference questions.

15 Alienation would be reflected inversely in the magnitude of the highest preference, and indifference 
would be reflected in ties between preference scores for different parties.

16 Respondents who claim to be “undecided” are not, as is often thought, necessarily tied in their party 
preferences. If we ask undecided voters about their preferences for different parties, we often find many 
of them with a party that is well ahead of all others in terms of preferences. “Undecided” then indicates 
that the respondent has not yet focused on the decision that they need to make.

17 The following episode illustrates this. In the mid- 1980s, Dutch opinion polls showed that one of the 
political parties in the country would lose virtually all of its parliamentary seats at the next election. This 
led to a grassroots appeal for its leader to be replaced by a charismatic predecessor. Before taking action, 
the latter wanted to know whether there was any realistic hope of success. An analysis of multiple 
preferences revealed that the party’s realistic potential electorate was far from negligible, which per-
suaded the former leader to again take charge of the party, and within weeks the party had regained in 
the polls its former strength (a situation that continued until the next parliamentary election). This was 
only possible because for many voters their preferences for this party were high, but just shy of being 
their first (highest) preference. The change of leadership increased their preference for the party by just 
a little, but sufficiently for it to become their highest preference.

18 Kroh et al. (2007) estimate that in 1999 more than 40 percent of citizens across the EU countries have 
a gap of no more than 1 (on a PTV- scale of 0–10) between their two most preferred parties.

19 Competition is here conceptualized in terms of openness on the demand side, referred to by Bartolini 
(2002) as availability. This emphasizes not the outcome of competition, but the range of counterfactual 
outcomes that can ensue from it, a perspective also emphasized by Elkins (1974).

20 These authors also provide a set of formal equations for the definition of these, and yet other, such 
relationships.

21 This is elaborated in more detail in van der Eijk et al. (2006).
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The QuesT for 
represenTaTive survey 

samples

Laura Stoker and Andrew McCall

Survey research is in the midst of an era of extraordinary new developments and challenges. 
People have increasingly moved away from having landline telephones to having mobile phones 
or no phone at all, which poses new challenges for all aspects of telephone surveying. Response 
rates continue to deteriorate for face- to-face (FTF) and – especially – telephone surveys. Web-
 based surveying is booming, with platforms proliferating and the use of nonprobability samples 
on the rise.
 An enormous literature on survey methods has arisen in response to these and other develop-
ments. The searchable, online bibliography created by Websm.org (www.websm.org/), which 
compiles materials on survey methods, contains nearly 5,000 entries from the past ten years 
alone. Efforts to generalize about developments in the field are hindered by the vastness of this 
literature and by the fact that technological, social, and political conditions bearing on survey 
research are rapidly changing and variable across nations. It is often not clear whether findings 
from studies carried out a decade ago still apply to today, nor whether findings from studies of 
one country are germane to another.
 This chapter considers developments related to the quest for representative survey samples. 
We begin by discussing the decline in survey response rates, which has prompted new thinking 
about how response rates relate to sample bias, how to design a survey so as to minimize sample 
bias, what to use in lieu of the response rate as an index of the representativeness of a survey, 
and how to construct an optimal weighting scheme. We then briefly review the evolution of 
thinking about the value of nonprobability survey samples and conclude by drawing attention 
to two issues worthy of further research.

Declining response rates and their consequences

Survey response rates have continued their now decades- long pattern of decline. Most studies 
documenting response rate trends have focused on US- based surveys, but similar trends have 
been found worldwide (Groves 2011). A recent overview estimates the rate of decline to be 
three times larger for telephone than for FTF surveys in the US (Tourangeau and Plewes 2013). 
Whereas the response rates for the FTF American National Election Studies were at or above 
70 percent for studies from 1980–1992, they dropped steadily to a low of 49 percent by 2012. 
The telephone- based US Survey of Consumer Attitudes showed even more dramatic response 
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rate declines, from 72 percent in 1979 (Curtin, Presser, and Singer 2005) to 16 percent in 2013 
(Dutwin and Lavrakas 2016). Over a more recent period (1997 to 2012), response rates for a 
“typical” Pew Research Center (Pew) telephone survey fell from 36 percent to 9 percent, while 
those for a “high effort” survey dropped from 61 percent to 22 percent (Kohut et al. 2012). The 
substitution of mobile phones for landlines is partially fueling these trends, as contact and non- 
response rates are lower for respondents contacted by mobile phones (Kohut et al. 2012). Yet, 
response rates are dropping for both landline and mobile phone samples (Dutwin and Lavrakas 
2015, see also Brick and Williams 2013). Government- sponsored surveys in the US have 
managed to maintain high response rates, though they too have evidenced modest declines. 
Panel attrition rates appear to be holding steady (Schoeni et al. 2013).
 Alarm over declining response rates has been tempered by research showing that the extent 
of bias in survey estimates is at best weakly related to the survey response rate. Some studies have 
followed one or more survey projects over time, examining whether the extent of bias grew as 
the response rate declined (see, for example, Kohut et al. 2012), while others have compared 
contemporaneous surveys to see if the extent of bias in a given survey can be predicted by its 
rate of response (see, for example, Groves 2006). In both cases, the answer is essentially no. Still 
other studies have experimentally varied respondent incentives (see, for example, Martin, Helm-
schrott, and Rammstedt 2014) or fieldwork strategies (see, for example, Groves and Peytcheva 
2008) and showed that such variations have significant effects on response rates but insignificant 
effects on sample bias.
 Furthermore, evidence is accumulating that the bias is often minimal even when response 
rates are low, especially if survey estimates are adjusted for non- response through effective 
weighting techniques (see, for example, Holbrook, Krosnick, and Pfent 2008; Keeter et al. 
2000; Kohut et al. 2012). That said, it is also typical to find a large degree of variability across 
survey measures in the extent of bias that is evident. For example, weighted results from a Pew 
survey with a 9 percent response rate matched the benchmark Current Population Survey 
(CPS) data for voter registration, but exceeded the CPS results by 21 percent and 28 percent for 
the percentage contacting public officials and reporting volunteer work, respectively (Kohut 
et al. 2012).
 To make sense of these findings, researchers have turned to formal models of survey non- 
response that were initially developed in the mid- 1970s (Groves 2006; Bethlehem 2010; Beth-
lehem and Biffignandi 2011; Bethlehem, Cobben, and Schouten 2011). Most influential here is 
the stochastic non- response model, which depicts each potential respondent as having a latent 
probability, P, of responding to the survey. This model shows that bias in the sample mean of a 
given variable, Y, is influenced by three factors related to P. First of all, bias increases with the 
degree of correlation between P and the survey response itself (Y) – that is, with the extent to 
which people’s likelihood of responding to the survey is correlated with the responses they 
would provide. Bias disappears if this correlation is zero. Otherwise, bias in the sample mean of 
Y grows as the mean of P declines – that is, as the overall response rate declines – and as the vari-
ance of P increases – that is, as the probability of responding becomes more variable within the 
population one is sampling from. The worst case scenario arises when potential respondents vary 
dramatically in their propensity to respond, when that propensity to respond is strongly corre-
lated with the variable(s) of interest, and when the overall rate of response is low. Figure 36.1 
illustrates how the magnitude of the bias depends upon all three factors considered together.1

 The Y axis in Figure 36.1 is the extent of the bias in the sample mean of Y assuming that the 
standard deviation (SD) of Y is 20. Y could be thought of as a 0–100 feeling thermometer rating 
scale, where SDs in the range of 20 points are common. The X axis shows response rates (P̄) 
varying from a low of 10 percent to a high of 95 percent. The four sets of results in the figure 
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vary the correlation between Y and the probability of a response, P (either low at 0.10 or high 
at 0.50), and the SD of P (either low at 0.05 or high at 0.30).2

 Two main conclusions can be drawn from Figure 36.1. First, bias is much worse when one 
faces the combination of a high correlation between P and Y and high variation in P. Even if 
that correlation is high (R(P, Y) = 0.50), bias will be minor so long as people do not vary 
dramatically in their propensity to respond (S(P) = 0.05) – even when the response rate is poor. 
Likewise, even if people vary dramatically in their propensity to respond (S(P) = 0.30), bias will 
be minor so long as the correlation between Y and P is low (R(P, Y) = 0.10) – again, even when 
the response rate is poor. In either of these scenarios, bias only begins to exceed 2 points on the 
0–100 scale when the response rate dips below 30 percent. Second, the effect of declining 
response rates for bias in the estimation of population means is decidedly nonlinear, with the 
most serious problems arising when response rates become very low. For example, in each of 
the scenarios the effect on bias as the response rate drops from 30 percent to 10 percent is 3.5 
times greater than the effect as the response rate drops from 70 percent to 30 percent.
 Importantly, the stochastic non- response model applies just as well to self- selected survey 
samples as it does to probability survey samples. Although in the former there is no design- based 
probability of selection, each individual in the population of interest can still be thought of as 
having a given propensity to participate. Bias in opt- in surveys will be accentuated when those 
propensities are highly variable, highly correlated with target variables, and the overall rate of 
response is low. The model can also be elaborated to distinguish between bias that comes from 
population units being systematically underrepresented within the sample frame (“undercover-
age”) and bias due to non- response. As discussed by Bethlehem (2010), Callegaro, Manfreda 
and Vehovar (2015), Groves (2006), and Singer and Ye (2010), among others, these can work 
in complementary as well as contradictory directions to affect the overall probability of a response 
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and its correlation with target variables. For example, older people are less likely than younger 
people to have internet access, but response rates among those who do have internet access are 
higher among the old than the young. This diminishes the extent of bias in web surveys for age 
and its correlates. On the other hand, bias in socioeconomic status (SES) and its correlates is 
accentuated by the fact that people with low SES are both less likely to have internet access and 
to respond to a survey if they do.
 It is also worth emphasizing that a high correlation between P and Y will do more than bias 
sample estimates of population means. It can also affect inferences about associations between 
variables. When Y refers to a dependent variable, that correlation indexes the degree of what 
Heckman (1979) and a vast subsequent literature refers to as sample selection bias. Bivariate 
associations (e.g., correlations, regression coefficients) relating Y to any X will be biased toward 
zero, and multivariate associations will be biased in effectively unpredictable ways. The survey 
research literature does make this connection though infrequently and usually then in discus-
sions about weighting (see, for example, Brick 2013; Winship and Radbill 1994). Designers as 
well as users of survey data need to worry about sample selection bias if they are estimating 
relationships among variables even if they are unconcerned about the accuracy of the sample 
means.
 At least three developments in the field of survey research have been fueled by the emer-
gence of a clearer understanding of how response rates relate to sample bias – new thinking 
about how to design the survey so as to minimize sample bias, about what to use in lieu of the 
response rate as an index of the representativeness of a survey, and about the development of 
optimal weighting schemes.
 Survey researchers have long sought to design surveys so as to optimize the response rate 
conditional on a budget constraint, thinking that as the response rate increased, so too would 
the representativeness of the sample. Researchers now realize that efforts to improve response 
rates can be ineffective or even backfire if they increase the variance of P or increase the correla-
tion of P and Y. Groves and Heeringa (2006: 448–451) describe a study – probably not atypical 
– in which the procedures used in the last phase of fieldwork led interviewers to focus their 
efforts on completing interviews with people who were judged to have a high probability of 
responding. These procedures were a cost- effective way to maximize the response rate that the 
study could achieve. However, it is likely that such procedures would have increased the vari-
ance of P and the correlation of P with any number of Ys, at least when compared to procedures 
that would have attempted to improve response rates among those with a lower propensity to 
respond.
 Survey researchers are now increasingly aiming to develop fieldwork procedures that follow 
“adaptive” (Luiten and Schouten 2013; Schouten, Calinescu, and Luiten 2013) and “respon-
sive” (Groves and Heeringa 2006; Särndal 2011) design principles. Adaptive design makes use 
of data available ahead of time to set forth fieldwork strategies that will enhance representative-
ness. Responsive design breaks the fieldwork period into phases, using data from earlier phases 
to select fieldwork procedures for later phases, with the same objective in mind. For example, 
data from initial fieldwork can yield estimates of P and proxies for Ys, which can be used to 
determine bias- minimizing procedures for the phases to come. Researchers are also looking 
anew at procedures developed to increase response rates, such as the use of mixed mode designs 
(see, for example, Couper 2011; Stern, Bilgen, and Dillman 2014), interviewer incentives (see, 
for example, Peytchev et al. 2010) and respondent incentives (see, for example, Pforr et al. 2015; 
Singer and Ye 2013), among others (Kreuter 2013). Research has consistently shown, for 
example, that respondent incentives increase response rates, with the effects of money greater 
than those of gifts or lotteries and increasing with the size of the payment, and with the effects 
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of prepaid incentives greater than those of contingent incentives. Now the urgent questions 
concern whether and which procedures reduce non- response bias: Do incentives have larger 
effects on those already predisposed to respond? Is non- response bias reduced by providing 
larger incentives for those predisposed against responding?3

 Efforts are also underway to develop new measures for indexing the quality or representa-
tiveness of a survey sample, which thus far includes R- indicators, H- indicators, and the FMI 
Index. The R- indicator is the standard deviation of P̂, as estimated using data on both non- 
respondents and respondents for a full set of covariates, while the Partial R- indicator is the same 
but estimated using only a subset of the covariates (Schlomo, Skinner, and Schouten 2012; 
Schouten, Cobben, and Bethlehem 2009). The R- indicator is proposed as a measure of overall 
survey quality, while the Partial R- indicator can be used to determine which covariates are 
especially relevant to the probability of a response. One problem is that neither R- indicator 
incorporates data on target variables, Ys, and thus neither considers the extent to which P and 
Y are correlated. Särndal and Lundström’s (2010) H3 is comparable to the R- indicator in that it 
aims to index the representativeness of a survey, overall, using data on auxiliary variables for 
respondents and non- respondents but not data on Y. However, their H1 measure is designed to 
indicate the sample quality for a given target variable, Y, as is the FMI measure developed by 
Wagner (2012). This is a new and quickly evolving area of research, and before long we will 
likely see new indices of survey quality that consider P as well as many target variables (Ys).
 An additional stream of burgeoning research concerns the optimal weighting scheme to use 
in order to adjust for sample bias. Using weights will eliminate (reduce) bias if there is no (less) 
variation in the propensity to respond within each cell of the weighting scheme, which elimin-
ates (reduces) any correlation between P and Y within each cell and in the weighted analysis. 
Since weighting can and usually will increase standard errors (SEs), it is not helpful to use aux-
iliary variables for weighting that are uncorrelated with Y. Indeed, the optimal auxiliary vari-
ables for weighting will be strongly correlated with both P and Y (Little and Vartivarian 2005). 
It has become increasingly clear that post- stratification weights based on demographics are infe-
rior to weights using a broader set of auxiliary variables and formed through a two- step pro-
cedure: (1) weighting (or adjusting design weights) for non- response, and (2) then adjusting 
through calibration/raking (Kolenikov 2016; Krueger and West 2014; Rota and Laitila 2015).
 The traditional method for developing non- response weights estimates the probability of a 
response (P) using variables that are available for both respondents and non- respondents. One 
thrust of the recent survey research literature is the importance of gathering as much informa-
tion as possible on non- respondents so as to improve the non- response adjustments (Kreuter et 
al. 2010; Krueger and West 2014; Olson 2013).
 A more recently developed and perhaps more promising alternative makes use of gold- 
standard reference samples – high- quality samples thought to yield accurate population bench-
mark estimates, like the CPS or the American Community Survey in the US – for non- response 
weighting. This method estimates P using variables that are common to both samples. Since this 
“propensity score weighting” method does not require data on non- respondents, it can be used 
for weighting nonprobability samples. A second virtue is that a potentially much wider set of 
variables can be utilized when building the non- response model, including attitudinal and 
behavioral measures in addition to demographics and paradata, though of course the relevant 
questions must have been asked on each survey. However, there is nothing approaching a con-
sensus as to what questions are essential to include. Studies evaluating the method have differed 
widely in the variables they incorporate (Berrens et al. 2003; Duffy et al. 2005; Lee 2006; Lee 
and Valliant 2009; Loosveldt and Sonck 2008; Schonlau et al. 2009). For example, Schonlau et 
al. (2009) used race, gender, age, income, self- assessed general health, and home ownership, 
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while Berrens et al. (2003) used questions on trust in government, personal efficacy, whether 
the respondent owned a retirement account, and whether the respondent had read a book, 
traveled, or participated in a sport recently. As Mick Couper (2013) has argued, building a richer 
understanding of how survey respondents differ from non- respondents remains one of the most 
important challenges to be confronted in the decades ahead.
 Finally, the data from most major surveys are released along with a single set of survey 
weights. However, it is clear that a single set of weights will be of limited value in reducing 
sample bias compared to weights constructed to be optimal for a given Y or set of Ys. Optimal 
weights would be constructed using non- response covariates strongly related to the Y(s) in ques-
tion and take into account item non- response as well as unit non- response. Efforts to develop 
such optimal weights and use them in estimation are underway (Caughey and Wang 2014; 
Andridge and Little 2011; Särndal and Lundström 2010).

Nonprobability survey samples

Writing in 1999, the prominent American pollster Walter Mitofsky condemned internet polling 
based on nonprobability samples, stating that “the willingness to discard the use of sampling 
frames as a means of selecting a sample and then the feeble attempts at manipulating the resulting 
bias … undermine the credibility of the survey process” (Mitofsky 1999: 26). The current con-
sensus remains skeptical of the value of nonprobability samples for population- based inferences, 
though puts it less stridently. The oft- quoted 2010 Report on Online Panels from the American 
Association for Public Opinion Research (AAPOR) concluded:

Researchers should avoid nonprobability online panels when one of the research 
objectives is to accurately estimate population values. There currently is no generally 
accepted theoretical basis from which to claim that survey results using samples from 
nonprobability online panels are projectable to the general population.

(AAPOR Standards Committee 2010: 758)

Similar conclusions are presented in a recent report to the US National Science Foundation 
(Krosnick et al. 2015) and in an important new volume on internet panel research (Callegaro et 
al. 2014). Major news organizations in the US, such as the Associated Press and the New York 
Times, generally limit their reporting of surveys to those based on probability samples.4

 Yet, that consensus is, in certain respects, starting to give way. A first development is signaled 
by a change in AAPOR’s guidelines about efforts to make population- based inferences from 
self- selected samples. The initial position taken by AAPOR was that any reporting of SEs when 
working with surveys using self- selected samples was “misleading” and that researchers working 
with opt- in panels should use the following wording when describing their study: “Because the 
sample is based on those who initially self- selected for participation [in the panel] rather than a 
probability sample, no estimates of sampling error can be calculated.”5 However, in 2015 
AAPOR revised its Code of Professional Ethics and Practices to allow for the reporting of SEs, 
“provided that the measures are accompanied by a detailed description of how the underlying 
model was specified, its assumptions validated and the measure(s) calculated,” suggesting a 
variety of possible methods for estimating SEs, including resampling techniques, Bayesian Cred-
ibility Intervals, and Taylor Series Linearization.6 Although research into the use of these tech-
niques for self- selected samples is just getting started, recent studies have advocated jackknife or 
bootstrap procedures as optimal for SE estimation with nonprobability samples (Isaksson, Lee, 
and Sweden 2005; Lee and Valliant 2009; Enderle and Münnich 2014). AAPOR’s 2013 Report 
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on the Task Force on Nonprobability Sampling provides much more information on the 
research and thinking that led to this revision (Baker et al. 2013).7

 Second, scholars are gaining a better appreciation of the diverse methods that can be used to 
select and weight respondents from opt- in internet panels and how these bear on sample quality. 
Many firms allow researchers to design a sample to meet demographic quotas on selected vari-
ables, sometimes also constructing weights to remedy remaining imbalances. Other firms use 
sample matching strategies, which require the use of data from gold- standard reference samples. 
One variant combines data from online panelists and the reference sample using variables 
common to both to estimate the propensity to fall into one or the other group, then builds the 
online survey sample so that its distribution of response propensities matches that of the refer-
ence sample (Terhanian and Bremer 2012). A second variant, used by YouGov, seeks to find 
respondents within the online panels that are best matches to respondents within the reference 
sample, which is more successful if the pool of online panelists is very large (Rivers 2007; Rivers 
and Bailey 2009). Either way, weights are constructed using the reference sample and other data 
on the target population in order to mitigate remaining imbalances. As described earlier, these 
methods frequently use a rich set of matching/weighting variables, including attitudinal and 
behavioral measures and paradata in addition to demographic data.
 Research is accumulating on how these variations matter to sample representativeness. 
Studies distributing the same questionnaire to respondents from different online panels demon-
strate substantial variation across the panels in how well the results match population bench-
marks (Yeager et al. 2011; Gittelman et al. 2015; Kennedy et al. 2016). Quota sampling will 
yield representativeness on the quota cells and calibration will do so for the calibration variables, 
but these techniques do not eliminate – or, often, even mitigate – bias on other measures (Mal-
hotra and Krosnick 2007; Yeager et al. 2011). Expanding the set of quota variables does not 
appear to help (Gittelman et al. 2015). Those within any given quota cell who respond to the 
survey remain markedly different from those who do not. Sample matching strategies, however, 
have much more promise, especially when combined with propensity score and calibration 
weighting (Baker et al. 2013; Rivers 2007; Gittelman et al. 2015; Kennedy et al. 2016; Ansola-
behere and Schaffner 2014; Ansolabehere and Rivers 2013; Sanders et al. 2007; Vavreck and 
Iyengar 2011; Simmons and Bobo 2015). Just how effective, of course, depends on the variables 
used in the matching/weighting – ideally highly correlated with target variables and the propen-
sity to respond (Little and Vartivarian 2005), while also being exogenous to the phenomena 
being studied (Kennedy et al. 2016; Rivers 2016).
 That is not to say that well- designed and weighted samples drawn from opt- in internet panels 
are equal in quality to well- designed and weighted probability samples. Studies have typically 
found more sample bias in opt- in surveys than in surveys conducted FTF, by telephone or over 
the web with respondents selected using probability methods (see reviews in AAPOR Standards 
Committee 2010; Callegaro et al. 2014; Fieldhouse and Prosser in this volume). However, few 
of these studies use opt- in survey samples that were developed and weighted using what we 
now think to be best practices (Baker et al. 2013). Those that do use best practices show more 
promising results, but still typically find one or more variables for which the opt- in sample is less 
accurate (see, for example, Ansolabehere and Schaffer 2014; Simmons and Bobo 2015).8 Sim-
ilarly, even the best opt- in surveys have on occasion fared worse than probability- based surveys 
in predicting electoral outcomes. For example, YouGov underestimated Tory support in the 
2015 British elections more so than did the British Election Study, conducted FTF. The main 
reason, according to YouGov, was that their weighted sample of young people (who tend to 
vote Labour) were more politically engaged than young people in the electorate overall.9 Voter 
turnout in the US also tends to be more inflated in Cooperative Congressional Election Study 
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(CCES) surveys carried out with YouGov samples than it is in data from ANES surveys based 
on probability sampling and conducted FTF. Both samples have a greater percentage of vali-
dated voters than they should, but the percentage of those falsely claiming to have voted is twice 
as high in the CCES as it is in the ANES (Ansolabehere and Hersh 2012).10

 Still, the advantages of using probability- based sampling (plus weighting) instead of sample 
matching (plus weighting) may disappear when response rates for the former dip into the low 
double or single digits, as Doug Rivers has long argued (see, for example, Rivers 2009, 2016; 
see also Baker et al. 2013). An important new study conducted by the Pew Research Center 
suggests as much (Kennedy et al. 2016). Kennedy et al. solicited nine surveys from eight opt- in 
panel vendors to compare to surveys of Pew’s probability- based panel (ATP), using an identical 
questionnaire. The ATP response rate was in the 3.4–3.7 percent range. The study compared 
sample means and multivariate coefficients obtained from the various samples to benchmarks 
from CPS, examined how well coefficients from the online surveys predicted outcomes in the 
CPS data, and performed a series of analyses to determine the value added by sample selection 
vs. sample weighting procedures. In almost every analysis, Sample “I” outperformed ATP and 
the rest of the opt- in samples, and as Rivers (2016) revealed, Sample I was YouGov. The study 
judged the YouGov survey superior in its sample selection design as well as in its weighting 
procedures. At the same time, the study showed that all 10 web surveys reported much more 
political and, especially, civic engagement than did the CPS after weighting, and tended to be 
especially inaccurate in depicting the characteristics of sample subgroups including Blacks, 
Hispanics, and the young. The report concluded that Sample I (YouGov) had developed a 
“better methodology” that produces “a more representative, more accurate national survey than 
the competition within the online nonprobability space,” while also noting that the ATP per-
formance was “mixed” (p. 5). Although just one study, the Kennedy et al. (2016) report will 
undoubtedly spur a further conversation on the relative merits of probability- based vs. opt- in 
web survey samples.

Looking forward

Most of the research on sample quality has focused on how an unrepresentative sample will yield 
a misleading portrait of the target population writ large, without considering how the inferences 
regarding subpopulations are affected. Yet, the erosion of response rates and proliferation of 
nonprobability samples may be affecting our inferences concerning some subgroups more than 
others. If it is hard to encourage certain groups to participate in surveys – e.g., Blacks or Hispan-
ics, young people, the less educated – then it would not be surprising to find that, among such 
groups, the people who do participate are especially unlike their non- responding counterparts. 
Results from the 2012 ANES comparison of web and face- to-face surveys are illustrative. The 
discrepancy in self- reported 2008 turnout between the web sample (from KnowledgePanel, 
response rate 2 percent) and the face- to-face sample (response rate 49 percent) was almost five 
times greater for those with a high school degree or less (14.4 percent) than for those with a 
college degree or more (2.9 percent), after weighting. The comparable figures for self- reported 
turnout in 2012 were 9.0 percent vs. –1.5 percent. Without denying the importance of overall 
sample representativeness, future research should delve more deeply into sample biases affecting 
our understanding of subgroup differences and how best to alter survey design and weighting 
procedures to mitigate them.
 Little attention has also been given to how bias in survey samples affects interpretation of 
treatment effects from survey experiments. One prong of the existing research has considered 
how well results from survey experiments carried out on nonprobability samples compare to 
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benchmarks obtained from population- based survey experiments, which has tended to be reas-
suring (Berinsky, Huber, and Lenz 2012; Mullinix et al. 2015, also see Barabas and Jerit 2010; 
Hainmueller, Hangartner, and Yamamoto 2015). Other work examines the question of whether 
survey- experimental data should be weighted, keeping in mind the fact that the size of the 
weight is inversely related to the magnitude of the estimated probability of a survey response, P̂ 
(Solon, Haider, and Woodlridge 2015; Levin and Sinclair 2016; see also Cole and Stuart 2010; 
Hartman et al. 2015; and Stuart et al. 2011, who consider clinical trials not surveys). If a treat-
ment effect is homogeneous or has heterogeneity that is unrelated to P, then the sample average 
treatment effect (SATE) gives an unbiased estimate of the population average treatment effect 
(PATE) and a weighted analysis is inadvisable as it will only inflate the SEs. If the treatment 
effect varies with P and the missing data are ignorable after weights are applied (a heroic assump-
tion), then the weighted analysis will also yield an unbiased estimate of PATE, though not if the 
treatment effect is estimated while controlling for covariates (Solon, Haider, and Wooldridge 
2015). Otherwise, SATE will be a biased estimator of PATE.
 The practical advice offered by Solon, Haider, and Woodlridge (2015) is to examine whether 
the treatment effect is heterogeneous with respect to the weights by analyzing the data with and 
without weighting, and then to report and discuss both sets of results. It may, however, be more 
transparent and informative for researchers to simply display and discuss how estimated treat-
ment effects vary with P̂. Since P can be estimated for virtually any sample using the propensity 
score weighting techniques described earlier, even those working with convenience samples 
should be able to bring this evidence to bear on the generalizability of their results. Levin and 
Sinclair (2016) and Hartman et al. (2015) go further, proposing techniques for directly estimat-
ing the population average treatment effect on the treated (PATT). Levin and Sinclair show 
how three different techniques for matching treatment and control subjects can be modified to 
incorporate survey weights. Hartman et al. recommend estimating treatment effects within 
matched groups of treatment and control subjects, and then estimating PATT by aggregating 
these effect sizes weighted by the population proportion for each matched set. As this literature 
develops and starts to affect standards of practice, it should yield a much richer sense of how the 
quest for representative samples bears on the goal of generalizing sample- based causal 
inferences.

Notes

 1 Bethlehem (2010: 172–173) shows that the bias is approximately [R(P, Y)*S(P)*S(Y)] ÷ P̄, the formula 
used to create Figure 36.1.

 2 A SD of 0.05 for P approximates the situation where the distribution is highly skewed (e.g., Beta dis-
tribution parameters of 0.2 and 8), while the SD of 0.30 for P approximates the situation where the 
distribution is uniform or even modestly U- shaped (Beta parameters of 1 and 1, or 0.2 and 0.7).

 3 Efforts to reduce non- response bias could also end up increasing measurement error. Recent studies 
have found that people with a low propensity to respond tend to provide poorer quality data when they 
do respond, e.g., more item non- response, less consistent responses, more straightlining, and less 
information in response to open- ended questions (Fricker and Tourangeau 2010; Dahlhamer 2012; 
Roberts, Allum, and Sturgis 2014).

 4 See http://graphics8.nytimes.com/packages/pdf/politics/20110511quick_checklist.pdf for the NYT 
and http://commonsensej.blogspot.com/2007/11/ap- style-other- recent-updates.html for the AP.

 5 www.aapor.org/Education- Resources/For- Researchers/Poll- Survey-FAQ/Opt- In-Surveys- and-
Margin- of-Error.aspx.

 6 www.aapor.org/getattachment/Education- Resources/For- Researchers/AAPOR_Guidance_Nonprob_ 
Precision_042216.pdf.aspx. See, also, the 2014 joint ESOMAR/WAPOR Guideline on Opinion Polls 
and Published Surveys, available at http://wapor.org/esomarwapor- guide-to- opinion-polls/.

http://www.graphics8.nytimes.com/packages/pdf/politics/20110511quick_checklist.pdf
http://www.commonsensej.blogspot.com/2007/11/ap-style-other-recent-updates.html
http://www.aapor.org/Education-Resources/For-Researchers/Poll-Survey-FAQ/Opt-In-Surveys-and-Margin-of-Error.aspx
http://www.aapor.org/Education-Resources/For-Researchers/Poll-Survey-FAQ/Opt-In-Surveys-and-Margin-of-Error.aspx
http://www.aapor.org/getattachment/Education-Resources/For-Researchers/AAPOR_Guidance_Nonprob_Precision_042216.pdf.aspx
http://www.aapor.org/getattachment/Education-Resources/For-Researchers/AAPOR_Guidance_Nonprob_Precision_042216.pdf.aspx
http://www.wapor.org/esomarwapor-guide-to-opinion-polls/
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 7 AAPOR still, however, uses the acronym SLOP for “self- selected opinion polls” in the section of their 
website on “Bad Samples” (www.aapor.org/Education- Resources/For- Researchers/Poll- Survey-
FAQ/Bad- Samples.aspx).

 8 Mode differences can arise due to differences in sample quality or in response quality. It is often difficult 
to determine which cause is producing differences. The literature has, however, consistently demon-
strated less social desirability bias in web surveys than in those conducted FTF or by telephone, with 
recent studies also demonstrating that web surveys elicit more negative attitudes (see, for example, 
Klausch, Hox, and Schouten 2013; Pew 2015; Ye, Fulton, and Tourangeau 2011; Tourangeau and 
Yan 2007). There is also fairly strong evidence that web surveys elicit more item non- response, speed-
ing, and straightlining (see, for example, Heerwegh and Loosveldt 2008). See Fieldhouse and Prosser 
(in this volume) for further details.

 9 https://yougov.co.uk/news/2015/05/08/general- election-opinion- polls-brief- post-mortem/ and https://
yougov.co.uk/news/2015/12/07/analysis- what-went- wrong-our- ge15-polling- and-what/.

10 Since social desirability bias has consistently been found to be lower in self- administered surveys than 
in FTF surveys, this high rate of misreporting in the CCES is likely tied to sample composition.
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Horses for Courses
using internet surveys for researching public 

opinion and voting behavior

Edward Fieldhouse and Christopher Prosser

With the rapid growth of the internet and digital technology in recent decades, public opinion 
and electoral research has undergone a transformation in how data are collected. As in- person 
surveys based on random probability samples of the population have become increasingly expen-
sive, they have become increasingly rare. Declining response rates for telephone surveys and 
unresolved questions about the impact of mobile phones on sampling frames have also raised 
questions about the continued validity of phone samples (Curtin, Presser, and Singer 2005; 
Lavrakas et al. 2007). At the same time internet- based surveys, which can be delivered at a frac-
tion of the cost in a short time frame, have become widespread. Online panel surveys have 
become perhaps the predominant way to collect data about political attitudes and behavior.
 However, despite a common assumption that internet surveys would eventually make other 
forms of data collection redundant, the inexorable march of the online panel and the decline of 
other forms of survey data collection have been hampered by doubts about the accuracy and 
representativeness of online data.
 Funders of research in political science, and customers of public opinion research more 
generally, have continued to hedge their bets whilst researchers attempt to resolve the on- going 
debate about whether online surveys can produce data of the same (or better) quality than more 
traditional methods. Survey research always involves necessary compromise between the quality 
of the data, the feasibility of contacting respondents, and the cost of doing so (Kish 1987). Inter-
net surveys have a clear advantage in terms of cost – the cost per respondent and speed of data 
collection is unparalleled in other survey modes. The question for survey researchers is whether 
the potential risks of internet survey data outweigh these advantages.
 In this chapter, we review some of the burgeoning evidence about the quality of internet- 
based survey methods.1 There is strong evidence that online surveys enjoy considerable advant-
ages that make them the mode of choice for a number of research purposes, but at the same time 
other methods – particularly those based on random probability samples – are better suited for 
making point estimates of population values. In other words, it is not a case of which mode is 
better, but a case of “horses for courses,” meaning that, for the time being at least, online and 
offline modes of data collection will continue to exist in parallel.
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Types of internet survey

Traditional survey modes are often linked to particular sampling methods – face- to-face surveys 
are usually associated with area sampling, and phone surveys are most often conducted by 
random digit dialing (RDD) (Tourangeau, Conrad, and Couper 2013). This is not the case for 
internet surveys, which come in various shapes and sizes, and in terms of assessing the advantages 
and disadvantages of different modes of data collection, the devil is in the detail.
 One important characteristic of most internet surveys is the panel element: whereas it might 
be feasible to carry out one- off internet surveys amongst a small and known target population, 
because of the lack of a sampling frame for the population, many internet surveys are based on 
existing larger access panels that are regularly drawn on to complete a variety of different surveys. 
These access panels are distinct from traditional longitudinal panel surveys, which repeatedly 
measure the attitudes and behaviors of the same respondents. Access panels can themselves be 
used to create longitudinal panels – for example, the British Election Study Internet Panel 
(Fieldhouse et al. 2015).
 Other forms of internet survey do exist, such as river sampling – where respondents are 
recruited to take a survey via an advertisement or webpage rather than through an access panel. 
However, the dominant model of internet survey research is conducted using access panels 
(AAPOR Standards Committee 2010), and we focus our discussion in this chapter on these.2 As 
we discuss below, the panel element of internet samples provides a number of advantages when 
it comes to researching the dynamics of political attitudes and voter behavior.
 The most important characteristic of an internet panel is the method of sampling. There are 
two main types of samples used in internet survey panels – probability samples and nonprobability 
(opt- in) samples. Many of the criticisms leveled at internet surveys are aimed at the absence of 
probability sampling rather than the effects of delivery by internet. When comparing different 
modes of data collection (for example, telephone and internet), it is important to differentiate 
between the effects of mode from the effects of sampling. Bias in survey data has two main sources: 
bias in the sample and bias in the responses. Bias in the sample arises because the sample isn’t rep-
resentative of the target population, which may be due to the way the sample was drawn or to 
variations in the willingness of different groups to respond to the survey. Response bias, on the 
other hand, arises because those that do complete the survey may give inaccurate or misleading 
answers, or may be unable (or unwilling) to answer the questions in the way that was intended by 
the researcher. Both response and non- response bias are, of course, distinct from (and in addition 
to) sampling error, which refers to the random sampling variability inherent in any sample data.
 Although for practical reasons mode and sampling methods may be related to each other, 
they can be separated. For example, online panels can be selected by random probability sam-
pling, and in- person surveys can be selected on the basis of nonprobability methods such as 
quotas. However, in practice, due to the substantial costs of probability sampling over the inter-
net and the potential saving from the removal of all interviewer costs, internet surveys are 
usually based on nonprobability samples.

Sampling and accuracy

Statistical inference is the idea that one can make generalizations about an entire population 
from a sample that is drawn from it. This is based on the simple premise that everyone in the 
population has a non- zero and known chance of being included in the sample.
 One of the main threats to inference from internet panel samples is coverage error (Couper 
2000). Coverage error is error that arises due to the people that are missing from a sampling 
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frame (and so have a zero probability of being included in the survey) and differences between 
people covered by the frame and people who are not (Groves 1989). If the sampling frame 
covers the entire population, or those who are missing from the frame are missing at random, 
then no coverage error will occur. However, non- internet users are not missing at random from 
internet surveys. People with internet access and who use the internet regularly are systemati-
cally different from those who do not on socio- demographic, attitudinal, and other characteris-
tics (Ragnedda and Muschert 2013; Zickuhr and Smith 2012).
 Internet access and use has increased rapidly since the early days of internet survey research. 
However, there is still a sizeable population without internet access – according to the World 
Bank, in 2014, 22 percent of the adult population of OECD countries did not have access to the 
internet. Increasing internet penetration does not mean the risk of coverage error is decreasing. 
As the population without internet access becomes smaller, differences between people with and 
without internet access may become more pronounced (Callegaro, Baker et al. 2014).
 An additional challenge for internet surveys is that there is no sampling frame of the general 
population from which to draw a sample, making it impossible to calculate the probability of 
selection. In- person surveys can sample from fairly complete registers of addresses, and tele-
phone surveys can use random digit dialing, but there are currently no complete registers of 
e- mail or IP addresses of internet devices (computers, tablets, smartphones, etc.), and there is no 
clear link between devices and the population unit of interest (i.e., the individual person or 
voter). Not only are many devices shared (e.g., home computers) but many individuals have 
multiple devices and others none at all.
 To address the lack of sampling frame, some internet panel probability samples are recruited 
offline using traditional address based or RDD random sampling methods (web probability 
panels). Coverage errors due to respondents not having internet access are solved by either pro-
viding it for them or supplementing the internet survey with additional survey modes (AAPOR 
Standards Committee 2010). However, this significantly increases the cost of recruiting and 
maintaining the panel and the dominant form of the internet sample remains the nonprobability 
based on opt- in panel.
 There are many ways in which respondents might be recruited to a nonprobability panel but 
exactly how respondents are recruited to different panels is often protected as proprietary 
information (AAPOR Standards Committee 2010). Known methods for recruitment include 
advertising on websites, target mailing through partner organizations, and recommendation by 
other panelists. Panelists are usually offered a small incentive for taking part in surveys, generally 
entries into a prize draw or points which can be redeemed for cash. Examining the reasons 
people participate in online surveys, Poynter and Comley (2003) find that most (59 percent) 
respondents say incentives are an important reason, as well as other reasons such as curiosity (42 
percent), enjoyment (40 percent), and having their views heard (28 percent).
 Once they have developed an access panel, internet survey operators attempt to emulate a 
population sampling frame by drawing samples from the larger access panel in numbers or 
quotas for different groups based on the relative size of those groups in the target population. 
Regardless of its sophistication, no method can transform a nonprobability sample into a prob-
ability sample. The goal of all research is to make inferences about phenomena that are unbiased 
by “disturbing variables” (Kish 1987) that might lead to incorrect conclusions. Probability sam-
pling diminishes the risks of this problem through randomization. Nonprobability samples do 
not have the benefit of randomization, and if self- selection into a nonprobability panel is related 
to the variables of interest then there is the substantial risk that inferences will be wrong (Baker 
et al. 2013). However, as Kish wrote, “Great advances of the most successful sciences … were, 
and are, achieved without probability sampling … Probability sampling for randomization is not 
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a dogma, but a strategy …” (1965: 28–29). Nonprobability samples have a long history of use in 
public opinion research in the form of quota sampling. History has shown that, although quota 
samples can come up with the right answer some of the time, they can also go drastically wrong 
(Mosteller et al. 1949; Jowell et al. 1993). Without a theoretic basis, it is impossible to judge 
how accurate a nonprobability sample will be.
 Some scholars have risen to this challenge and have tried to put the use of nonprobability 
samples on a firmer theoretical footing (Rivers 2007; Terhanian and Bremer 2012). This work 
draws from case- control methods and uses matching to a control group (Rosenbaum and Rubin 
1983) at the sample selection stage and propensity score weighting after sample selection to deal 
with potential biases in the sample (see Chapter 36 for a more comprehensive examination of 
these issues).
 The most important element of inference with nonprobability samples is whether the self- 
selection into the sample is “ignorable” (Rivers 2013). Essentially, the opt- in sample (where 
probability of inclusion is affected by unobserved effects of self- selection, non- response, and 
non- coverage) can provide an estimate of a variable Y so long as the probability of inclusion is 
conditionally independent of Y (Rubin 1976). In other words, it is ignorable insofar as it is pos-
sible to explain any difference between the survey and the population on Y with a given set of 
covariates.
 Whether self- selection into nonprobability internet panels is ignorable is an empirical ques-
tion. Research in Britain suggested that nonprobability internet surveys show great promise 
(Sanders et al. 2004; Sanders et al. 2007; Twyman 2008). However, the early consensus in 
American studies of internet surveys was that nonprobability panels performed worse than prob-
ability surveys of different modes (Malhotra and Krosnick 2007; Chang and Krosnick 2009; 
Pasek and Krosnick 2010; AAPOR Standards Committee 2010; Yeager et al. 2011). More 
recent American studies have been more optimistic (Ansolabehere and Schaffner 2014; Kennedy 
et al. 2016). In the next section, we examine the performance of nonprobability samples in 
more detail.

Fit for purpose?

It is important to distinguish between two purposes that surveys might have – estimating popu-
lation values of certain variables and of estimating the relationship between sets of variables. 
Accurate point estimates can be estimated from nonprobability samples (Wang et al. 2015; 
Kennedy et al. 2016) but that does not mean that they will be estimated accurately (see Chapter 
36 in this volume). Recent research (Kennedy et al. 2016) has emphasized that certain types of 
nonprobability panels, particularly those that employ sophisticated matching and propensity 
score weighting methods, perform much better than other types of panel. The key question is 
whether those methods can adequately adjust for the effects of selection. The consensus is that 
if the research goals are point estimates of particular variables in the population the risks of 
incorrect inferences are substantially lower using probability sampling methods (Baker et al. 
2013; Callegaro, Villar et al. 2014).
 A perennial problem for surveys of all types is that survey respondents tend to be politically 
and civically more engaged than the general population, and this is likely to be especially true 
for opt- in panels (Groves, Presser, and Dipko 2004; Tourangeau, Groves, and Redline 2010; 
Kennedy et al. 2016). The population distribution of political engagement is essentially unknow-
able and so if political engagement is a non- ignorable conditioning variable this might present a 
serious problem. An example of such a problem is demonstrated by Mellon and Prosser (forth-
coming) in their examination of the 2015 British polling failure. Mellon and Prosser find that 
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the key explanation for the polling miss was the under sampling of non- voters. The demograph-
ics of turnout and party support are correlated – for example, younger people are less likely to 
vote in general, but more likely to vote Labour when they do vote. When a pool of respondents 
that does not contain a representative number of non- voters is quota sampled or weighted to 
look like the population, voters that demographically resemble non- voters (and the parties they 
support) will be overrepresented in the sample.
 Whilst the evidence on the accuracy of point estimates from internet surveys based on non-
probability panels is decidedly mixed, many have argued that researchers are often more inter-
ested in understanding the relationships between variables, rather than their prevalence in the 
population. In this respect, the debate is similar to that over the use of convenience samples such 
as college students in experimental psychology (Mook 1983; Sears 1986). Again the key concern 
is “ignorability” – there is no basis for assuming the homogeneity of relationships between non-
probability samples and the population. In psychology, for instance, there is some evidence that 
college student samples lead to effect sizes of different magnitude, direction, and significance 
compared to non- student samples (Peterson 2001). Similarly, a recent comparison of several 
nonprobability internet samples found that the samples with the least accurate point estimates 
were also least accurate in terms of relationships between variables (Kennedy et al. 2016).
 Comparing probability and nonprobability samples, some studies have found substantial vari-
ation in the strength and significance of different coefficients (Malhotra and Krosnick 2007; 
Pasek and Krosnick 2010) whilst others have found more similar results (Berrens et al. 2003; 
Sanders et al. 2007; Stephenson and Crête 2011; Ansolabehere and Schaffner 2014; Simmons 
and Bobo 2015; Bytzek and Bieber 2016; Pasek 2016).
 A common finding with internet surveys is higher levels of concurrent and predictive valid-
ity on the internet compared to telephone surveys (Chang and Krosnick 2009; Simmons and 
Bobo 2015; Pasek 2016). For example, Chang and Krosnick (2009) find that vote choice meas-
ured in internet surveys was more highly correlated with widely accepted predictors of vote 
choice, such as government approval and party identification. Whether or not this increased 
explanatory power is a function of the mode or an artefact of sample composition (Simmons and 
Bobo 2015) is not clear.
 Malhotra and Krosnick (2007) suggest nonprobability samples can be more troublesome for 
some outcome variables than others. For example, models of turnout are especially problematic 
as commonly over 90 percent of internet panels (claim to) vote, leaving a very small (and likely 
unrepresentative) proportion of the sample to explain the differences between voters and non- 
voters. How important differences in coefficients are is a matter of judgment. Many of the studies 
which have argued in favor of nonprobability samples find differences in coefficient strength but 
ultimately argue that you “would make the same policy inference” (Berrens et al. 2003: 20) or 
reach the same conclusions about different models of vote choice (Sanders et al. 2007).
 Even if nonprobability panels can, and often do, result in the same inferences as probability 
panels, this is not the same thing as saying they will. Even studies supporting the use of nonprob-
ability panels contain contradictory results. For example, researchers would reach the opposite 
conclusions about the effect of gender on turnout depending on whether they used the probability 
or nonprobability samples reported in Sanders et al. (2007). Although nonprobability samples may 
be perfectly adequate for many, even most, research purposes, findings from nonprobability samples 
that contradict theoretical expectations and long- standing trends should be treated with caution.
 The use of nonprobability internet samples for research is a rapidly developing area. Increas-
ingly nonprobability samples can, and do, perform just as well as probability samples – and in 
some cases actually outperform them (Kennedy et al. 2016). The crux of the debate is therefore 
not whether you can make inferences from nonprobability samples, but about the assumptions 
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that one must make, and whether such assumptions are any less relevant to probability samples 
with non- response.

Benefits of internet surveys

Despite some of the reservations about the representativeness of (nonprobability) internet 
samples, delivery of a survey instrument by internet has a number of potential advantages com-
pared to interviewer- based methods of collection. While in- person surveys offer the benefits of 
personal rapport between interviewer and respondent – encouraging participation, clarifying 
questions, interpreting responses, and helping reduce item non- response – there are also associ-
ated disadvantages. Collection of data by trained interviewers is expensive, particularly with the 
increasing costs of human labor and travel. Even telephone and mail costs tend to be expensive 
compared to online completion of surveys (Callegaro, Baker, et al. 2014). But quite apart from 
costs, online surveys can be fielded very quickly and turnaround times can be kept short as they 
do not rely on the availability of interviewers. Moreover, respondents can complete the survey 
at their own convenience, taking breaks when they like, making the experience less demanding. 
The use of the internet means that complex routing, randomization, and attractive presentation 
can be used to smooth the survey experience. It also facilitates use of complex visual and audio 
tools, and the straightforward delivery of survey experiments (Skitka and Sargis 2006). Given 
the current popularity of experimental methods for making causal inferences, the convenience 
of being able to implement fairly complex survey experiments (for example, including multime-
dia) on substantial samples with a panel is an attractive feature of internet surveys (Mutz 2011).
 A further advantage of internet surveys is the inherent benefits of a panel design. Whilst in- 
person survey and telephone surveys can be designed as a panel, the maintenance of the panel 
element adds to the higher cost compared to internet surveys. When studying political behavior, 
there are always dangers to causal inference brought about by endogeneity. It is widely accepted that 
both these problems can be ameliorated, if not eliminated, by a panel design using a range of special-
ized statistical methods for panel data analysis (Finkel 1995). Internet surveys offer a fast and cost- 
effective way of delivering repeated measure data for large numbers of citizens and offer a uniquely 
valuable resource for researchers concerned with understanding within- person change. Just as the 
representativeness of a sample may be less critical for the relationship between variables than it is for 
making point estimates, the risks associated with analyzing within- person change are lower still as 
many unobserved characteristics are constant. For example, if we are interested in factors that affect 
voters switching from party A to party B, we do not require the sample to be perfectly representa-
tive with respect to party support, or even other variables correlated with party support; we only 
require that factors related to switching are not correlated with the probability of being included in 
the sample. Because these risks are relatively low compared to the risk of obtaining misleading point 
estimates, we suggest that the question of which is the better choice (internet versus non- internet) 
depends on the purpose for which it is needed, as well as the type of sample.

Mode effects

Internet surveys have a great deal in common with other visual and self- administered survey 
modes (Tourangeau, Conrad, and Couper 2013). A particular concern with all surveys, but par-
ticularly self- administered modes is satisficing (Krosnick 1991). Satisficing is the use of cognitive 
shortcuts to reduce required effort to answer survey questions and varies with motivation, 
ability, and the difficulty of questions. Face- to-face surveys reduce satisficing because interacting 
with an interviewer in person increases motivation (Holbrook, Green, and Krosnick 2003), 
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whilst internet surveys may be more cognitively demanding because they require respondents 
to know how to use a computer and answer questions without help from an interviewer (Heer-
wegh and Loosveldt 2008). Others, however, have argued that visually administered surveys 
actually reduce the cognitive burden of a survey because respondents do not have to hold 
information in their working memory (Tourangeau, Conrad, and Couper 2013).
 In common with other visually administered surveys, internet surveys are prone to one par-
ticular form of satisficing – primacy bias – the tendency for respondents to pick early response 
options in lists (in contrast to orally administered surveys, which are more likely to suffer recency 
bias because respondents have to hold information in working memory [Chang and Krosnick 
2009]). Primacy bias was originally observed in self- administered paper surveys (Krosnick and 
Alwin 1987). Evidence from eye- tracking data shows that some respondents in computer- 
administrated surveys pay more attention to items at the top of a list (Galesic et al. 2008). There 
is also the possibility of computer- specific primacy effects from certain design options like scroll-
ing answer lists where not all answers are visible at the same time (Couper et al. 2004). However, 
set against this, internet delivery offers a relatively simple way to randomize the order of response 
options compared to interviewer- based methods.
 Another common concern with internet surveys is speeding: the tendency for some respondents 
to go through a survey as quickly as possible without paying adequate attention to the questions. 
Tourangeau, Conrad, and Couper (2013) argue that speeding is a problem in any self- administered 
survey but is associated with internet surveys because it is detectable. A recent evaluation of speeding 
(Greszki, Meyer, and Schoen 2014) found that, although speeding occurs, it does not do so at the 
high levels some have assumed and is not so prevalent or systematic that it affects estimates.
 One form of satisficing that might be of particular concern for some research questions is the 
tendency for some internet respondents to cheat on knowledge questions. A consistent finding 
from many studies is that respondents completing surveys online tend to score higher on know-
ledge questions (Ansolabehere and Schaffner 2014; Fricker et al. 2005; Strabac and Aalberg 
2011). These studies have generally concluded that people with internet access are more 
informed than their offline counterparts. Recent evidence suggests, however, that some respond-
ents cheat on knowledge questions by researching the answers while they take the survey (Clif-
ford and Jerit 2014; Burnett 2016). Despite the dangers of various forms of satisficing, much of 
the research has demonstrated that overall satisficing is lower in internet surveys than in tele-
phone surveys (Chang and Krosnick 2009).
 A widely cited advantage of internet surveys is an improvement in response accuracy for sens-
itive items. The presence of an interviewer can induce social desirability bias by reducing the sense 
of privacy (Holbrook, Green, and Krosnick 2003; Tourangeau and Yan 2007; Kreuter, Presser, 
and Tourangeau 2008; Heerwegh 2009). Mainly this means that interviewees are inclined to hide 
opinions and behaviors that they perceive to be socially undesirable, or in some sense transgress 
accepted social norms (Krysan 1998). For example, this might include unwillingness to admit to 
socially conservative values, such as against immigration or support for extremist parties, and to 
overestimate socially desirable attributes such as voter turnout. In contrast in internet surveys, 
respondents can express their socially undesirable opinions in private. For example, Tourangeau, 
Groves, and Redline (2010) found that self- reported illicit drug use showed consistently higher 
rates of reporting with self- completion compared to interviewer administration. Chang and Kros-
nick (2009) find lower levels of socially desirable responding in internet surveys, as measured by 
the answers provided by white respondents to questions about government programs to support 
African Americans. Whilst there have been exceptions to this finding (see Ansolabehere and 
Schaffner 2014), the general consensus is that self- completion internet surveys are likely to have 
fewer problems of social desirability bias than interviewer- based modes.
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Panel conditioning and trained respondents

Internet panelists are often members of multiple panels (Stenbjerre and Laugesen 2005; Vonk, 
van Ossenbruggen, and Willems 2006) and a small number of panel members account for a large 
proportion of survey responses (Craig et al. 2013). The effect of repeated participation in survey 
research can be divided into two types – the effect on respondents’ attitudes and behaviors, and 
the way in which they respond to the survey itself. Sturgis, Allum, and Brunton- Smith (2009) 
argue that repeatedly administering attitude questions causes respondents to reflect and deliber-
ate on the issues raised by the questions they are asked. The results of this are stronger and more 
internally consistent attitudes in the later waves of a panel survey. There is also some evidence 
that being asked about electoral participation might increase the likelihood of actually voting 
(Greenwald et al. 1987; Granberg and Holmberg 1992).
 Most panel conditioning research, however, has examined the effect of survey participation on 
the survey response process itself. Trained respondents (i.e., those who have taken many surveys) 
tend to answer surveys more quickly than fresh respondents (Toepoel, Das, and van Soest 2008). 
This could be in part because trained respondents are used to the question- answering process and 
learn how to interpret questions but it could also be due to satisficing and trained respondents may 
not read questions properly and thus make more mistakes. Toepoel, Das, and van Soest (2008) 
suggest the latter is the case and trained respondents are less likely to notice reverse- worded ques-
tions. Other research has found similar results, with a strong correlation between “professional” 
(those that take a large number of surveys) and inattentive respondents (Vonk, van Ossenbruggen, 
and Willems 2006). Whether this occurs due to training effects or the type of respondents in non-
probability samples is unclear. Chang and Krosnick (2009) find evidence of practice effects for 
probability internet panel respondents but not for nonprobability panel respondents. Hillygus, 
Jackson, and Young (2014) suggest that satisficing behavior of professional respondents is not due 
to panel conditioning but to differences in motivation – professional respondents take surveys 
because they want compensation rather than because they are interested in the survey topic.
 There is also evidence from offline surveys that repeatedly administering questions about 
sensitive items can lead to more socially desirable reporting (Sharpe and Gilbert 1998; Halpern-
 Manners and Warren 2012). Sharpe and Gilbert (1998) find that repeated administration of the 
Beck Depression Inventory leads to more socially desirable responses and Halpern- Manners and 
Warren (2012) find a similar effect for labor market status. How these effects interact with 
 sensitive item reporting is not yet clear.
 Bias from panel conditioning may be exacerbated by differential attrition in panels and 
varying levels of response to invitations from panel members to specific surveys. For example, 
panel members who choose to complete political surveys tend to be more interested in politics. 
This is akin to non- response bias in probability surveys, although response rates in internet 
surveys are hard to define because of lack of a sampling frame, and there is no agreed way to 
define response metrics (see Callegaro and DiSogra 2008). Cavallaro (2013) suggests that the 
problems with attrition – the non- random dropping out of some types of respondents – pose a 
more serious problem to internet panels than the problem of panel conditioning.

Conclusions

Given the problems we have outlined in this chapter, the reader would be forgiven for thinking 
that our advice would be to avoid using nonprobability internet panels. This is not our intention 
and we follow other authors (Farrell and Petersen 2010; Callegaro, Villar et al. 2014) in saying 
that internet research should not be stigmatized. It is important, however, for users to be aware 
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of the potential pitfalls of particular survey modes and threats to inference that may emerge from 
internet survey research. A recent report into nonprobability internet panels by the American 
Association for Public Opinion Research (AAPOR) identified a continuum of the expected 
accuracy of estimates from nonprobability samples, with the highest risk of false inferences 
arising from the use of uncontrolled convenience samples but treating the sample as if the 
respondents were a random sample of the population. The accuracy of estimates is likely to be 
much higher when using surveys that select respondents and adjust the data for non- ignorable 
conditioning variables. As the study notes, the challenge for researchers “arises in placing surveys 
between the two extremes. This is largely uncharted territory for social, opinion, and market 
research surveys” (Baker et al. 2013: 100).
 All survey research is imperfect (Weisberg 2005). The potential problems with internet 
samples – particularly nonprobability samples – should not be taken to mean that other survey 
modes are without risks, nor that the problems with internet panels are insurmountable obstacles 
to inference.
 The question for researchers must be what is the aim of their research? An earlier AAPOR 
report into internet surveys recommended that “researchers should avoid nonprobability online 
panels when one of the research objectives is to accurately estimate population values” (AAPOR 
Standards Committee 2010: 758), a conclusion echoed by many others (see, for example, Calle-
garo, Villar et al. 2014; Simmons and Bobo 2015; Bytzek and Bieber 2016, but see Stoker and 
McCall in this volume). Although some internet panels have shown great promise and this advice 
may change in the future, for the time being at least we see no reason to dissent from this view.
 For other research purposes, internet panels offer greater potential. Seemingly intractable 
debates over causal ordering in electoral research mean that cross- sectional surveys are increas-
ingly inadequate to answer research questions (Hillygus 2011). No research is without risk and 
users of internet surveys should approach internet research with their eyes open, but the poten-
tial for low- cost longitudinal panels and embedded survey experiments provides an unparalleled 
opportunity for researchers to answer important questions about electoral behavior.

Notes

1 For a more detailed look at the potential problems with nonprobability sampling and its similarities 
with non- response in probability samples, see Chapter 36 in this volume.

2 A further type of internet data collection that is seeing an increasing number of users is what might be 
termed internet convenience samples – running surveys and experiments on crowdsourced labor plat-
forms such as Amazon Mechanical Turk. We do not discuss this type of data here but many of the 
same concerns and considerations about data quality in internet panel surveys might equally apply to 
internet convenience samples (see, for example, Clifford, Jewell, and Waggoner 2015).
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The Use of AggregATe DATA 
in The sTUDy of VoTing 

BehAVior
ecological inference, ecological fallacy and other 

applications

Luana Russo

Introduction

A large part of the most prominent and seminal applied works in the field of voting behavior in 
political science is based on three major research schools: the School of Columbia, which focuses 
on the importance of social factors, the School of Michigan, which mainly focuses on party 
identification, and the rational choice theory, which stresses the importance of rationality, 
uncertainty and economic voting. The common trait of these three very prominent schools is 
that their theoretical approach and the applied evidences that they present are based on indi-
vidual data (Lazarsfeld, Berelson and Gaudet 1944; Campbell et al. 1960; Downs 1957, among 
others).
 After all, voting is an individual act, as individual as the decision- making process connected 
to it. It only seems self- evident that a large part of the literature on voting and political behavior 
employs individual data. However, aggregate data are also successfully employed in this field. 
There are two main reasons to employ aggregate data instead of individual data: first, the latter 
might not be available/reliable or, second, it might not be the most appropriate in order to 
answer a given research question which aims to explore a problem from its aggregate 
perspective.
 In the first case, the researcher might want to employ the aggregate data to solve a puzzle at 
the individual level, whilst in the second he/she aims at exploring the aggregate level per se.
 In the first case then, aggregate data are employed to infer individual behavior. This use of 
the aggregate data is called ecological inference and it is useful when the researcher is interested 
in the behavior of the individuals but the data are available only at the aggregate level (as for 
local or comparative electoral politics), unreliable (e.g., racial politics and abstention – areas in 
which respondents might feel pressured to answer in a certain way due to social desirability), 
inadequate (e.g., political and electoral geography – due to the unavailability of data sampled at 
the sub- national level) or unattainable (e.g., history – due to the lack of data) (King 1997). 
Hence, ecological inference is a mathematical solution to overcome a problem of data limitation 
– and the most immediate implication of having to deal with a limitation is that the solution is 
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not free of limitations itself. The best way to study individual behavior is obviously to employ 
individual- level data. Trying to overcome the lack (or the unreliability) of data by using 
aggregate- level data entails two connected problems: the reliability of the estimates and the eco-
logical fallacy, which is the incorrect assumption that the properties of the aggregate must apply 
to the individuals.
 A typical example that fits the second scenario – trying to solve a puzzle that is inherently of 
aggregate nature – is the study of turnout (Franklin 2004: 16). In fact, the study of turnout from 
an aggregate perspective is rich in prominent contributions (see Geys 2006 and Blais 2007). A 
problem may arise when the individual decision of voting and the aggregate nature of turnout 
are not conceptually separated and the researcher assumes that the relationship found at the indi-
vidual level can be applied also at the aggregate one (Alker 1969; Welzel and Inglehart 2007) 
– this is known as the individualistic fallacy and it is clearly the mirror image of the ecological 
fallacy problem.
 This chapter aims at offering an overview of what the advantages and the limitations are 
when a researcher decides to use aggregate data – because those are the only (or the best) data 
available or because the focus of the analysis is on a concept that is aggregate in nature. There-
fore, the chapter is mostly divided into two main parts: first it presents the problem of ecological 
inference and the related topic of ecological fallacy, it then continues by offering an overview 
of concepts and measures that are inherently aggregate.

Facing the problem: aggregate data to infer individual behavior

Ecological inference: the problem and an overview of the proposed solutions

The purpose of ecological inference is to infer the behavior of individuals by using aggregate 
data. The attribute ecological originates from the fact that aggregate data are normally issued at a 
territorial level – that is, from ecological units such as municipalities, constituencies, provinces, 
regions or countries. The problem is then to obtain an estimate of the behavior of the individu-
als in a given ecological unit from the information on the aggregate behavior. Table 38.1 shows 
a practical example from King (1997: 13).
 As King (1997: 13) says: “The ecological inference problem involves replacing the question 
marks in the body of this table with inferences based on information from the marginal.” Table 
38.1 illustrates the typical ecological problem: for a given territorial area there are data available 
on (1) how many voters casted a preference for a certain party or did not go to the polls and 
(2) how many voters of a given ethnic background there are in the area of study. The informa-
tion that is missing is how many voters for each of the given ethnic background voted, and, if 
so, for which party. In other words, as Table 38.1 shows, we know the marginal but we do not 
know how the marginal would be distributed in the cells. Several solutions have been proposed 

Table 38.1 The ecological inference problem

Race of voters Voting decision Total

Democrat Republican No vote

Black ? ? ? 55,054
White ? ? ? 25,706

Total 19,896 10,963 49,928 80,760
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in order to fill out the cells – and the variety of the solutions itself leads to the bottom of the 
problem: a fundamental indeterminacy (Duncan and Davis 1953; Tam Cho and Manski 2008; 
Elff, Gschwend and Johnston 2008). This is due to the fact that the available information is not 
sufficient to narrow down the feasible set of estimates to an interval that should include the para-
meter, unless strong assumptions are made. Elff, Gschwend and Johnston (2008) break down the 
fundamental indeterminacy into two different problems: (1) the modeling indeterminacy – 
which is linked to the exclusive use of aggregate variables: as long as only aggregate variables are 
present in the model there will always be multiple solutions (interrelations) to fill out the cells; 
and (2) the inferential indeterminacy: when a model is adopted, this model will rest on given 
restrictive assumptions about the population of interest – assumptions that cannot be tested if the 
only available variables are of aggregate nature. As Elff, Gschwend and Johnston (2008: 73) 
emphasize: “If the first problem is solved, the second problem is inevitably encountered. If one 
tries to avoid the second problem, one cannot solve the first one.”
 Actually, the first problem is mainly due to the will (or the necessity) to obtain point estim-
ates – that is, to fill out the cells in Table 38.1 with one number. In fact, if one follows the 
Duncan and Davis (1953) approach, no assumptions are needed, but the cells will not be filled 
out with point estimates but with ranges. In other words, instead of having a single number 
estimate, one obtains an interval (with a minimum and a maximum bound) which comprises the 
estimate. The range of the bounds depends on the available data. In certain situations, a bound 
is sufficient to test a hypothesis and/or to look into a given phenomenon. However, point 
estimates are often required, and seem to be the most desirable outcome when looking at the 
flourishing literature that proposes models in order to solve the ecological inference problem.1

 The key issue when using (or proposing a new) ecological inference model that provides 
point estimates is how one deals with the assumptions of that model. Each model entails specific 
assumptions, and the best- case scenario is that the assumptions can be tested. This is, however, 
rarely possible. Nonetheless, it is always possible to choose a model that is supposedly the best 
fit for the specific ecological inference problem that needs to be solved. A brief overview of the 
main logic of the Goodman (1953) and the Freedman et al. (1991) models might help illustrat-
ing the matter.
 At the basis of the Goodman model (1953) is the “constancy assumption,” which holds that 
the individuals belonging to a given group will behave similarly regardless of the ecological unit 
examined. It is possible to translate this assumption in a given scenario such as: voters of a 
particular ethnic origin will vote the same regardless of the neighborhood in which they live. 
Or: voters of a certain ideological persuasion will vote the same regardless of the municipality/
province/region in which they live. Hence, the underlying assumption of this model is that the 
specific territorial context does not play an important role. In order to show how important 
these assumptions are in shaping the final model outcome – that is, the point estimates – Freed-
man et al. (1991) propose a neighborhood model that entails the opposite assumption with 
respect to the Goodman (1953) model. The neighborhood model adopts a constancy assump-
tion that maintains that voters in the same neighborhood will vote similarly regardless of which 
particular ethnic group they belong to (or ideological view they hold).
 As different assumptions will fit different situations, the variety of models proposed is not 
surprising. It may be argued that some models seem to be applicable in a wider set of situations 
than others, but in the end each researcher needs to identify the model that will fit his/her par-
ticular needs better.
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Ecological fallacy

The previous section discussed how the fundamental indeterminacy that characterizes the pos-
sible solutions to the ecological inference problem leads to a multitude of approaches and 
models. But finding out what model will suit a given study (or a set of data) best is not the only 
hurdle. There is a widespread skepticism in the academic world about results obtained through 
ecological inference techniques (and aggregate data in general). This distrustful attitude is due to 
the fact that these results may be affected by an ecological fallacy.
 The discussion on the ecological fallacy originates from the seminal work of Robinson 
(1950), who observed the inconsistencies between results obtained by performing correlations 
on individual- and aggregate- level data. Basically, by using the same set of data, Robinson 
(1950) showed that according to the level of data employed (individual or aggregate) the cor-
relation estimate was different. Goodman (1953) reacted by arguing that if in general Robin-
son’s (1950) argument was correct – and therefore the behavior of the individuals could not be 
inferred by only using aggregate data – “in very special circumstances the study of regression 
between ecological variables may be used to make inferences concerning the behavior of indi-
viduals” (Goodman 1953: 663). These special circumstances consisted of applying this model only 
when the constancy assumption would hold. This would apply in general to all models: they are 
intended to produce reliable estimates as long as the assumptions hold. However, the impossibil-
ity of empirically testing the assumptions does not provide the assurances that the estimates are 
free of ecological fallacy.
 Welzel and Inglehart (2007: 304) suggest looking at the ecological fallacy debate from a 
completely new perspective by stating that “the prevailing conception of the ecological fallacy 
is itself fallacious.” They challenge the assumption that in order not to be spurious (and, there-
fore, reliable) a relation has to appear in the same way both at the individual and at the aggregate 
level. In order to support their argument, they offer an example based on Weimar Germany, 
where there was a strong significant correlation between the Nazi vote and unemployment at 
the regional level. Research (Falter 1991) has shown that when analyzing this relation at the 
individual level unemployed people were not more likely to vote for Hitler. Do these findings 
imply that the correlation between unemployment and voting for the Nazis was not valid and 
therefore non- existent? According to Welzel and Inglehart (2007) this is not the case: consider-
ing what is found by using aggregate data as non- valid means plainly overlooking the fact that

social phenomena, such as unemployment, do not have to influence the behavior of 
an individual as a personal attribute of this individual itself; they can also influence the 
behavior of an individual as an aggregate attribute of the population in which the indi-
vidual lives.

(Welzel and Inglehart 2007: 304–306)

In other words, being unemployed per se did not increase the individual chance to vote for the 
Nazis, but living in a region with a high unemployment rate did. Hence, both findings – the 
one at the individual level and the one on the aggregate level – are valid. In the authors’ own 
words: “The fact that many characteristics affect individuals as aggregate attributes of their 
population, not as their personal attributes, is not an ecological fallacy but an ecological reality” 
(Welzel and Inglehart 2007: 306).
 The authors take things a step further by arguing that denying the existence of the relation 
at the aggregate level can be identified as individualistic fallacy. The concept of individualistic 
fallacy was initially proposed by Alker (1969). If ecological fallacy consists in falsely assuming 
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that a relationship found at the aggregate level could be assumed to exist at the individual level, 
the individualistic fallacy implies just the opposite, with the assumption that a relationship that 
exists at the individual level would also be found at the aggregate level.
 Evidently, Welzel and Inglehart (2007) do not argue that ecological fallacies do not exist, but 
they warn about two risks: first, assuming that when using aggregate data an ecological fallacy 
problem would exist tout court; second, that if political science is pervaded by skepticism on the 
use of aggregate data due to the danger of incurring an ecological fallacy problem, the risk of 
running into an individualistic fallacy problem is widely overlooked.

Data: availability, reliability and feasibility

Considering the difficulties in selecting an appropriate ecological inference model and then 
trying to avoid ecological fallacy problems when interpreting the results, why is there such a 
lively debate on ecological inference and why do aggregate data continue to be widely used to 
infer the behavior of individuals? As mentioned before, there are many instances in which the 
use of aggregate data is the only or the best alternative to individual data. The most obvious is 
the unavailability of individual- level data. This might be the case for a comparative study in 
which the aim is to compare a large number of countries or when one is interested in carrying 
out a longitudinal (and comparative) study. The existence of large cross- national surveys is a 
relatively recent phenomenon whilst the chance that data exist at the country (or even local) 
level for a longer timespan is rather high. Hence, for research that aims to be largely comparative 
across time and space, aggregate data are often the only viable solution (see, for example, Fornos, 
Power and Garand 2004).
 Lack of survey data can also cause a further problem: a researcher might be interested in 
studying sub- areas of a country (e.g., macro- areas, regions, provinces, municipalities) but the 
sample might be conceived to be representative at the national level, hence no reliable result can 
be obtained for the local level. This has been a serious problem in the advancement of many 
fields of political science, among which the studies on local voting and political behavior and 
the discipline of political geography, which had to almost exclusively rely on aggregate data (see, 
for example, Alford and Lee 1968; Wright 1977; Agnew 1996; Landa, Copeland and Grofman 
1995; Shin and Agnew 2002, 2008). The lack of individual- level data at the local level can be 
ascribed to two connected factors: the large predominance in political science of the composi-
tional approach (i.e., the tradition in which the explanatory role is reserved for the position of 
the citizen within society and his/her evaluation of the current political- economic situation, as 
is the case for the three major research schools mentioned in the Introduction) (Johnston and 
Pattie 2006)2 and the large cost that a survey that would be representative at a sub- country level 
would entail.
 The other key reason to decide to employ aggregate data alternatively or in addition to 
survey data is that the latter might pose problems related to their reliability. The reliability of 
survey data can be compromised by three main factors: technical issues (i.e., sampling errors), 
memory problems (recalling an electoral preference might be problematic, which poses a 
problem for studying volatility) and the topic under investigation (a citizen might not be willing 
to answer certain questions due to social desirability).
 In fact, there is a rich literature that employs aggregate data in order to estimate electoral vola-
tility between two elections at a national (see, for example, Agnew 1994; Landa, Copeland and 
Grofman 1995; Katz and King 1999; De Sio 2008; Russo 2014b) or municipal level (e.g., Landa, 
Copeland and Grofman 1995; Liu and Vanderleeuw 2001; Forcina, Gnaldi and Bracalente 2012), 
ticket-splitting (e.g., Johnston and Pattie 2000; Benoit, Laver and Giannetti 2004; Tam Cho and 
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Gaines 2004; Brunell and Grofman 2009), or in order to cross- validate or compare swing voter 
estimates obtained by survey data (Russo 2014a). Furthermore, aggregate data can also be employed 
for election forecasting – this is especially useful in the case of a very volatile electorate, a condition 
that can easily compromise the reliability of survey estimates, as they are largely based on past data 
(i.e., the Seats- Votes model proposed by Whiteley et al. 2011).
 Finally, the topic object of the study might not be suitable to be investigated with survey data 
due to the insincere answers the study might obtain. This is notoriously the case when investigat-
ing turnout (Ansolabehere and Hersh 2012). In fact, it is well documented that surveys tend to 
overestimate electoral turnout (Selb and Munzert 2013) because of problems of over- representation 
and misreporting. The over- representation consists in over- representing voters that are interested 
in politics due to disproportionate self- selection in survey samples (Voogt and Saris 2003). This 
problem can be linked to two factors: the inclusion of actual non- voters who are not willing to 
declare they did not cast a vote for reasons of social desirability (Belli et al. 1999) or a sampling 
error consisting in selecting a sample that systematically over- represents voters and under- 
represents non- voters (Sciarini and Goldberg 2016). Once again, ecological inference models to 
cross- validate the survey data can be useful tools in this matter (Russo 2014a).

Aggregate data and aggregate concepts

Turnout, electoral volatility, nationalization

As the excellent argument put forward by Welzel and Inglehart (2007) suggests, certain phe-
nomena are best observed at the aggregate level. In fact, these phenomena are aggregate by 
nature and definition. In this section, we offer three examples: turnout, electoral volatility and 
nationalization. Of course, these subjects are not even nearly an exhaustive list, but they do offer 
a clear illustration.
 Turnout is one of the most investigated topics in political science. The phenomenon of 
turnout can obviously be studied from both an individual perspective (as the individual decision 
to cast a vote) and an aggregate one (e.g., the turnout of a municipality/region/country). 
As Franklin (2004) highlights:

While voting is a matter of individual decisions, turnout is an aggregate- level phenom-
enon. It is a feature of an electorate not a voter. And, while it is true that electorates 
are made up of aggregates of voters, the process of aggregation is not simply one of 
adding up relevant features of the individuals who form part of it.

(Franklin 2004: 16)

The study of turnout from an aggregate perspective is in fact rich in substantive prominent 
contributions (for a review on turnout literature at the aggregate level, see Geys 2006; for a 
theoretical overview on turnout on the aggregate level, see Blais 2007: 621–630).
 Strictly connected to turnout, it is possible to identify another phenomenon that can be 
studied as aggregate: electoral volatility. Electoral volatility is also a very widely investigated 
phenomenon (Dalton 1984; Bartolini and Mair 1990; Dalton, McAllister and Wattenberg 2000; 
Mair 2002; Mair, Müller and Plasser 2004; Mair 2008, among others). Since the 1970s, when a 
process of voter de- alignment started, increasingly voters have shown to change their vote 
choice for parties from one election to another (Dalton and Wattenberg 2000; Franklin, Mackie 
and Valen 1992). As for turnout, if the decision of changing party is an individual attribute (see, 
for example, Dalton, McAllister and Wattenberg 2000; Lachat 2007), the level of volatility in, 
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for example, a country, is an aggregate attribute (see, for example, Bartolini and Mair 1990; 
Tavits 2005).
 Electoral volatility at the aggregate level can be studied as net volatility or total volatility. Net 
volatility entails the gains and losses of political parties participating in two consecutive elections 
(i.e., the change in vote share for each party). Total (or gross) volatility is the total proportion 
of voters who switched party (assuming a stable population of voters – which is an assumption 
that is almost impossible to maintain). It is evident that total volatility is less informative than the 
net one, but both share the problem of an almost certain underestimation of the real volatility. 
Consider the following (extreme) scenario: in a two- party system 50 percent of the electorate 
votes for party A and the other 50 percent votes for party B; at the consecutive election the two 
electorates make a perfect switch. In that case, both the estimated total and net volatility would 
(erroneously) be estimated as zero. Nonetheless, using a volatility index has the great advantage 
of potentially working with a large number of observations, as the data needed to compute the 
indexes (which will be presented in the next section) are easily obtainable (at the country, and 
often also at the sub- country level). This allows working with large comparative and longitud-
inal datasets.
 Finally, another topic that is intrinsically aggregate is the nationalization of politics, generally 
defined as a long- term process resulting in the uniformity or universality of attitudes and polit-
ical behavior within nations (Caramani 1996, 2004).The underlying logic of this process is that, 
as a result of the emergence of national electorates and national electoral systems (which in turn 
are due to the development of mass politics), the differences between the areas within a country 
gradually decrease, and eventually become minimal. In other words, as the local dimension of 
the cleavages decreases, national politics substitutes local politics (Caramani 1996, 2004). This 
nationalization process has been observed widely, both in Europe (Caramani 2004) and in the 
Americas (Alemán and Kellam 2008).
 The whole process of the nationalization of politics can be conceptually divided into two 
related dynamics: the nationalization of the party offer and the nationalization of voters’ elect-
oral behavior. As both Morgenstern and Potthoff (2005) and Lago and Montero (2014) noticed, 
because of its intrinsically multidimensional nature, the concept of the nationalization of the 
party system has suffered from ambiguity.
 The nationalization of the vote can be conceptualized and, consequently, measured in several 
different ways. Claggett, Flanigan and Zingale (1984) propose a comprehensive classification 
that distinguishes three different dimensions of nationalization:

1 the homogeneity of the electoral support, which implies that an election is nationalized when 
support for the parties is homogenous across the units of a country (Kasuya and Moenius 
2008);

2 the source (or level) of political forces, that is, the tendency of the electorate to vote for national 
parties rather than local ones – this is a dynamic observed, for instance, in Italy (Caramani 
2004);

3 the type of the answer, which entails a dynamic/time element: the election is considered to 
be a stimulus to which voters will respond and nationalization is operationalized as a 
uniform change across territorial units of a country between two elections (Russo 2014b).

Irrespective of which type of nationalization one wishes to study, none of them are observable 
at the individual level: the nationalization of the offer because it does not involve individuals but 
parties, and the nationalization of the vote because it is a phenomenon that is only observable in 
its aggregate nature.
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Beyond ecological inference: other uses of aggregate data

When analyzing data of aggregate nature without wishing to make inferences about the behav-
ior of individuals, the statistical techniques that are possible to apply are almost limitless. 
Aggregate data are normally interval- level data, therefore correlations, regressions and so forth 
can be used.
 Turnout at the aggregate level has been used as a dependent or independent variable in 
regression models in a large amount of literature (see, for example, Powell 1986; Fornos, Power 
and Garand 2004; Fowler 2006; Riera and Russo 2016).
 Unlike turnout, electoral volatility needs to be calculated as an index. The most famous 
index to calculate net electoral volatility is the index of dissimilarity (Pedersen 1979), which is 
the sum of the absolute changes in vote shares for each party divided by two, but several altern-
atives are available (see Taagepera and Grofman 2003).
 Nationalization is also computed as an index, in case one wishes to measure nationalization 
both of the offer and of the vote. The indexes available for both kinds are very numerous (for a 
review, see Bochsler 2010; Lago and Montero 2014; Russo and Deschouwer 2015). In the field 
of the nationalization of the vote, the standardized Party Nationalization Score (Bochsler 2010) is 
the most widely accepted, whilst with regard to the nationalization of the offer Lago and 
Montero (2014) have elaborated the local entrant measure (E1) that tries to overcome the limits of 
previously proposed indexes.
 Finally, another interesting possibility that aggregate data offer is to analyze geographical pat-
terns (see, for example, Rentfrow, Jokela and Lamb 2015, who investigates the existence of 
similar personality characteristics in neighboring regions), and to test geographical hypotheses 
(for example, as in Dejaeghere and Vanhoutte 2016, where the main assumption is that charac-
teristics such as population density and immigration rate will influence turnout in local elec-
tions). In fact, as aforementioned, aggregate data can often be available at fine aggregation levels 
such as municipalities (as in Riera and Russo 2016) or even polling stations (Russo 2014a, 
2014b). With fine sub- country data it is possible to apply advanced techniques (i.e., spatial lag 
models) that allow to verify whether the outcome observed in one area/unit is influenced by 
characteristics of the surrounding territorial units.3 With regards to the aggregation level, one 
important aspect to take into account is that research has shown that the level of aggregation has 
an important impact on the quality of the estimates: the lower the aggregation level, the more 
reliable the estimates (Russo and Beauguitte 2014).

Conclusion

Aggregate data have multiple applications and great potential. They do not hold some of the 
great potential of individual- level data, but they can be a valid resource when there is a lack of 
individual- level data, and, more importantly, aggregate data are the right level of aggregation 
when one needs to study a phenomenon that is aggregate per se.
 In this chapter, both scenarios have been illustrated. In the first part of the chapter, the main 
rationale of the ecological inference problem and the proposed solutions have been discussed. 
Then, the ecological (and individualistic) fallacy concept and the related debate have been pre-
sented. On this matter, it is important to stress once more that when analyzing a problem and 
commenting on the results, it is not the level of the data (aggregate or individual) that makes the 
quality of the findings, but the rigor in implementing and interpreting the analysis. The first part 
closes with an overview of possible settings in which the use of aggregate data can be the only 
or the best approach. The second part of the chapter focuses on the use of aggregate data when 
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the topic under scrutiny is of an aggregate nature. Three examples have been offered: turnout, 
electoral volatility and nationalization. These topics do not represent an exhaustive list, but they 
have been selected (in this precise order of presentation) because they entail different levels of 
conceptualization and estimation. While turnout is a quite straightforward concept and not hard 
to measure – even though, as Geys (2006) notices, a certain level of clarification is required – 
electoral volatility needs to be computed as an index, and nationalization (also an index) involves 
a finer level of conceptualization. Many of the considerations made concerning the ecological 
fallacy apply to the second part of the chapter as well, especially the idea that certain attributes 
can be considered aggregate attributes of the population, and need to be examined at the 
aggregate level.
 Finally, aggregate data seem to be the only viable solution when one is interested in exploring 
the geographical patterns of certain phenomena – at least until representative survey data are 
collected at a more local level.

Notes

1 For a more detailed explanation of some of the models, see Tam Cho and Manski (2008) and Elff, 
Gschwend and Johnston (2008).

2 Several authors argue that political behavior is not sufficiently informed about the role of territorial 
context. Franklin and Wlezien (2002) have noted that many of the factors that influence voting behav-
ior are in fact geographically based and need to be incorporated into the analysis for us to be able to 
gain a better understanding. Despite the scholarly interest for the dimension of space and its analytical 
implications (Clark and Jones 2013), studies that have employed a territorial perspective are relatively 
few (Agnew 2002; Johnston and Pattie 2006) and lacking a comparative perspective, as they produced 
only “a large number of isolated findings but few generalizations” (Taylor and Flint 2000: 236).

3 For a technical overview of the mathematical operation of spatial models, see Franzese and Hays 
(2008).
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ElEction ForEcasting1

Stephen D. Fisher

Introduction

Election forecasting is a mug’s game, so I’m often told. Maybe. But it is fun, people will do it 
and it is important enough to try to do well. Election forecasts, even if they are not much 
reported directly in the media, do get noticed and influence the tone of media election coverage. 
They set expectations so strongly that people are shocked if the forecasting consensus is seriously 
wrong and substantial amounts of money are made or lost on various markets.
 People both inside and outside academia do election forecasting and this is an area where 
academics learn a lot from non- academics and vice versa. Sadly much of the non- academic 
forecasting is not well documented. Descriptions of methods tend to be thin on detail and often 
disappear after elections with little or no postmortems. For this reason the references in this 
chapter are dominated by the academic literature, but most of the principles and issues discussed 
apply to the non- and semi- academic forecasting too.
 The bulk of the chapter reviews various different methods being deployed at the time of 
writing. For reasons of space and because the chapter is required to focus on the state- of-the- art 
material, older literature and debates have been neglected in favor of citing recent examples of 
applications of well- established methods. Readers can follow citations within citations to identify 
the origins and development of particular approaches. Also there are several recent reviews, 
albeit they are on specific elections, collections or methods (Lewis- Beck and Bélanger 2012; 
Linzer and Lewis- Beck 2015; Fisher and Lewis- Beck 2016; Ford et al. 2017; Murr 2017; 
Graefe 2017).
 The discussion here is dominated by Britain and the US mainly because those countries are 
where there has been most methodological innovation that is also documented in scholarly 
journals. But developments in these countries do not always travel well to other countries with 
different institutions, politics and especially different data availability. There are significant and 
fascinating developments across Europe and elsewhere that deserve more attention outside those 
countries, just some of which have been reviewed here.
 This chapter does not cover amusing historical correlations between election outcomes and 
obviously irrelevant variables, such as the color of cup- winning football tops (Mortimore 2014). 
No matter how strong they are, such relationships are almost certainly spurious and eventually 
break down. Instead this chapter covers methods of election forecasting that are of most interest 
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either from a substantive electoral behavior point of view or from broader social scientific and 
methodological perspectives.
 After reflecting a little on what forecasting is used for, the bulk of this chapter reviews elec-
tion forecasting methods. This section is organized somewhat by method and somewhat by 
information type. Issues of seat forecasting are dealt with in a separate section later. The con-
cluding discussion makes some observations on what more could be learnt and what could be 
done to improve forecasting further.

What is election forecasting for?

Election forecasts constitute data for analyzing current political situations, performance of polit-
ical actors and the effect of substantive events. For instance, Berg, Penney and Rietz (2015) use 
prediction market data to analyze the “political impact” of events. For this approach to be valid 
requires forecasts to constitute meaningful measures of current political standings for candidates 
and parties – that is, they have to be based on consistently reliably good forecasting methods.
 But what political scientists want to learn from election forecasting is often something more 
than or different from how to get the most accurate predictions. Election forecasting is also 
about trying to understand how elections work and how good political science theories are at 
predicting the future as well as explaining the past. For instance, Lewis- Beck and Stegmaier 
(2014) provide a list of five main substantive lessons from the experience of forecasting US pres-
idential elections: electoral cycles exist, campaigns matter, the economy matters a lot, voters are 
retrospective and myopic, and voters cannot easily be swayed.
 In truth this list could be disputed, but even to the extent that the forecasting literature does 
show us these things, they have also been established without forecasting. What is not clear is 
what scholars are learning from the experience of forecasting that they cannot or are not learn-
ing from traditional theory testing research. The idea that there are some things that can only be 
learnt from forecasting is perhaps too tall an order. But forecasting does help focus the mind as 
to what is important for really influencing election outcomes. While traditional post- election 
survey research points to many powerful predictors of vote choice at the individual- level that 
suggest macro- level predictors such as partisanship, it turns out that changing macro- partisanship 
is not necessarily a powerful predictor for forecasting election outcomes (Campbell and Garand 
2000). This has important implications for the ways in which we should interpret findings from 
individual- level analysis. Predicted probabilities from individual- level regression models cannot 
necessarily be interpreted as estimates of effects on election outcomes.
 Rightly or wrongly, the demand for forecasts sets an academic agenda. For example, key to 
some debates on US election forecasting is the question of how much weight to put on vote 
intention polls at what stage in the campaign. This problem is part of the motivation for some 
of the research on campaign dynamics. This may be the tail wagging the dog for some, but it is 
useful knowledge generation for others.

How is election forecasting done?

This section starts with more traditional social science theory based models before turning to 
models based on vote- intention polls, primarily because the most prominent vote- intention 
models now build on the traditional models. We then turn to prediction markets, citizen fore-
casting, experts and other more diverse sources. Processes of synthesizing different methods and 
combining forecasts are also discussed in this section, but some methodological issues are held 
over to the following section on seats forecasting.
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Structural models and the “fundamentals”

Structural models are the archetypal political science forecasting models. They are traditionally 
based on fitting a parsimonious theoretically informed regression model to an historical set of 
elections and then using the resulting equation for prediction. The most common predictors are 
economic and political factors: the fundamentals. The term structural refers to the fact that the 
predictors structure the vote in the sense of there being a causal relationship.
 The predictors in structural models are referred to as the “fundamentals” on the basis that 
they are powerful exogenous factors driving election outcomes. However, the term funda-
mentals is increasingly used very loosely to refer to any variable in a forecasting model that 
might possibly be related to vote choice. This may not matter for forecasting purposes but it 
does undermine the idea that the models are simultaneously telling us something about causal 
processes. Many so- called fundamentals are either not very powerful predictors (Lauderdale and 
Linzer 2015), or not mainly exgenous and so not really fundamental to vote choice.

Electoral pendulum, election cycles, incumbency and the cost of governing

Shakespeare wrote about “a tide in the affairs of men.” The notion that there is an electoral 
pendulum that swings back and forth between the two main parties/blocks competing for 
power has a long heritage and is commonly assumed among political elites and commentators. 
Helmut Norpoth and his colleagues have shown that in Britain and the US the pendulum 
swings between the two main parties roughly every two and half elections (Norpoth 2014; Lebo 
and Norpoth 2016). By this account, it is entirely unsurprising that Cameron and Obama should 
have won re- election.
 For some the pendulum is driven by the “costs of governing” (the accumulation of resent-
ment), which is often operationalized as just time in office. But note that some versions of the 
pendulum model involve not steady deterioration but a positive incumbency advantage for the 
head of government for first re- election, turning to disadvantage in subsequent attempts.
 Incumbency effects at the district level are vital to forecasting in the US congressional elec-
tions (Cox and Katz 2014) and important components in some other majoritarian systems 
(Fisher 2016). They too have their own dynamics over elections, but different from those affect-
ing heads of government.
 The pendulum effect is often referred to as an election cycle, but that term is also used to 
refer to the period between two elections. In Britain, at least, there is common folklore that 
governments have a honeymoon just after winning an election, then suffer mid- term blues, 
from which they recover (somewhat) in the final months. These kinds of cyclical dynamics 
can be used in forecasting, but to different effect from the multiple-term pendulum model 
(Fisher 2015).
 Moreover, the word cycle has been used to refer to poor government performance in mid- 
term and/or second- order elections (Bellucci 2010). In US mid- term election forecasting the 
same idea is used but without the same language of cycles (Silver 2014).

Economic voting models

The main idea behind these is that the voters’ tendency to reward or punish governments based 
on the performance of the economy is so strong that we can anticipate election outcomes on 
the basis of objective macro- economic indicators. Economic evaluations are also used but they 
do raise questions about endogeneity when it comes to interpretation.
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 Economic indicators have been particularly popular for forecasts of US presidential elections, 
especially more than a couple of months in advance because the identity of both main candidates 
is not (well) known and opinion polls are still relatively uninformative (Jerôme and Jerôme-
Speziari 2012).
 In parliamentary democracies, the polls are generally much more informative about the 
eventual result earlier on (Jennings and Wlezien 2016), and so there may be less need to use 
economic indicators instead of polls. Furthermore, retrospective economic voting depends on 
the kind of clarity of responsibility that is in relatively short supply in more consensual propor-
tional systems. So forecasting models in these places may struggle to identify who will be held 
accountable for economic outcomes.
 There are various intriguing forecasting papers that address these issues. In Norway, low 
unemployment helps the social democrats whether they are in or out of government (Arnesen 
2012). In Spain it is just the center- right in government that is affected (Magalhães, Aguiar- 
Conraria and Lewis- Beck 2012). More strikingly in Austria the combined share of the two main 
parties (at least one of which is always in government, sometimes both) drops with rising unem-
ployment (Aichholzer and Willmann 2014). Economic indicators even work for forecasting in 
francophone Belgium for a long period when voters did not have the opportunity of voting for 
the (Dutch- speaking) prime minister’s party (Dassonneville and Hooghe 2012). A key lesson 
here is that the appropriate forecasting model with economic indicators is highly context 
dependent.

Leadership evaluations

No party has lost a British general election when it was ahead on both leadership and economic 
competence evaluations (Kellner 2014). In the run- up to an election, we expect the party with 
the best thought of leader to be most likely to win and some forecasting models use leader 
ratings to capture this – for example, in Germany (Norpoth and Gschwend 2010) and Britain 
(Lebo and Norpoth 2016). Similarly government evaluations are successful predictors in Italy 
(Bellucci 2010), but this measure comes closer to being effectively a proxy for vote intention 
than do leadership ratings.
 A rather different approach uses primaries and internal party leadership contests as measures 
of relative candidate qualities. Those candidates and leaders who won their party competition 
more comfortably are more likely to be clear election winners. Thus the “primary model” for 
US presidential elections is based on evidence that those candidates that win their early primaries 
most emphatically are more likely to win the general election (Norpoth and Bednarczuk 2012). 
In Britain the party leader who won their internal leadership among MPs contest most clearly 
tends to become prime minister (Murr 2015a).

Vote- intention poll- based forecasting

The prevalence of vote- intention polls and the media demand for continually updated forecasts 
mean that aggregation of opinion polls is the main (but usually not sole) basis for the most high-
 profile election forecasts. In the US, these include Drew Linzer’s votamatic.com, Sam Wang’s 
Princeton Election Consortium (election.princeton.edu), Simon Jackman’s HuffPollster fore-
casts and most famously Nate Silver’s fivethirtyeight.com. There have similarly been poll aggre-
gation based forecasts in Britain (electionforecast.co.uk, electionsetc.com and Polling 
Observatory), Germany and elsewhere. This broad approach was also applied to the UK’s ref-
erendum on EU membership (Fisher and Renwick 2016).

http://www.election.princeton.edu
http://www.electionforecast.co.uk
http://www.votamatic.com
http://www.electionsetc.com
http://www.fivethirtyeight.com
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 Naturally, forecasting based on poll aggregation faces two main challenges: how to aggregate 
and how to forecast. Poll aggregation ranges from simple averaging of recent polls to technically 
sophisticated Bayesian state- space models. There are a lot of modeling choices to be made in the 
process, including whether and how to measure pollster quality, how to weight pollsters, how 
to estimate differences between pollsters (house effects) and how much they change, how to 
forecast overall polling industry accuracy and how to estimate uncertainty in all these things. 
Much of the analysis of these things is inherently technical with conclusions highly contingent 
on historical experience and context rather than on theoretical grounds. Perhaps the most 
important of these issues is the extent to which polls are on average right, or wrong, in a predict-
able manner.
 For instance, the successful poll aggregation based forecasts of the 2012 US presidential elec-
tion are rightly acclaimed (see, for example, Linzer 2013). But it is worth noting that they relied 
on there being no significant bias for the average pollster; a reasonable assumption given the 
historical experience in the US. By contrast the same assumption was disastrous in the 2015 
British general election, which saw massive industry bias which was only partially anticipated 
and only by some (Fisher and Lewis- Beck 2016).
 Another salutary lesson from recent British politics regards house effects. Most state- of-the- art 
poll aggregators use some variation of the Kalman filter or Bayesian state space model. These 
models treat polls as noisy indictors of true public opinion. In trying to estimate levels of party 
support they take into account the sample size of polls and corresponding sampling variation, and 
they simultaneously estimate the extent to which different pollsters tend to produce systemati-
cally high or low estimates for particular parties (house effects). Such differences typically exist 
because of methodological choices by pollsters, not least the mode of interview (face- to-face, 
telephone or online). To estimate these models, house effects need to be assumed to be stable, or 
at least evolve only slowly. It takes quite a few polls to distinguish between a modest change in 
house effect from statistical noise. However, both the 2014 Scottish independence referendum 
and the 2015 British general election saw house effects collapse with apparent herding at the end 
of the campaign (Fisher 2016; Sturgis et al. 2016). In the UK’s EU referendum there were many 
methodological changes within the final weeks, and especially for the final polls (Curtice 2016), 
which meant that house effects could not adequately be estimated. All three of these events also 
saw a dwindling in the final weeks of what were earlier in the campaign relatively stable differ-
ences between telephone and internet polls (Fisher and Renwick 2016; Sturgis et al. 2016). With 
significant risk of rapidly changing and unidentifiable house effects, more simple poll averaging is 
likely to be more robust than a model which assumes stable house effects.
 Aggregating polls to form estimates of current vote intention provides a now- cast. There 
remains the question as to how to forecast the future. Information about how things are likely 
to change by election day essentially comes from history, including some structural models of 
the kind discussed in the previous section. So while the prominent poll aggregator forecasts are 
almost entirely dominated by polls close to the election, they usually depend substantially on a 
structural model when forecasting from several months out. So while they are often called 
aggregators, they are actually synthesizers.

Synthetic models

Synthetic models typically seek to incorporate the best of both the polling and the structural 
models. They are typically built using historical evidence of the relative weight to put on eco-
nomic data and polling data, which varies according to how far away the election is (Linzer 
2013; Lewis- Beck and Dassonneville 2015; Lewis- Beck, Nadeau and Bélanger 2016). Arguably 
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many structural models comprised various different components (e.g., economic and political) 
and so could be thought of as synthetic models. But this term is not used in that way.
 There was considerable debate in the run- up to the 2014 US Midterms as to whether a syn-
thetic or polls- only model would be best (Blumenthal, Edwards- Levy and Lienesch 2014; Wang 
2015). Given that the case for a synthetic model is stronger further out from the election, this 
debate raises important questions about how to evaluate dynamically updated forecasts. Some 
methods may be better at making forecasts at some times than others.

Betting and prediction markets

Prediction markets are a favored source of forecasts by many economists and business people 
who believe in the power of markets to aggregate information. Betting markets are similar but 
involve a bookmaker setting odds rather than participants trading directly with each other. With 
enough participants, betting odds are primarily driven by what the punters think collectively 
about the relative chances of different outcomes, once you account for the bookmaker’s over 
round (setting odds with implied probabilities that sum to greater than 100 percent).
 The theoretical argument for political prediction markets is that they involve people staking 
their own money, sometimes serious amounts of it, and, if they are rational actors, they will be 
taking account of all the information available to them. One of the intriguing issues for election 
forecasters is that the information punters use partly comes from opinion polls. So it is not clear 
that betting and prediction markets do any better than polls properly interpreted (Erikson and 
Wlezien 2012). UK constituency betting markets have been found to have various systematic 
biases (Wall, Sudulich and Cunningham 2012), and there are examples of poor performance of 
markets, such as Germany in 2013 (Graefe 2015b) and the UK’s EU referendum (Fisher and 
Shorrocks 2016). One concern when they do go wrong is that we typically do not know why. 
More research is needed on who bets, why and on what basis. However, while acknowledging 
that they can sometimes be manipulated, Graefe (2017) argues that prediction markets have a 
better track record than forecasts based on opinion polls or structural models.

Citizen and expert forecasting

While the implied forecasts from betting markets are based on the money staked on each side 
winning, a related process of aggregating individual forecasts is known as citizen forecasting. 
The central theoretical idea here is that the average (or median) guess from a large (ideally rep-
resentative) sample, referred to as a voter expectation survey, will be close to the truth even if 
most guesses are wide of the mark. This “wisdom of crowds” principle works if people on 
average have a better chance of getting the answer right than wrong. Citizen forecasting has a 
very good track record in a number of countries (Murr 2017), including Britain (Murr 2016) 
and especially the United States. Expectation surveys in the US arguably outperform vote inten-
tion polls, prediction markets, structural models and expert judgments across the final 100 days 
of the seven presidential elections between 1988 and 2012 (Graefe 2014).
 The relative performance of expectation surveys and prediction forecasts raises particularly 
interesting questions about information aggregation. Advocates of betting markets suggest that 
the risks that bets involve concentrate the mind and people are only willing to place them if they 
feel they know enough to think that the bet is worthwhile. The supposed advantages of betting 
markets depend on the participants being unrepresentative and exclusive of the ignorant. Citizen 
forecasts by contrast make a virtue of having a much more representative sample of the popu-
lation at the expense of numerous potentially poor quality responses.
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 What meta- analyses there are suggest that citizen forecasts are typically more accurate than 
prediction markets (Graefe 2014, 2017; Murr 2017). This finding would seem to vindicate those 
who argue for collective democratic decision making against those who worry about voter 
ignorance.
 This is not to say that some citizens are not better than others at forecasting elections. Some 
are and forecasts can be improved by identifying the better forecasters and weighting their fore-
casts according to a measure of competence (Murr 2015b). Amongst other characteristics, Murr 
found that better forecasters tended to be older and more educated and less likely to have a 
strong party identification.
 Intriguingly, interest in politics was not consistently linked to forecasting success among 
citizens and professional political experts are not necessarily the best. Indeed the meta- analyses 
typically show voter expectation surveys out- performing expert surveys (Graefe 2014, 2017; 
Murr 2017). At the 2015 British general election expectations of academics, pollsters and jour-
nalists were very similarly wrong, perhaps because of looking at the same sets of polls and fore-
casts on social media, but journalists were slightly less wrong than the other two groups (Hanretty 
and Jennings 2015). In a similar expert survey before the UK’s EU referendum in 2016 it was 
the academics who were slightly less wrong than the journalists (Jennings and Fisher 2016).
 One of the issues that this EU referendum expert survey raises is whether respondents should 
be asked who is more likely to win or what the probability is of each side/candidate/party 
winning. Eighty- seven percent of the experts thought that Remain was most likely to win, but 
the average probability was assessed to be just 62 percent. More research is needed to see if 
citizen forecasts might be similarly more informative and improved if citizens too were asked to 
assess probabilities. Also, as with prediction markets, it would be helpful to know more about 
how people make their forecasts and on what basis. Currently we know little about why citizen 
forecasts sometimes do well and sometimes do not.

Big data

With the growth of social media there have been recent attempts to forecast elections with 
content from Twitter and other platforms, but with little success (Huberty 2015; Burnap et al. 
2016). A lot of learning about the relationships between online content and election outcomes 
is still needed, presumably involving cross- national analysis because of the paucity of elections 
with enough online content in any single country. However, since this is a fast- changing area 
with changing platforms and participants, what holds about social media for one election may 
not do so for the next.

Combining forecasts

What aggregators are to pollsters, combiners are to forecasters. Whereas synthetic models include 
different kinds of predictors in one model, combining forecasts is a process of averaging the 
forecasts of different models (often based on different predictors). For example, PollyVote.com 
averages forecasts from polls, prediction markets, expert judgments, citizen forecasts and various 
quantitative models with considerable success in the US (Silver 2012; Graefe 2015a; Rothschild 
2015) and Germany (Graefe 2015b). A similar approach was also taken at ElectionsEtc.com to 
forecasting the UK’s EU referendum (Fisher and Shorrocks 2016).
 Naturally it matters how forecasts are combined. Both PollyVote and ElectionsEtc first iden-
tified categories of forecast type (e.g., betting markets, prediction markets, citizen forecasts, etc.) 
and averaged the forecasts within each type before averaging across types. This can effectively 

http://www.ElectionsEtc.com
http://www.PollyVote.com
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mean that various different econometric models each carry very little weight in the overall fore-
cast. The advantage of this approach should be that it ensures that lots of forecasts based on just 
one source of information do not swamp a series of individual forecasts each based on its own 
particular source. However, there are major judgment calls required regarding when to consider 
two forecasting methods sufficiently similar to constitute examples of one type, or when they 
should be considered instances of two different types.
 Another related issue is what weight to give each forecast (or forecast type). Montgomery, Hol-
lenbach and Ward (2015) advocate ensemble Bayesian model averaging whereby forecasts are 
weighted according to prior performance. This is not always possible, but even when it is Graefe 
et al. (2015) argue that weights should only be used if there is strong evidence for them.
 How to balance forecasts based on recent information with those that are older is another 
important issue. There is plenty of scope for fruitful work in this area, perhaps also more broadly 
in thinking about how to combine both forecasts and raw information, maybe with a neural 
network approach (Borisyuk et al. 2005).

Forecasting seat outcomes

The audience for election forecasts is much more interested in who gets elected and who ends 
up governing than they are in the share of the vote. So this section discusses how seat forecasting 
is done.

Votes- to-seats and multi- level votes and seats forecasting

In most proportional representation systems, forecasting the number of seats for each party 
nationally is relatively straightforward given a forecast of the number of votes for each party 
nationally. For single member district systems, uniform change (or swing) is a traditional model 
that, for all its imperfections, is not a bad starting point (Jackman 2014; Fisher and Lewis- Beck 
2016). Arguably uniform change is not a simple votes- to-seats translation because it relies on 
constituency- specific information, but that information is static and prior to the campaign.
 Many of the most complicated forecasting models in Britain and the US generate probabil-
istic seat (or electoral college) forecasts by having vote forecasts at different levels based on 
dynamic data at different levels. We might term these multi- level votes- to-seats forecasting 
methods. At recent US presidential and senate elections, there have been enough state- level 
polls to predict each state outcome separately but borrow strength from information from others 
and the national level (Linzer 2013). For the US House of Representatives, a different approach 
is needed (Bafumi, Erikson and Wlezien 2014).
 In Britain, constituency polls were rare until 2015 but were still not ubiquitous. Still it was 
possible to model the GB share of the vote at the constituency level. A further complication was 
that in 2015 changes in party support were so different in Scotland from the rest of Britain that 
forecasts needed to respect this and use information from Scotland- only polls. Reconciling 
information at these different levels is tricky, but Hanretty, Lauderdale and Vivyan (2016) 
present a thoughtful and sensible solution. They adjust a predicted constituency pattern to fit the 
national forecast by assuming the same pattern of turnout at the previous election and shifting 
the vote shares in each constituency using a generalized normal distribution. Most of the time 
the effect of this is close to that from applying a uniform change adjustment, but for small parties 
it ensures against predicting negative vote shares.
 To the extent that multi- level forecasting models use individual- level data, they typically 
model it to inform their district- level models, perhaps along with district- level opinion polls 
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(Fisher 2016; Ford et al. 2016; Hanretty, Lauderdale and Vivyan 2016). However, Mellon and 
Fieldhouse (2016) present a model which reconciles district- level variation in individual voter 
transitions with national- level vote share forecasts.
 There is still more potential to develop this framework for national elections. For example, 
the results of local/municipal elections have been used to forecast national elections (Prosser 
2016; Rallings, Thrasher and Borisyuk 2016), but not simultaneously with national- level 
polling data.
 A multi- level strategy, together with sub- national election modeling, has been advocated as 
a solution to the small N problem for estimating structural models for recently democratized 
countries (Turgeon and Rennó 2012). Taking the multi- level approach to a level above the 
national, Simon Hix and Michael Marsh use both national and Europe- wide factors to forecast 
outcomes of European Parliament elections for the whole of the EU (Hix and Marsh 2011; Hix, 
Marsh and Cunningham 2014).

Seats bypassing votes

It is possible to forecast seat outcomes without forecasting vote shares. In the case of citizen 
forecasting, this is unavoidable: surveys ask who will win, not what the shares of the vote for 
each party in their constituency will be (Murr 2017). In some other models, vote shares are 
essentially bypassed on the basis that the main target of the forecast should be modeled directly 
(Whiteley et al. 2016; Lebo and Norpoth 2016). What is not clear are the circumstances under 
which this is a more successful strategy than providing an equivalent model for votes and then 
translating votes to seats. This would seem to be a safer strategy, respecting the logic of elections 
that seats depend on votes.

Forecasting government formation

While the public are most interested in who will form the next government, forecasters rarely 
attempt to tell them this when there is a significant chance that no party will win a majority. In 
multi- party systems where coalition government is common, uncertainty over seat outcomes 
implies uncertainty over governing outcomes, even if there is assumed to be certainty over 
government formation conditional on any particular seats outcome. While there are examples 
of this kind of government forecast (see, for example, Fisher 2016), there are none that I know 
of which allow for the possibility that different governments might form out of the same elec-
tion outcome. It is not clear what models would inform the estimates of the conditional prob-
abilities required for such a forecast, and they may need to be partially subjective.

Conclusion

Philip Tetlock is famous for dismissing “expert” forecasters as worse than dart- throwing chimps. 
His most recent book makes it clear that he does not intend this remark to apply to those, 
including “polling analysts like Nate Silver,” with forecasting models that have been tested and 
revised to calibrate accuracy (Tetlock and Gardner 2015). While Tetlock is right to try to dis-
tinguish systematic scientific forecasting from the more ad hoc kind, it is not clear that any elec-
tion forecasters have models they can confidently say are well calibrated for future political 
events.
 For most there is a lot of room for improvement in uncertainty estimation. Lauderdale and 
Linzer (2015) make a powerful argument that established structural models in the US understate 
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prediction uncertainty in various ways. Correcting for these problems they show that, “there is 
not sufficient historical evidence to warrant strong, early- campaign assessments about the prob-
able outcome of a presidential election.” This is a major challenge for all structural models to 
improve our understanding of how much election outcomes can really be said to be predictable 
from particular factors.
 More generally, uncertainty estimation is important for well- calibrated forecast probabilities 
for all methods. Ultimately though, forecasting, including uncertainty calibration, is about 
assuming the future will be like the past. There is plenty of reason to expect that electoral pol-
itics, surveys and markets will not continue to operate just as always. This additional uncertainty 
is something producers and consumers of forecasts need to be aware of.
 There is hope for more accurate and precise forecasts though. The academic literature 
reviewed above shows increasing methodological sophistication, richer data becoming more 
available, understanding of relative advantages of different methods becoming stronger and fore-
casting quality improving. Election forecasting should continue to improve with more 
research.
 Not least of the priorities should be more meta- analysis. Those that have been conducted so 
far have been helpful for giving us a broad overview of the relative performance of different 
methods. For example, looking across forty- four elections from eight countries, Graefe (2017) 
argues that prediction markets beat structural models and opinion polls, but not citizen forecasts, 
with combination forecasts doing best of all. Further meta- analyses would be helpful for under-
standing the circumstances under which particular methods do relatively well. We need to 
know more about the extent to which particular political systems are best served by particular 
forecasting methods and how much the answers depend on how close the election is. The well-
 known idea that opinion polls are best very close to an election but citizen forecast and predic-
tion markets do better further out could do with more systematic assessment.
 While the performance of synthetic models and particularly combined forecasts is impressive 
overall, it is not yet clear when and why these forecasts go seriously wrong. Many election fore-
casts do worse than assuming the election outcome will be the same as the last one. We need to 
understand the contextual factors influencing the absolute performance of forecasting methods 
better. While some methods did better than others in forecasting the 2015 British general elec-
tion, the main problem was that all the models, methods and markets were way out, failing to 
predict the Conservative majority by a large margin (Fisher and Lewis- Beck 2016). Similarly, all 
the forecasting methods before the UK’s EU referendum pointed toward Remain (Fisher and 
Shorrocks 2016). Forecasts from different methods should be more like Tolstoy’s happy and 
unhappy families: they should either be accurate in the same way or inaccurate each in their 
own particular ways. It is easy to see how the serious 2015 British polling miss affected all poll-
 based forecasts, but more difficult to identify is how and why the betting markets and expert and 
citizen surveys were similarly misleading. What matters in this context is not who did best but 
why they all failed, and how the failures of different methods are related to each other.
 Despite this and other major failures that loom large in the public mind, election forecasts are 
still much better than Tetlock’s dart- throwing chimps. Most of the time they manage to predict 
the right winner and get the flavor of the outcome well enough. There is an interesting question 
here as to how good forecasts ought to be. Forecasts the day before ought to be spot on; there 
shouldn’t be much if anything left to change minds and generate late swing. Sadly final forecasts 
often fail to come as close as they should to eventual outcomes. Forecasts further out from an 
election should stand a high chance of being indicative of the outcome. But they should not be 
expected to be spot on. Voters are not and should not be entirely predictable.
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Note

1 Thanks to Andreas Murr for comments and to John Kenny and Eilidh Macfarlane for help compiling 
literature searches.
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Field experiments in 
political Behavior

Donald P. Green and Erin A. York

The study of political behavior is broad in scope, encompassing both conduct in political settings 
and the psychological, sociological, and economic precursors that lead people to value different 
things, harbor different beliefs, and pursue different objectives. Much of the scholarship in this 
domain is descriptive. Researchers measure quantities such as the proportion of the public that 
feels a sense of attachment to a political party, assess whether these proportions have changed 
over time, and estimate correlations among variables such as conservatism and party affiliation. 
Other scholarly investigations focus on cause- and-effect relationships. For example, does expo-
sure to political campaigns make voters more knowledgeable about the candidates’ stances on 
policy issues?
 During the latter half of the twentieth century, both descriptive and causal questions such as 
these were addressed using a single research method: opinion surveys. For example, Huckfeldt 
and Sprague used panel surveys of residents of South Bend, Indiana during the 1984 election 
campaign to demonstrate that people hold political attitudes that are correlated with those held 
by others in their social network, a descriptive fact that they interpret causally to mean that 
“vote preferences are socially structured … by the characteristics and preferences of others with 
whom the voter discusses politics,” such as an individual’s friends and family (Huckfeldt and 
Sprague 1995: 189). Similarly, Almond and Verba (1963: 133) and Wolfinger and Rosenstone 
(1980: 17) observe a strong correlation between education and participatory attitudes and voting, 
respectively, and both argue that this correlation reflects the causal influence of education and 
the outlook and skills that it imparts.
 Although these authors make cogent arguments on behalf of their causal interpretations, the 
survey evidence they adduce is subject to competing interpretations. The correlation between 
the political views among those in the same friendship or family networks that Huckfeldt and 
Sprague observe might arise if members of these networks share unmeasured attributes, such as 
similar pre- adult socialization experiences (Fowler et al. 2011). Education might be predictive 
of participatory orientations not because schooling imparts them but rather because education is 
a marker for other unmeasured attributes, such as social position or norms conveyed by parents, 
that are causal. The correlation that Rosenstone and Hansen (1993) observe between voter 
turnout and reported exposure to mobilization activity may reflect the fact that strategic cam-
paigns target likely voters for persuasive communication; we might observe this correlation even 
in the absence of any mobilizing effects.
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 One way to overcome the concern that “correlation is not causation” is to study propositions 
such as these using experimental designs. We use the term experiment to refer to studies in 
which subjects are randomly assigned to treatment or control conditions (Gerber and Green 
2012). Random assignment implies that subjects in the treatment group have the same expected 
potential outcomes as subjects in the control group. Any given random assignment may produce 
groups that differ in some measured or unmeasured way, but there is no systematic tendency for 
one group to be favored over the other in terms of outcomes, as may be the case when subjects 
self- select into the treatment group or are targeted for treatment by strategic actors.
 The 1980s and 1990s saw increasing use of experimental designs in studies of political behav-
ior. Technological developments, such as computer- assisted interviewing, allowed survey 
researchers to randomly manipulate question wording, order, and response options. Survey 
experimentation, which had been used sporadically to settle debates about over- time trends in 
survey responses (Sullivan, Piereson, and Marcus 1978) and required years of data collection 
(Schuman and Presser 1981), now became an area of rapid growth, especially as a tool to explore 
hard- to-measure attitudes on subjects such as race (Kuklinski, Cobb, and Gilens 1997). Use of 
survey experimentation was spurred by further developments, such as the advent of cooperative 
surveys that subsidized researchers’ access to experimental opportunities (Mutz 2011) and online 
survey platforms that allowed researchers to make inexpensive use of nonprobability samples 
(Berinsky, Huber, and Lenz 2012). This era also witnessed new interest in laboratory experi-
mentation, which had largely been the province of psychology. An especially influential study 
was Iyengar, Peters, and Kinder (1982), which recruited participants from the New Haven 
community to view a series of doctored news broadcasts that randomly stressed different national 
issues (inflation, defense, and environmental pollution). The researchers found that the treat-
ments had no detectable effect on subjects’ policy views but did change the importance that they 
accorded different issues. Evidently, news broadcasts do not change what people think but do 
affect what they think about (Iyengar, Peters, and Kinder 1982: 852). Subsequent lab experi-
ments have used this research paradigm to study the effects of negative advertising (Ansolabe-
here and Iyengar 1997), confrontational public affairs programs (Mutz 2015), and ideologically 
slanted news (Arceneaux and Johnson 2013). Many recent experiments blend ingredients from 
lab and survey experiments, such as studies in which subjects deliberate over policy questions 
(Karpowitz, Mendelberg, and Shaker 2012; Farrar et al. 2010), sometimes after discussion with 
public officials or policy experts (Minozzi et al. 2015).
 Survey experiments and lab experiments have many attractive features but also some 
important limitations. The principal advantage is that random allocation allows researchers to 
draw unbiased causal inferences that are free from “omitted variables bias.” Another advantage 
is that the researcher is (usually) in full control of the stimuli that subjects receive and may 
deploy creative and carefully controlled interventions across multiple treatment arms in order to 
isolate causal mechanisms (Druckman et al. 2011; Gerber and Green 2012). Finally, the logistics 
of executing a study are typically manageable. Noncompliance with the assigned treatment, 
missing outcome data, and contamination across treatment conditions rarely afflict lab experi-
ments. On the other hand, survey and lab experiments are often criticized for features that limit 
the generalizations that can be drawn from the results. Subjects in lab experiments are often 
college undergraduates (Sears 1986). The treatments that subjects receive are often contrived 
(e.g., campaign advertisements by hypothetical candidates), and the same may be said of the 
context in which subjects receive the treatment (e.g., amid an opinion survey or, in lab studies, 
in a faux living room where subjects are asked to watch television programs – without a remote 
control). Finally, outcomes tend to be measured shortly after the intervention occurs, usually at 
the end of the survey or lab session.
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 Field experimentation represents an attempt to address these concerns. Ideally, field experi-
ments deploy interventions and measure outcomes in a manner that is both realistic and unob-
trusive. The subjects are the very people who would ordinarily be targeted for an intervention; 
the treatment is the kind of intervention that would ordinarily be deployed in the real world 
(e.g., an actual political ad); subjects receive the intervention in a naturalistic context; the inter-
vention and outcome measurement are unobtrusive in that subjects are unaware that their 
behavior is being studied. In practice, field experiments vary in terms of the extent to which 
they satisfy these criteria. On the ideal end of the spectrum are studies such as Rogers and 
Middleton (2015), in which persuasive mailings concerning five ballot propositions were sent 
by an advocacy campaign to randomly assigned voting precincts prior to an election. Outcomes 
were assessed unobtrusively using precinct- level voting returns. Somewhat more obtrusive 
are studies such as Gerber et al. (2011), in which a gubernatorial campaign deployed television 
ads in randomly assigned media markets, but voters’ preferences in each market were assessed 
using opinion surveys. In this case, subjects were unaware of the connection between the media 
campaign and the survey. More obtrusive is Paluck’s (2009) experimental evaluation of a 
Rwandan radio soap opera. Rwandan villages were randomly assigned to listen to an ethnic 
reconciliation soap opera or a control radio program that focused on health. Villagers were 
brought together every few weeks to listen to the radio programs and interviewed at the end of 
the year. Here, the treatment is a real program broadcast in the rest of the country, but the 
context in which the audience listened to the shows was somewhat lab- like, and it is possible 
that some respondents saw the connection between the content of the radio intervention and 
the end- line survey.1

 The use of field experiments in political science is by no means new. The pioneering work 
of Gosnell (1927) and Eldersveld (1956) used controlled experiments to assess the effectiveness 
of voter mobilization tactics. The pace of field experimental developments slowed, however, 
after the 1950s, and only a handful of field experiments found their way into print during the 
remainder of the twentieth century (see Green and Gerber 2002a, 2002b). Remarkably, not a 
single field experiment appeared in any political science journal during the 1990s.
 The current wave of field experimentation in political science began at the turn of the 
twenty- first century, reflecting the “credibility revolution” that was brewing across the social 
sciences. The large- scale voter turnout experiments conducted by Gerber and Green (2000) not 
only revived interest in randomized experimentation in real- world settings; this study also 
ushered in an era of growing methodological sophistication in analyzing field experiments, 
especially regarding issues posed by noncompliance, spillovers, and attrition.
 Field experimentation may therefore be viewed as a two- pronged strategy to improve the 
credibility of causal inferences: experimental assignment is used to isolate cause- and-effect by 
eliminating systematic differences between treatment and control groups, and unobtrusive field-
 based designs narrow the gap between the research protocol and the political world to which 
the research is applied. The challenge is, of course, to design and execute this kind of research in 
a way that is theoretically illuminating. To do so requires an extensive research program that not 
only tests the effects of different interventions on a given subject pool and political setting but 
also tests whether the results hold across different subject pools and political settings. The 
remainder of this chapter therefore devotes special attention to the growth and development of 
the field experimental literature, which started with studies of voter turnout in the United States 
but rapidly branched out to other forms of political behavior and to a variety of political con-
texts. Accordingly, we begin our literature review by discussing voter mobilization experiments 
and then turn our attention to studies of persuasive messaging, attempts to induce non- electoral 
participation, and efforts to bolster the accountability of public officials through anti- corruption 
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initiatives and mobilization of underserved populations. We conclude by speculating about the 
future of field experimentation in political behavior, discussing the growing body of work that 
focuses on the behavior of elites.

Voter turnout

Since the 1920s, scholars have sought to understand the conditions under which people vote. 
Scholarly interest in this question reflects a combination of political, normative, and theoretical 
motivations. Many political scientists have worked closely with political campaigns, and their 
research on voter mobilization grew out of efforts to gain a competitive advantage during an 
election campaign (Issenberg 2012). Others are drawn to the study of voter turnout on account 
of its distributive implications. In countries such as the United States, the socioeconomic and 
ethnic composition of the voting electorate often differs markedly from that of the eligible elect-
orate, especially in low- salience elections where overall turnout rates tend to be well below 50 
percent. Many scholars have expressed concern that affluent whites have disproportionate influ-
ence on politics due to their relatively high voting rates (Bedolla and Michelson 2012). Voter 
turnout also represents a theoretical puzzle for rational choice models of political behavior. In 
any large electorate, a given voter has an infinitesimal chance of casting the decisive vote; the 
instrumental value of voting is therefore negligible even when the election has enormous polit-
ical implications (Downs 1957). To the extent that rational actors cast ballots, they must do so 
because of what Olson (1965) calls “selective incentives,” the utility they receive from the act 
of voting itself. These selective incentives could include outright bribes, but in the contemporary 
American context more often comprise the intrinsic satisfaction voters receive from doing their 
civic duty and the social approbation they receive when others see them vote (Riker and Orde-
shook 1968). Drawing on this theoretical framework, much of the experimental literature has 
probed the extent to which turnout is affected by interventions that affect the direct costs and 
benefits of voting. Conversely, in an effort to critically evaluate the assumptions of this theoret-
ical model, many researchers conduct experiments designed to emphasize the closeness of the 
election or its importance for policy, two factors that should be irrelevant in a model where 
citizens rationally weigh the costs and benefits of voting.
 Experiments on the costs and benefits of voting fall into four broad categories. First, several 
studies conducted in collaboration with non- partisan organizations have sought to raise turnout 
by lowering information costs.2 In these experiments, voters are reminded by mail, phone call, 
email, or text message that Election Day is approaching, and in some cases they are also provided 
information about the location of their polling place. The many experiments that have sent 
reminders via mail or email have uniformly found null effects (Green and Gerber 2015: 58, 99). 
Brief recorded phone call reminders have also proven ineffective; live reminder calls have fared 
slightly better, generating a modest turnout increase among those who are successfully reached 
by phone (Green and Gerber 2015: 82–83). The one mode that seems to generate reliable 
effects is text messaging. Messages from a non- partisan group to an opt- in list of recipients raised 
turnout by about four percentage points in an early study (Dale and Strauss 2009); messages 
from the local registrar of voters generated a small percentage- point increase in turnout but one 
comparable to Dale and Strauss (2009) in percentage terms (Malhotra, Michelson, and Valen-
zuela 2012); and a series of large- scale experiments in Denmark found statistically significant 
effects among the young voters targeted by the campaign (Bhatti et al. 2014). Although Dale 
and Strauss (2009) attribute these effects to the fact that text messages are “noticeable remind-
ers,” it remains unclear why these reminders are so much more effective than those delivered 
via a live phone call. Another interesting puzzle concerns the fact that turnout does not respond 
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in any consistent way to the content or urgency of the message. Bhatti et al. (2014), for example, 
find that messages delivered a few days prior to Election Day are more effective than those 
delivered on Election Day itself.
 A second line of research assesses whether turnout rises when voting is made more conven-
ient. Several experiments in the United States assess whether turnout increases when eligible 
citizens are encouraged to register as “permanent absentees,” which means that the ballot is 
mailed to them weeks in advance of the election. Another set of experiments test whether 
turnout rises when voters are reminded that their jurisdiction allows for early in- person voting,  
enabling them to vote when it suits their schedule. Results seem to suggest that these appeals do 
induce recipients to cast ballots using more convenient options, but the net turnout rate rises 
only slightly (Mann 2011; Mann and Mayhew 2015). The lack of effect calls into question the 
hypothesis that low turnout rates in the United States reflect onerous registration requirements 
(Piven and Cloward 1989; Powell 1986), although experimental evidence does suggest that 
encouraging registration increases turnout in both the United States (Nickerson 2015) and 
France (Bracconier, Dormagen, and Pons 2017).
 A third line of research offers people direct incentives to vote. Surprisingly, some state and 
municipal laws in the US permit cash inducements to vote in non- federal elections provided 
that recipients are not encouraged to vote for any particular candidate or cause. Panagopoulos 
(2013) randomly varied the incentives offered to voters from zero to $25 in two experiments 
conducted in municipal elections and found overall that turnout rises 1.5 percentage points for 
every $10 offered (roughly 15 to 20 percent of the control group voted in these elections). 
Although statistically significant, this estimated effect is not particularly large, perhaps because 
voters were incredulous about whether they would actually be paid.
 A final strand of this literature focuses on social incentives. Here, the core proposition is that 
voters widely subscribe to the prescriptive social norm that one ought to vote and that one can 
induce compliance with this norm through social pressure. Social pressure may be exerted 
through the forceful assertion of norms (“Do your civic duty and vote!”), by monitoring of 
compliance with the norm, and by promising to disclose future (non)compliance to others. In 
the context of voter turnout, monitoring and disclosure are facilitated by the fact that voter 
turnout is a matter of public record – some states even post this information online. Experiments 
testing the turnout effects of social pressure date back to Gosnell (1927) and Gross et al. (1974); 
this research agenda was revived by Gerber, Green, and Larimer (2008), who showed that 
turnout rises substantially as larger doses of social pressure are applied via direct mail. The 
strong effects of social pressure seem to hold across an array of low- and medium- salience elec-
tions (Gerber, Green, and Larimer 2010; Mann 2010; Panagopoulos 2010; Sinclair, McConnell, 
and Michelson 2013), but the effects appear to be much weaker in high- salience races (Rogers 
et al. 2017), perhaps because non- voters in such elections tend to be less sensitive to the enforce-
ment of voting norms. Interestingly, the effects also appear to be weaker when voters are pre-
sented with their record of past turnout but not scolded to do their civic duty (Murray and 
Matland 2014).
 Social incentives arguably play a role in two related experimental literatures. The first con-
cerns the effects of door- to-door canvassing. Dozens of studies in the United States (see Green 
and Gerber 2015: 31–35) as well as studies in the United Kingdom (Foos and de Rooij 2013; 
John and Brannan 2008; John and Foos 2014), China (Guan and Green 2006), Pakistan (Giné 
and Mansuri 2011), Sweden (Nyman 2017), and Italy (Cantoni and Pons 2016) show that 
turnout increases when canvassers converse with eligible voters. Interestingly, these settings are 
ones in which door- to-door mobilization is a common political practice. Comparable studies on 
the European continent where canvassing is uncommon have failed to find effects; see Pons 
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(2016) on turnout effects in France, Ramiro, Morales, and Jiménez-Buedo (2012) in Spain, and 
Bhatti et al. (2016) in Denmark. Another experimental finding that suggests the role of social 
incentives concerns volunteer phone- banking campaigns in which, several days before the elec-
tion, voters are urged to vote and asked whether they can be counted on to vote on Election 
Day. Voters who pledge to vote are called back on the eve of the election and reminded to 
make good on their promise to vote. The results from three such experiments seem to suggest 
strong mobilization effects (Michelson, Bedolla, and McConnell 2009).
 Overall, the literature offers a mixed verdict on efforts to change voting rates by altering the 
costs and benefits. Some evidence suggests that voting rates can be increased through cash pay-
ments and text message reminders, but other forms of reminders produce disappointing results, 
and offering more convenient voting options seems to do little to lure non- voters to the polls. 
The most powerful effects seem to stem from social pressure, especially when stern admonitions 
are coupled with monitoring and disclosure, suggesting that the costs that matter most are those 
that are socially imposed. At the same time, more gentle messages that urge voting face- to-face 
or through repeated interaction with voters who have pledged to vote also raise turnout sub-
stantially – at least in polities where such practices are common.

Persuasion

Non- partisan information

A growing body of scholarship addresses the impact of non- partisan information provision on 
electoral accountability. Interventions in this area are motivated by the theoretical assumption 
that limited political knowledge reduces voters’ ability to hold politicians accountable, which in 
turn contributes to low- quality politicians and poor performance while in office (Pande 2011). 
A large formal literature on the link between information and voting behavior predicts that 
voters should punish politicians who do badly and reward good performers with another term 
in office (Besley 2006). However, the difficulty in identifying the impact of information has led 
to an increasing focus on experimental treatments that augment what voters know about public 
officials and the electoral process.
 One strand of this experimental literature distributes non- partisan information about can-
didate performance. These interventions often involve the development and distribution of 
politician “report cards” intended to grade their integrity or performance while in office. 
Incumbents might be judged according to their attendance in lawmaking sessions or productiv-
ity in office. An analogous approach, intended to address corruption in office, provides voters 
with reports on candidates’ inappropriate behavior, such as irregularities in spending or allega-
tions of criminal conduct. Outcomes are often measured using hard electoral indicators, such as 
vote shares or incumbent reelection rates.
 The several experiments conducted in this category have found effects that often vary 
depending on the context in which the information is deployed. An early natural experiment 
taking advantage of randomized rollout of municipal audits in Brazil found that reelection rates 
were sensitive to incumbent performance: for incumbents with few violations, electoral out-
comes improved, while for incumbents with many violations, likelihood of reelection was 
reduced (Ferraz and Finan 2008). The impact of revelation varied according to the level of 
media present in a municipality; effects were larger where results could be disseminated via local 
radio.
 Some findings have conflicted with theoretical predictions. In another experiment in Brazil, 
Figueiredo, Hidalgo, and Kasahara (2010) distributed fliers informing voters that the incumbent 
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and challenger in a mayoral election had been cited for corruption convictions. The results 
suggest that this type of information can have different effects for different politicians: exposing 
bad behavior by the incumbent had no effect on his vote share, but the challenger’s prospects 
were reduced by the intervention. In a similar field experiment implemented in Mexico, Chong 
et al. (2015) found that distributing fliers detailing mayoral corruption had the effect of reducing 
votes for both the incumbent and challenger party (producing an overall decrease in turnout). 
Finally, a report card experiment conducted in Uganda suggests that while effects of positive and 
negative information are in the predicted directions, their impact is short- lived in practice: an 
information treatment had large effects when administered via survey experiment but no 
discernable impact on electoral returns (Humphreys and Weinstein 2012).
 Another line of research addresses the methods by which voters obtain information, studying 
the impact of different types of citizen–candidate interactions on a set of outcomes including 
turnout, candidate vote share, or voter knowledge. In these studies, the intervention is typically 
implemented with the cooperation of politicians, and the treatment involves some deviation 
from a normal campaign strategy in a given context. The motivation for this research stems in 
part from the politics of developing countries, where voters tend to be less informed about 
candidates and political campaigns often revolve around the distribution of private goods rather 
than policy platforms (Keefer and Khemani 2005).
 This line of research was inspired by an early study that randomly varied campaign platforms 
in Benin (Wantchekon 2003). In these studies, researchers often coordinate directly with polit-
ical parties in order to devise and deliver varying campaign messages. The deviation from “pol-
itics as usual” is expected to change voter perceptions of the candidates or parties involved in 
some context- specific manner. For example, voters may derive additional information about the 
options on the ballot by observing candidate performance in debates, which allows for more 
complex interactions between politicians. This in turn should cause them to reward strong per-
formers and punish those who do poorly. Testing this hypothesis in Sierra Leone, Bidwell, 
Casey, and Glennerster (2015) randomly vary voters’ exposure to candidate debates in the 2012 
parliamentary elections. The authors found that watching the debates increased citizens’ know-
ledge of candidates and their policy platforms and produced a bump in vote share for the debate 
“best performers.” MPs involved in the debates also exhibited strengthened constituent engage-
ment once in office.
 This ambitious line of research offers new opportunities to learn about the relationship 
between voter knowledge and political outcomes, particularly in the developing world. At the 
same time, experimental interventions are difficult to implement with fidelity to random assign-
ment when researchers depend on the cooperation of political actors, whose incentives may not 
be fully aligned with the goals of the study.

Persuasion designed to build voter support for a candidate or cause

A small but growing literature examines the extent to which voters’ preferences for candidates 
or policies change in the wake of communication from campaigns. Several experiments focus 
on the effects of the face- to-face communication that occurs when canvassers visit voters at their 
doorstep. Some of the early studies looked at the persuasive effects of canvassing by advocacy 
groups (Arceneaux 2005; Nickerson 2007) and political campaigns (Nickerson, Friedrichs, and 
King 2006), sometimes featuring canvassing by candidates themselves (Arceneaux 2007). This 
literature has grown rapidly outside the United States, with large- scale experiments conducted 
in Benin (Wantchekon 2003), Canada (Dewan, Humphreys, and Rubenson 2014), France 
(Pons 2016), and Italy (Cantoni and Pons 2016; Kendall, Nannicini, and Trebbi 2015). Many 
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of the more recent studies have looked at large- scale persuasion efforts using direct mail (Rogers 
and Middleton 2015), Facebook advertising (Broockman and Green 2014), automated phone 
messages (Shaw et al. 2012), or television commercials (Gerber et al. 2011). Results from these 
studies have ranged widely. Rogers and Middleton (2015) found their mailings to have a strong 
effect on vote outcomes (but see Cubbison 2015 and Doherty and Adler 2014); Broockman and 
Green (2014) found Facebook ads to have no effect; and Gerber et al. (2011) found televised ads 
to have a strong initial effect that dissipated quickly.
 In sum, recent years have seen rapid growth in the rigorous evaluation of persuasive com-
munication. This line of research is branching out to different countries and modes of commu-
nication. At this stage, it is too early to say why certain kinds of advertising campaigns tend to 
be more persuasive than others. A simple dichotomy between personal and impersonal seems 
not to work as an explanation: personal tactics such as canvassing sometimes produce weak 
results, while impersonal tactics such as direct mail sometimes produce substantial effects. Sys-
tematic variation of factors such as source credibility (see, for example, Shaw et al. 2012) and 
“dosage” of communication (Cubbison 2015) have sometimes also produced counterintuitive 
results, with endorsements from credible sources and high volumes of mail failing to shift vote 
preferences. Another interesting puzzle is that persuasive communications typically fail to 
increase voter turnout even when the persuasive effects are large (see, for example, Rogers and 
Middleton 2015). One of the more intriguing experimental results suggests that one- sided per-
suasive communication from a single campaign fails to increase turnout, but two- sided com-
munication from opposing campaigns does raise turnout (Loewen and Rubenson 2010).

Conclusion

This chapter has presented a brief overview of the main lines of field experimental research in 
political behavior, notably studies of voter turnout and persuasive communication. Many other 
lines of inquiry have been given short shrift, and we conclude by describing several important 
and growing areas of investigation.
 Field experiments are increasingly directed at forms of political participation other than 
voting in elections. Early studies of contributing to campaigns or political organizations (Miller 
and Krosnick 2004) paved the way for similar experiments in economics (Rondeau and List 
2008; Perez- Truglia and Cruces 2017) and political science (Green et al. 2015; Schwam- Baird 
et al. 2016), with increasing emphasis on head- to-head comparisons of different kinds of mes-
saging appeals. Another form of participation less specific to the American context than fund-
raising is participation in political meetings and rallies. Recent works in the US and Honduras 
have accentuated the role of social ties in promoting this form of participation (McClendon 
2014; Stafford and Hughes 2012).
 Another important strand of experimental inquiry focuses on the behavior of public officials 
rather than voters. Several studies have borrowed the “audit study” paradigm commonly used 
to study the labor market or housing discrimination to assess whether public officials respond 
differently to requests made by majority or minority constituents (Butler and Broockman 2011; 
Butler 2014; Distelhorst and Hou 2014) or by citizens inside or outside their own constituency 
(Broockman 2014). The question of differential treatment also pertains to the question of 
whether campaign donors enjoy greater access to public officials than ordinary constituents 
(Kalla and Broockman 2015). Other recent studies have sought to assess the effects of fact- 
checking (Nyhan and Reifler 2015), lobbying by citizen organizations (Bergan 2009), or pro-
viding information about constituent opinion on pending legislation (Butler and Nickerson 
2011). The growing use of experiments to study elite behavior complements the growing use 
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of naturally- occurring randomizations, such as lotteries that determine seniority on legislative 
committees (Broockman and Butler 2015; Kellerman and Shepsle 2009), term length (Titiunik 
2016), or the ability to offer legislative proposals to the Canadian House of Commons (Loewen 
et al. 2014). Although elite behavior remains less widely studied than mass behavior, field 
experiments have brought about something of a renaissance of research on elites, and the years 
to come are likely to see growing use of this research approach in studies of comparative 
politics.

Notes

1 Paluck points out that it is common for Rwandans to listen to radio in groups. This study also featured 
unobtrusive outcome measures that were reported in Paluck and Green (2009).

2 A related hypothesis is that turnout increases when voters become informed about the stakes of an 
upcoming election. A noteworthy leafleting experiment randomly varied the distribution of persuasive 
messages by one or both sides of a referendum campaign (Loewen and Rubenson 2010) and found 
that only two- sided communication raised turnout.
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Making inferences about 
elections and Public 

oPinion using incidentally 
collected data

Jonathan Mellon

Introduction

This chapter discusses the use of large quantities of incidentally collected data (ICD) to make 
inferences about elections and public opinion. ICD is data that was created or collected prim-
arily for a purpose other than analysis (Sjoberg, Mellon, and Peixoto 2017). The internet has 
expanded the availability and reduced the cost of ICD with data sources including internet 
searches, social media data, and civic platforms. This chapter focuses on the uses of ICD in elec-
tions and public opinion (EPOP) research and the challenges that researchers face in using it 
effectively.
 ICD is often categorized as “big data.” This chapter doesn’t use that term for several reasons. 
First, the term big data has at least six commonly used definitions that are often incompatible 
with each other (Monroe 2012; Ward and Barker 2013). The most common definitions focus 
on the amount of data (for instance, Intel uses a cutoff of 300 terabytes of weekly data). Data size 
is an important criterion when looking at storage or technological requirements for running an 
analysis (e.g., which database software or cloud service to use), but is less important when con-
sidering questions of what types of inference can be made from data. Looking merely in terms 
of size, both anonymized census records and large sets of tweets are big data. However, census 
records are some of the least problematic data to draw inferences to the general population from 
(because they are near complete information on the population), whereas drawing valid infer-
ences from social media data is much more difficult.
 Other big data definitions focus on the velocity of the data (how quickly it is produced), on 
the computing power required to analyze the data, on the extent to which the data is structured 
in a complex way, or whether particular tools are used to analyze the data (e.g., machine learn-
ing, NoSQL databases, or Hadoop). A particular dataset or analysis can easily fit different sets of 
these definitions, meaning the term big data is uninformative without further explanation. 
Rather than trying to solve this semantic debate, this chapter focuses on the analysis and infer-
ential issues that political scientists face when studying data that was collected for purposes other 
than analysis.
 This chapter proceeds in four sections. The first focuses on the different types of inferences 
that elections and public opinion researchers have made from ICD: point estimates of public 
opinion or party behavior, election forecasts, and estimates of causal relationships. The second 
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discusses how researchers should think about representativeness and validation when using ICD. 
The third section discusses other common problems that researchers face when analyzing ICD, 
including dealing with spam and automation. The fourth section applies the ICD framework to 
a paper analyzing the ideology of Twitter users.

Inferences with ICD

Several uses of ICD are especially relevant to the study of elections and public opinion: making 
point estimates, election forecasting, and estimating causal relationships. This section reviews 
the ways in which researchers have used ICD to do each of these.

Point estimates

One way in which ICD EPOP researchers use ICD is making point estimates of public opinion 
within particular populations. The most commonly used form of ICD for this purpose is inter-
net search data, particularly from Google Trends. Google Trends provides aggregated time 
series counting the number of searches for a particular search term within a specified geographic 
area. The time series are available daily or weekly.
 Google data has been used in public opinion research to study issue salience. These studies 
include studying agenda setting by the media (Weeks and Southwell 2010; Ripberger 2011; 
Granka 2010; Ragas and Tran 2013) and identifying trends in public interest in various environ-
mental issues (Wilde and Pope 2012; Oltra 2011; Anderegg and Goldsmith 2014). Other studies 
using search data have shown how interest in candidates affects fundraising for that candidate 
(Ellis, Swearingen, and Ripberger 2011), and the effect of racist attitudes on Barack Obama’s 
2008 vote share (Stephens- Davidowitz 2012).
 Some studies have also used text analysis of tweets as proxies for public opinion. Studies using 
Twitter have studied the reaction of the public to presidential debates (Wang et al. 2012), 
including using spikes in tweets to identify key moments within a debate, and analyzed the 
effect of political events on the public mood (Bollen and Pepe 2011) and the public’s engage-
ment with politicians (Raynauld and Greenberg 2014).
 Most of the studies using ICD to track public opinion do not conduct any validation of the 
measures they use to track public opinion and it is therefore not clear whether the results of 
these studies are valid. The representativeness and ICD section of this chapter discusses some 
studies which have conducted validation and the extent to which unvalidated data is likely to 
lead to false inferences.
 ICD has also been used to describe the behavior of parties. This analysis tends to be much 
less problematic as it is relatively straightforward to sample either all the relevant online behavior 
of parties or a representative subset of it. Examples of this type of analysis include Gibson and 
Ward’s (2003) analysis of Australian party websites using automated content analysis. During 
that period, this could be seen as a reasonably representative sample of how the political parties 
used the internet. If the aim had been to make an inference about party behavior in general, the 
inference would have required more assumptions or validation, but the approach was well 
suited for the narrower question of how parties use the internet. Similar studies have looked at 
elections in Germany and Austria (Russmann 2011), Norway (Enli and Skogerbø 2013), and 
other Australian elections (Bruns and Highfield 2013). Recent studies have also documented the 
rapid rise in political parties’ use of social media across many electoral contexts (Jungherr 2015; 
Bode and Epstein 2015; Karlsen 2011; Van Dalen et al. 2015; Larsson 2015).
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Forecasting

Another major use of ICD is election forecasting. Many papers have used data on the number 
of times different candidates are mentioned on Twitter to forecast elections, with the assump-
tion that more Twitter mentions is associated with a higher vote share (Tumasjan et al. 2010; 
Sang and Bos 2012; O’Connor et al. 2010; McKelvey, DiGrazia, and Rojas 2014; Marchetti- 
Bowick and Chambers 2012; Choy et al. 2012; Digrazia et al. 2013). Election forecasting has 
also been attempted using Google Trends data on the number of searches for candidate and 
party names (Graefe and Armstrong 2012; Granka 2013; Polykalas, Prezerakos, and Konidaris 
2013a, 2013b). While all of these papers claimed success in this process, they are all based on 
retrospective forecasts of elections.
 Subsequent research has suggested that these “forecasts” succeeded only due to arbitrary 
decisions (Gayo- Avello 2012) and that when their methods are applied to elections other than 
the one where success is claimed they perform no better than chance (Gayo- Avello, Metaxas, 
and Mustafaraj 2011; Metaxas, Mustafaraj, and Gayo- Avello 2011). Additionally, a pre- registered 
Twitter forecast of the 2015 UK election did not replicate the success of retrospective “fore-
casts” (Burnap et al. 2016).1

Causal relationships

Another form of inference that is sometimes used with ICD is to argue that even though the 
sample is unrepresentative, the social mechanisms that the authors are testing are not likely to be 
affected by the sample’s unrepresentativeness. This is essentially the same logic that governs 
external validity in laboratory experiments. As with experiments, the extent to which this is a 
convincing argument will vary dramatically across studies. This logic of inference is rarely con-
vincing when trying to get exact point estimates of a proportion (e.g., the proportion of voters 
who will vote for the Democrats), but can be more convincing when trying to understand how 
two variables will be correlated (e.g., whether consumption of left- wing media content corre-
lates with voting democrat).
 One example of this logic is a 61 million person get- out-the- vote experiment that was run 
on Facebook users by showing them a message about their friends’ voting (Bond et al. 2012). 
Given the size of Facebook, this is interesting in its own right, but it is also plausible that such 
subtle social nudges are influential outside of Facebook, helping to justify the wider conclusions 
that the authors drew.
 In another example, Mellon, Sjoberg, and Peixoto (2016) examine predictors of petition 
success on the change.org platform. They argue that the mechanisms tested are sufficiently 
broad (level of mobilization, institutional support, and regime type) that they are likely to apply 
to settings beyond the change.org platform. While the analysis itself makes inferences about 
petitions on the platform, the conclusions are drawn more widely.
 In another example, Reddit data was used to examine the types of arguments that are most 
convincing to other people (Tan et al. 2016). While the data is specific to the Reddit platform, 
the authors explicitly make wider claims about the mechanisms behind persuasion. In this 
case, the generalizability of the findings is more difficult to assess. The data the paper uses is 
based on the ChangeMyView Reddit forum where users specifically ask for people to try and 
change their minds. It is therefore unclear whether data from this setting is relevant to opinion 
change more generally. In each of these cases, the mechanisms are argued to be sufficiently 
similar in the available ICD, that wider conclusions can be drawn.

http://www.change.org
http://www.change.org
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Drawing useful inferences from ICD

There are two main ways that scholars can draw inferences from ICD: representativeness and 
proxy validation. Representativeness makes sure that the sample is sufficiently representative of 
the population that a researcher wants to make inferences about. Proxy validation takes a black 
box approach, where the key question is whether we can be confident that, for whatever 
reason, a trend in ICD reliably tracks a real- world phenomenon of interest.

Representativeness

Researchers using ICD need to consider representativeness in two ways. First, whether the 
platform the ICD is taken from is representative of the wider population that the research is 
interested in (voters, politicians, the general population, etc.). Second, regardless of the popu-
lation of interest, researchers have to consider whether the ICD is organized at the correct unit 
of analysis for the research question.

Representativeness of users

When looking at ICD, the first threat to representativeness is the composition of the platform’s 
users. In the case of social media data, Facebook users tend to be more demographically and 
politically representative of the general population than Twitter users (Mellon and Prosser 
2017), but both groups would take considerable adjustment to make them representative of the 
general population. As with survey data, when an initial sample is not representative, it is some-
times possible to achieve representativeness using weighting; however, this still assumes the 
sample is representative within the weighting strata.
 Most studies that attempt to make point estimates do not assume that ICD is a sample of the 
general population of a country, but many studies do try to make inferences about subpopula-
tions. On the other hand, many studies that focus on causal relationships implicitly assume that 
social media users are sufficiently representative of the general population to draw inferences 
outside of social media users.

Choosing the correct unit of analysis

Most datasets used by scholars of elections and public opinion are either directly collected by 
them or by someone who collected it to make inferences about political phenomena. In standard 
social science data collection, the sampling procedure will generally reflect the analysis to be 
conducted. If a research question is about countries, data will be collected at the country level 
and if a question is about the behavior of individual voters, then data will be sampled at the 
individual level.
 By definition, ICD is not collected in this way and instead reflects the priorities of the plat-
form. Consequently, researchers may need to adjust the data in order to make inferences about 
the phenomena of interest. With ICD, the data will generally be organized at whatever level 
was most useful for the original purpose. Often this is in the form of event logs, which take an 
event as the unit of analysis. However, making inferences about the universe of events is often 
not the aim of a political scientist.
 In public opinion research and elections research, the individual is generally treated as the 
fundamental unit of analysis. That is, we want to know something about the average individual 
in a population. In most survey research, we are interested in knowing something about the 
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distribution of a variable across individuals. In the case of media analysis, we are usually ultimately 
interested in understanding the distribution of exposure to possible influences across individuals 
– for example, how much pro- Labour media is a typical voter exposed to?
 Twitter data can be used to make inferences about these different populations. If we are, for 
instance, interested in using Twitter data in the run- up to a UK election, we could be interested 
in making inferences about any of the following (even before we consider making inferences 
beyond Twitter):

1 UK tweets
2 The consumption of Twitter content in the UK
3 The behavior of UK Twitter users

These choices are non- trivial because Twitter usage is highly skewed. The median Twitter 
account has just one follower (Bruner 2013). The first option is often the default way in which 
researchers receive Twitter data: a chronological stream of tweets written that match certain 
criteria (such as location, time, and topic), gathered by storing tweets matching a certain criteria 
in the streaming API for a certain time period. However, it is not immediately clear why we 
should care about tweets as a population to make inferences about. If we think that Twitter is 
politically relevant because it is an important source of campaign information, then we should 
be focused on the second option: what Twitter users consume, and if we are interested in 
Twitter as a source of data on the political behavior of individuals, then we should be interested 
in the third option. A stream of tweets is essentially a measure of individual behavior (tweeting) 
weighted proportionally to the level of activity of each individual. However, many articles using 
Twitter data (Jungherr 2014; Raynauld and Greenberg 2014; Jungherr, Jurgens, and Schoen 
2011; Christensen 2013; Caldarelli et al. 2014) take it is as given that the content of Twitter as 
a whole is the most relevant analysis frame.
 The second option (the consumption of Twitter content in the UK) is most useful for 
research looking at Twitter as a medium for media consumption. Obtaining a representative 
sample of what content is consumed on Twitter is possible using weighting: a researcher simply 
needs to capture a stream of tweets fitting particular criteria and then subsequently reweight or 
resample according to the number of followers the creator of each tweet has. This means that a 
tweet seen by 10,000 followers is weighted 500 times as highly as a tweet seen by 20 followers. 
While there are some simplifying assumptions2 in this process, it will create a collection of 
tweets that much more closely resembles what people see on Twitter. If we are interested in 
Twitter as a source of information, then this is the most relevant universe.
 The difference between what is consumed and what is tweeted is likely to be important. 
While Twitter users as a whole are numerous enough that they span many sections of society, 
popular Twitter users tend to be more reflective of existing sources of political influence: for 
example, celebrities, media figures, academics, and political figures. Focusing on everything that 
is tweeted would be likely to give the impression that Twitter consumption looks less like tra-
ditional media than is actually the case.
 The third potential population of interest is Twitter users themselves or a particular subset of 
the users. Samples of Twitter users can be obtained in a number of ways. It is possible to scrape 
a random sample of users from the Twitter API by randomly sampling ID numbers from a 
uniform distribution (Bruner 2013), as user IDs are assigned more or less sequentially over time. 
As of 2013, around 63 percent of randomly chosen ID numbers resolved to a Twitter user. The 
downside of this approach is that it is not possible to filter users by particular criteria, so research-
ers would have to sample the whole of Twitter and then discard all non- relevant users.
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 Alternatively, a researcher could obtain a representative sample of active users (i.e., users who 
tweeted at least once in a time period), by collecting all tweets matching particular criteria (e.g., 
in the UK and mentioning political terms). The researcher can then use the Twitter search API 
to collect the full tweeting behavior of these users in this time period. This approach is relatively 
rare in the literature, although Boyadjian and Neihouser (2014) do demonstrate how to collect 
a panel of Twitter users.
 Another approach that has been taken is to define a core set of political Twitter users such as 
politicians from other sources. Politically interested users can then be further identified by 
looking at the followers of these core political users (Barberá 2014). Similarly, other studies have 
looked at all users who tweeted using a particular hashtag (Larsson and Moe 2011).
 In light of this discussion, it is perhaps not surprising that Twitter election forecasts have a 
poor track record, given that: (1) almost all papers on this topic use tweet counts, which (as 
noted above) neither track Twitter user behavior nor what Twitter users are exposed to, and 
(2) Twitter users are highly unrepresentative of the general public in every country studied 
(Vaccari et al. 2013; Mellon and Prosser 2017; Barberá and Rivero 2014).
 This is not to say that researchers should never analyze a stream of tweets, simply that they 
should articulate why doing so answers their research question. While this section has focused 
primarily on Twitter, these same concerns apply to any ICD analysis.

Proxy validation

Another form of logic that researchers use to make inferences about a population on the basis of 
ICD is proxy validation. In this case, it is considered sufficient to use the ICD to measure public 
opinion if we can be confident that there is a strong relationship between the underlying vari-
able in the population and a particular measurement using ICD, even if the mechanism driving 
the link is not necessarily clear.
 An example of the validation logic comes from work using Google Trends. Mellon (2013b) 
outlines a three- step procedure for determining the extent to which a Google Trends time series 
can be considered a valid proxy for the salience of a particular issue: face validity, content valid-
ity, and criterion validity.
 Face validity simply refers to whether or not a Google Trends term initially looks plausible 
as a proxy for a given variable. For instance, the search term “council housing” seems plausible 
as a measure of the issue salience of housing in the UK.
 Content validity goes a step further and examines the actual search terms used within searches 
that make up the trend for a keyword. For instance, are Google Trends for “jobs” about searches 
for employment or the new Steve Jobs biopic? Google Trends allows the top terms for a trend 
to be downloaded and examined. Problematic terms can then be iteratively removed, to leave 
only relevant searches.
 Criterion validity refers to the extent to which a measure can be shown to correlate with an 
existing gold standard measure. Given the widespread concerns about traditional data collection 
techniques such as polling data (Sturgis et al. 2016; Mokrzycki, Keeter, and Kennedy 2009), it 
is doubtful whether we truly have a gold standard for many public opinion measures, but tradi-
tional techniques at least have established standards for assessing their likely quality and unam-
biguous tests of their accuracy around elections.
 When applying these steps to Google Trends series in the US, just 5 out of 20 trends with 
face validity were shown to possess both content validity and criterion validity (Mellon 2013b). 
A similarly low validation rate was seen in Spain (5 out of 12) and the United Kingdom (14 out 
of 39) (Mellon 2013a). In none of the three countries was an initially plausible Google Trends 
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series more likely to turn out to be valid than not. While these steps are designed around using 
internet search data, many other sources of ICD could potentially benefit from similar steps of 
validation.
 A limited amount of work has been conducted validating trends in Twitter data against 
public opinion (O’Connor et al. 2010). While the authors of this work are optimistic about the 
potential for tracking public opinion using Twitter, their results show that the strength of the 
relationship between public opinion and Twitter sentiment varies greatly over time, sometimes 
reaching as high as a 0.8 correlation but often showing zero or even negative correlations. This 
study also therefore casts doubt on the efficacy of Twitter data for making point estimates of 
public opinion.

Measurement challenges associated with ICD

In addition to the issues about making inferences from the sample themselves, researchers using 
ICD also need to consider other measurement concerns that are inherent to analyzing these 
forms of data.

Inferring attitudes from behavior

Survey research generally gathers a large quantity of systematic data about respondents’ attitudes, 
but has relatively limited directly observed behavioral data (vote validation is a notable excep-
tion in electoral research). With ICD, the situation is usually reversed: there are large quantities 
of non- systematic behavioral data with little systematic attitudinal data. The issue for analyzing 
ICD is therefore how to interpret behaviors.
 One example of this problem is Google Trends data. Researchers observe normalized counts 
of searches for a given term, but have to assume the reasons why these people searched for the 
terms they did. Are people searching for “Trump” because they plan to vote for Donald Trump 
in the Republican primary, because they want to find negative information about him, or 
because they plan to stay at a Trump hotel? With Google Trends data, it is possible to see what 
other terms are being combined with a search term which can help to disambiguate these mean-
ings (Mellon 2013b), but the meaning of behavioral data will often be ambiguous.

Non- behavior and self- selection

While any survey response is technically behavioral, the fact that the survey respondents are 
proactively collected by the researcher reduces the impact of self- selection. By contrast, ICD 
events are proactively generated by the research subjects themselves. Consequently, we only 
observe any behavior (such as tweeting, posting, or even reading) for people who are sufficiently 
motivated to take this action. Making inferences about what people in general think on the basis 
of the actions of the most motivated can therefore be potentially misleading. Consequently, 
researchers need to make explicit how they are considering the large number of potential sub-
jects in their study who did not take an action. While there may be unprecedented numbers of 
people searching for Donald Trump, the vast majority of people on any given day will not be 
doing so. Researchers need to consider whether it is valid to make inferences about people who 
did not take an action on the basis of the behavior of those people who did take an action.



Making inferences about elections

529

Artifacts of the platform

Another potential problem with ICD is the extent to which certain behaviors are encouraged 
or even automated by the platform itself. Google auto- completes searches with suggestions, 
Facebook and Twitter suggest possible people to connect with, and change.org emails users 
with suggested petitions to sign. Even email clients will automatically include all previous recip-
ients in a message when a user clicks “reply all.” Consequently, it is easy for research to conflate 
the design of the platform itself with the behavior of users on that platform.
 This problem has become more acute with the introduction of algorithmic timelines on 
several platforms. This means that users are exposed to content on the basis of a proprietary 
algorithm rather than chronologically. This has led to controversy when the Facebook algo-
rithm was alleged to reduce the visibility of conservative- leaning news outlets (LaCapria 2016) 
and further highlights the role that a platform’s algorithms play in the behavior of its users.

Spam and fake data

Since the collection of ICD is generally not determined by the researcher, there are fewer pro-
tections against fake or duplicate information. Twitter and Facebook are both frequently tar-
geted by advertising bots. These may even end up contaminating political data if they make use 
of popular hashtags, or retweet political information to help hide their tracks. Researchers 
should proactively look for this kind of contamination when using social media data.

Case study

Despite the challenges that using ICD presents to the researcher, it can and has been used to 
conduct novel and important analyses of political phenomena. This section briefly describes one 
such successful attempt conducted by Pablo Barberá, who studied the interactions of politicians 
and citizens on Twitter with a view to testing the extent to which such ICD could be used to 
infer ideological orientations. Here we concentrate particularly on how he navigated the con-
cerns of representativeness and drawing valid inferences (Barberá 2014).

Estimating ideology from Twitter

In this study, Barberá aims to make inferences about the ideology of elite political actors (politi-
cians, media outlets, and think tanks) based on the composition of users they interact with and 
who follows them. While legislators have long been classified on the basis of ideology, Barberá 
points out that other types of political actors have generally not been able to be rated on the 
same scale. Developing a method that can estimate ideology for any political actor (providing 
they are on Twitter) thus offers a potentially very useful new resource for political scientists.
 Barberá correctly samples at the level of the user by first choosing several hundred political 
Twitter accounts in each of the countries in the study. He then downloads the information for 
each Twitter user who follows at least one of these target accounts. These users then allow the 
position of the elites and general users to be simultaneously estimated on the basis of their con-
nections to each other. Barberá uses the logic of validation at both the standard user and the elite 
level. For normal users, he validates the ideal point estimates against matched data on users’ cam-
paign contributions and party registration. At the elite level he validates the ideal point estimates 
against DW- nominate scores in the US and expert survey measures of ideology in other coun-
tries. Barberá also accounts for potential contamination of measurement by spam on Twitter by 
excluding accounts with low levels of activity.

http://www.change.org
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 Barberá is also clear in outlining what population he intends to make inferences about: polit-
ical actors in general at the elite level and Twitter users at the mass level, finding that most 
exchanges on Twitter take place between users with similar ideological positions and that a small 
cohort of highly engaged right- wing users disproportionately drive the public conversation on 
Twitter. This analysis exemplifies good practice for analyzing ICD by combining ICD with 
traditional data sources, appropriately choosing the unit of analysis, and accounting for potential 
biases in the data caused by the platform.

Conclusions

This chapter has outlined the sources of incidentally collected data (ICD) that have been used 
in public opinion and elections research. The nature of the data necessitates a careful considera-
tion of what population is being researched and how the behavior on these platforms can be 
interpreted.
 While ICD sources are highly varied, researchers would be advised to consider the following 
questions when deciding whether to use ICD in their research. The first question is whether the 
research question is best answered using ICD or is there another data source that would work 
better? The second question researchers should ask is how the ICD they are using was collected 
and make sure that this process is accounted for in the analysis process. Finally, researchers 
should ask what population they want to make inferences about and whether the data they have 
is structured appropriately to make these inferences.
 While this chapter has emphasized the limitations of ICD in political analysis, this should not 
distract from the substantial research possibilities that ICD opens up. There are very limited 
possibilities for collecting large- scale network data outside of ICD, for instance. It fact it is pre-
cisely because of the increasing use of ICD in political science that it is important for researchers 
to understand how to best make use of these data sources and understand their limitations.

Notes

1 It should be noted that all the forecasts in the 2015 UK forecasting symposium performed poorly 
(Fisher and Lewis- Beck 2015), so Twitter forecasting was certainly not the only method called into 
question.

2 In particular, we assume that all Twitter followers are equally likely to read a tweet and that the fol-
lower count attached to a tweet that matches a certain criterion (such as originating from the UK) is 
representative of the number of UK followers.
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