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Preface

Good Public Economics depends on good empirical information and analysis.
These, in turn should be related to theory (Stern, 2003, p.13).

The above quotation describes best the purpose of the Companion to Public
Economics: Empirical Public Economics. The intent was not to elicit new
contributions, although we did, but rather to organize the existing literature in
such a way as to spotlight the findings as they bear on the public sector issues
that the theoretical models were constructed to address.

As every student of public economics knows, empirical testing is held
hostage to data availability and its accuracy. The findings are shaped as much
by the underlying theory and its structure, its assumptions, as by the tech-
nique employed in testing the theory. Empirical testing of hypotheses in
economics, especially over the past 10 years, has undergone a great deal of
change. Findings reported earlier had to be revised or discarded while others
survived the acid test of empiricism. The empirical findings reported in this
volume will be subject to scrutiny and revisions as time goes by and as new
econometric techniques develop. Nonetheless, they offer students of public
economics a framework for assessing the validity of postulates about public
sector behavior, to sort out those that have survived the test of time (Wagner’s
Law), from those where the jury is still out.

This volume is dedicated to two special scholars in the field of public
economics: Professor Richard A. Musgrave and Professor Sir Alan Peacock. I
was fortunate enough to be a student of Professor Musgrave at the University
of Michigan. I was also privileged to know Professor Peacock during my
research tenure at Brookings and at York University where Professor Peacock
taught. Contributors to this volume share with me this dedication. We hope
that by this dedication we repay, even in a small way, our debt of gratitude to
Professors Musgrave and Peacock for making the field of public economics
vibrant and exciting for students to pursue.

Attiat F. Ott



xvi

Acknowledgements

The editors, Attiat F. Ott and Richard J. Cebula, would like to express their
appreciation to the contributors to this volume. Not only did they graciously
accept our invitation to participate but also met those ‘unreasonable’ dead-
lines we asked them to commit to. We are particularly grateful to Professor
Richard Musgrave and Sir Alan Peacock for sharing with us their thoughts
about the state of public economics.

Of course it goes without saying that we are grateful for the assistance we
have received from Nirupama Devaraj at Clark University, Institute for Eco-
nomic Studies in preparing the manuscript for publication, without whom
those stringent guidelines could not have been met.



xvii

Introduction and background
Attiat F. Ott and Richard J. Cebula

The link between theoretical and empirical public economics

The special nature of the fiscal economy is determined by its function, which is to
provide the state, as the highest form of compulsory collective economy, with the
requisite income (goods or money) and to implement its use. The specific charac-
ter of both the consumption and the income sides of the fiscal economy arises
necessarily from this fact. This is of primary importance for a grasp of the science
of Public Finance (Wagner, 1883, p. 2).

In 1883, Adolf Wagner identified the public economy in terms of its function
and need of private resources to fulfill this function. More than a century later
(122 years), the study of public finance revolves around the identification of
which function is to be performed by the public economy and which should
be left in private hands, and those sources of income necessary for it to be
implemented.

Wagner’s framework at first glance appears to be theoretical. In reality it
offered the first ‘empirical’ content to a theory of public finance. One and all
have heard of Wagner’s ‘Law of increasing state activities’, an empirical
observation that over the years has drawn students of public finance to en-
gage in a wide range of empirical analyses ranging from a single equation
ordinary least squares (OLS) regression to very sophisticated econometrics.
Wagner states quite categorically that his ‘law’ is an ‘empirically observed
uniformity’ by which, as the national economy grows, the public sector will
grow at a faster rate than the private sector’ (quotation from Peacock, ch. 3,
this volume).

Peacock and Wiseman (1961) pioneered the search for what makes govern-
ment grow. The evolution of empirical public economics went hand in hand
with the evolution of econometrics and its use in all branches of economics in
general and macroeconomics in particular. At the micro level, concern for the
effects of public sector instruments, tax and debt finance on incentives and
hence the growth of the economy motivated public finance researchers to
seek empirical evidence to reinforce what they have deduced from the theo-
retical models about the ‘sign and magnitude’ of the first and second order
effects of policy. Failing that, new theories are developed, with additional
testing carried out in a relentless effort to understand the motives and incen-
tives, not only of the private sector, but the public sector as well.
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One of the early efforts at quantifying the effects of taxation on incentives
is the study by George Break, ‘Income taxes and incentives to work: an
empirical study’ (1953). Further research in this area by Robert Barlow,
Harvey Brazer and James Morgan (1966) and Daniel Holland (1969) rein-
forced what has been hypothesized about the adverse effects of taxation on
the supply of labor and improved our understanding of public attitudes to-
wards taxation, especially those that distort the choice between income and
leisure, saving and consumption. Distortive or non-neutral taxation is the
norm rather than the exception. Harberger (1962) put forth a framework to
empirically analyze these distortions and inspired a plethora of empirical
research on the non-neutral taxation on income from capital.

To fully appreciate the principles of compensatory finance, empirical evi-
dence needed to be uncovered about the effects of budget activities on the
economy – the value of the multiplier, the lag structure and income and
demand elasticities. In an attempt to disentangle discretionary fiscal actions
from those that are autonomous or induced, Musgrave and Miller (1948)
provided us with estimates of the built-in flexibility feature of the income tax.
This was perhaps the foundation for the development of rules for fiscal policy
(Phillips, 1954).

In every sphere of public sector influence, some evidence was uncovered.
The contributions of early writers to our understanding of the public economy
are too numerous to list. It suffices to say that today empirical research is
built on the solid foundation laid for us by those scholars who have shaped
the direction of the research on the public economy. Currently, empirical
research is no longer confined to one country or time series analysis. Both
time series and cross-country data are used. Static and dynamic panel
analysis are pursued, with econometric techniques ranging from Ordinary
Least Squares, Generalized Least Squares, Random Effects/Fixed Effects to
bounds tests, all being pursued with vigor and determination. Contributors
to this volume, some of whom are among those who have laid the founda-
tion for what has become known as empirical public economics, together
with newcomers to the field, by their contributions offer students of the
public economy the opportunity to participate in the search for new theories
as well as the use of innovative methods to test the underlying hypothesis.
The field offers a spectrum of issues ranging from the role of government in
the global economy to the political milieu that affects its choice. Given the
complexities of empirical research as well as its limitations, there is a
constant need to continue the search for a bigger and better tool box to
further our understanding of the economics and politics of the public sector.
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A menu of issues
The editors of The Elgar Companion to Public Choice (2001), William F.
Shughart II and Laura Razzolini, provide their readers with a menu of the
ongoing research questions still facing public choice scholars. Scholars in the
public finance tradition join their counterparts in public choice in seeking
answers to some of these questions. Of particular interest are the following
issues:

● How effective is democracy?
● How encompassing is a dictator’s interest?
● Are direct democracies (for example Switzerland) less protectionist

than representative democracies?
● Why does government grow? Or decline?
● Is secession a viable exit option?

As the outline unfolds, contributors to this Companion make valiant efforts
not only to provide a theoretical framework for addressing these issues, but
also for injecting to the analysis a modicum of empiricism. As Nicholas Stern
posits, ‘good public economics depends on good empirical information and
analysis’. This is the goal of this Companion.

The contributions to this volume are organized under four main headings.
In Part I, Chapter 1, Richard A. Musgrave shares with readers his treasure
chest of ideas that shaped the development of public finance and his own
vision of what the field should be about. This vision is clearly articulated in
his The Theory of Public Finance: A Study of the Public Economy (1959).
How to structure the whole spectrum of public finance into a manageable
framework was Musgrave’s first task. Every one who has ventured into the
field identifies the structure by his three branch model. In the chapter Musgrave
revisits the structure. Reflecting upon it, he believes that this framework is as
useful today, almost half a century later, as it was then. He acknowledges that
‘difficulties arise when the tripartite division is employed as a guide to fiscal
practice and to sort out the various policy instruments’.

Translating a theoretical construct into budget statements requires identifi-
cation of goals, notably the goal of the distributive branch. Chapter 2, by
Attiat F. Ott, provides an exercise which gives rise to a budget statement as
laid out by Musgrave in his 1959 volume. Using actual data (2001, 2002) for
a sample of 22 countries, Ott calculates separate budgets for the allocation
and distribution branches of government as well as the consolidated budget.
Heroic assumptions about the ‘proper state of income distribution’ were
made so that the income base for the assignment of tax shares could be
calculated. The study shows that had the sample of countries in effect been a
‘global village’, then a redistribution of income between developed and de-
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veloping economies which raises the actual distribution (per capita income)
by a mere two or three percentage points would have greatly enhanced
societal welfare. By way of conclusion the chapter points out that, as cor-
rectly stated by Musgrave, budget-making is a very complex process; indeed,
a simple model such as the three branch model cannot reconcile the myriad
of conflicts, goals and constraints that arise in the process.

Wagner’s Law is the subject of the next two chapters. In Chapter 3, Sir
Alan Peacock sets the records straight about what Wagner’s Law is about in
contrast to some of the statistical parameters used in testing the Law. As he
points out in this chapter and elsewhere, statistical tests most often ignore
two important features of Wagner’s thesis. These are, first, his definition of
state activity and, second, the time framework relevant to Wagner’s observa-
tion…. Wagner was quite clear that the Law applied primarily to the period of
emerging industrial societies (Peacock, p. 26). Given that interest in Wagner’s
Law is likely to continue for many years to come, Peacock makes a strong
case for clarity in empirical testing, especially in view of the fact that the
study of public finance places greater emphasis on the factors that determine
the evolution of the public sector.

In Chapter 4, Payne, Ewing and Mohammadi re-examine the validity of
Wagner’s Law, adopting advanced econometrics in the form of the
autoregressive distributed lag bounds testing procedure (ARDL), using an-
nual US data over the period 1947–2003. Their findings with this procedure
did not seem to support Wagner’s hypothesis. The findings are robust to
alternative specifications of Wagner’s hypothesis as well as lag length selec-
tion criteria. Contrasting these findings with those reported earlier by other
researchers (including Payne and Ewing’s 1996 study) where the hypothesis
was supported, the authors interpret the new findings as evidence that ‘Wagner’s
hypothesis is perhaps more relevant for developing economies’. This goes at
the heart of the observation made earlier by Peacock about the relevant time
framework of which Wagner spoke.

Chapter 5 by Ott and Devaraj focuses on the budget constraint in a Wagne-
rian sense, why governments grow. The budget constraint in a macro model
was emphasized when the construct called for an estimate of the size of the
multiplier associated with fiscal action (Ott and Ott, 1965). At the time, the
constraint was viewed as a hard constraint. Government had to balance its
budget. Not until Kornai (1986) coined the term ‘soft budget’ did students of
public economics link this form of constraint with the growth (and ineffi-
ciency) of the public economy. Having offered definition and measurement of
what constitutes hard and soft budgets, the authors provide a framework for
the analysis of budget constraints in the form of a pyramid where who is
bailing out whom and the reasons for bailout are advanced. The chapter
reviews empirical studies of bailouts. The examples are varied: from bailout
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of enterprises in a socialist economy, local/state governments by national
government to IMF, World Bank and the US Treasury rescue of the national
government in Mexico and other Latin American countries. To test for the
relevance of the practice of soft budget to the size of government, the study
re-tests the hypothesis advanced by Moesen and van Cauwenberge (2000)
that decentralized governments have harder budget constraints and thus a
smaller size government.1 The model was estimated using both OLS and
random and fixed effects procedures. Appropriate diagnostic tests were em-
ployed. The overall results show that the more centralized regimes result in
softer budget constraints. The regression also shows that soft budget con-
straint do lead to larger sized governments.

In Chapter 6 Robert Deacon and Sarani Saha provide a comprehensive
review of those institutional structures – regime type – that give rise to
different public sector outcomes. They ponder the question: why do levels of
provision of public goods differ between dictatorship and otherwise similar
democracies? Some theoretical treatments of this phenomenon emphasize
differences in the degree of monopoly power enjoyed by dictators versus
leaders of governments, whereas others stress differences in the size of the
group that a dictatorial versus democratic government must satisfy in order to
remain in office or in power. Empirical analysis is still at an early stage and
has been oriented mainly toward determining the magnitude of the govern-
ance effect on public good provision, rather than devising tests that would
distinguish between alternative theories of dictatorial behavior. Although the
empirical record is far from unanimous, the weight of evidence indicates that
dictatorships under-provide public goods relative to democracies and that the
estimated effects are both large in magnitude and statistically significant.

The next chapter, Chapter 7, by Rita Babihuga, offers an analysis of the
productivity of public goods and the optimal size of government. Barro’s
(1990) seminal paper sets the criterion by which the optimal size of govern-
ment can be measured. Barro’s rule is used in the study to examine the
productivity of government services and the optimal size of government for the
average country in sub-Saharan Africa by considering the role of public serv-
ices in the production process. Additionally, Babihuga tests for the productivity
of different components of government expenditures. The empirical estimation
leads to the following results: government services are found to be growth-
retarding in the 1980s, but productive in the latter part of the period analyzed,
that is, in the 1990s, coinciding with a change in the fiscal policy focus in sub-
Saharan African countries; government services are found to be overprovided
in the majority of sub-Saharan African countries; the optimal government size
is estimated at 35 (± per cent) for the average sub-Saharan African country.

Part II turns to public sector provision. The first chapter, Chapter 8 in this
section is by Thomas Borcherding and Dong (Dan) Lee. The authors raise
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two questions: first, what are the worth of government services to users,
hence their demand for these services, and second, what are the costs of
provision. In a democratic society, voters and influential interest groups through
the intermediation of public officials determine the quantities demanded. The
costs of provision or the supply side depend on the opportunity costs of
policy choices. The chapter provides a comprehensive survey of issues relat-
ing to these two questions.

Chapter 9 by Soma Ghosh, also deals with public sector provision but
infuses in the analysis the concept of spillover which was recognized earlier
by Williams (1966), Buchanan (1968) and Pauly (1973b), to name a few. In
the 1990s, spillovers were reintroduced into the literature to highlight fiscal
interdependence among jurisdictions or local governments. The new vintage
literature posits that the expenditure decisions on public goods by local
governmental units are not independent of the expenditure levels of their
neighbors. In other words, the level of provision in one can no longer be
explained by its locality-specific variables. Rather, strategic interaction among
local governments is a significant determinant of the supply of local public
goods. The study tests whether local governments in the US incorporate the
expenditure decisions of neighboring jurisdictions into their own decision
making process. Using a sample of 2645 US counties and county-equivalents
for 1992, spillovers are examined with reference to five local public goods
categories (police, fire, health and hospitals, highways and public welfare) to
determine how such spillovers affect expenditures on those goods in the
neighboring counties. To estimate the model of strategic interdependence,
both geographic (first-order contiguity, nearest neighbors and counties within
a threshold distance) and socioeconomic (based on population and racial
composition) weight matrices are employed to capture ‘neighborliness’. Spa-
tial econometric procedure was used in the estimation. The empirical models
indicate the presence of spatial dependence, justifying the hypothesis that
expenditure on a public good in a given county is not independent of the
expenditures in the neighboring counties. Moreover, the spatial analysis made
possible the identification of the source of dependence – whether arising
from strategic interaction (lag dependence) or whether simply due to the
presence of common shocks (error dependence).

Chapters 10 and 11 are topical. The Keith Hartley, Chapter 10, analysis
deals with costs and benefits of conflict. He asks the question: why is conflict,
given the massive resource cost involved (especially in wars) usually the
‘preserve of disciplines other than economics’? Hartley’s chapter corrects the
imbalance in the conflict literature by providing a case study of the Iraq
conflict using the economists’ framework. Conflict disrupts markets and real-
locates scarce resources to protect lives and property, thus reducing resource
availability for producing civil goods and services.
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The economists’ model of strategic interaction is useful for the analysis of
conflict. Hartley points out that the game-theoretic approach is one which
allows nations to assess potential risks and develop the proper strategy to
address such risks. The chapter offers a theoretical framework for assessing
conflict in general, and the UK–Iraq conflict in particular. Costs and benefits
of engagement are also provided. Cost assessments require enumerating both
types of costs: human and physical capital. Evidence of the UK costs of the
Iraq conflict is reported. Both published data and the author’s own estimates
are provided. For 2002–2003, the UK military costs of conflict and post-
conflict was put at £1.5 billion, with a further £2.5 billion for 2003–2005. To
capture the loss of human capital, the Jones-Lee (1976, 1990) method was
used to cost out losses to UK military personnel. The estimate was put at
£71.3 million. The costs of other UK conflicts are also reported along with
estimates of costs of US conflicts. Do conflicts yield benefits? Is war cost
effective? Both of these questions are dealt with in this chapter.

In Chapter 11, Rati Ram evaluates the impact of defense expenditure on
economic growth. Using annual data for 119 countries covering the period
1991–2002, three parsimonious growth models are estimated with several
econometric procedures applied to pooled panels of five groups of countries.
OLS estimates for each of the 12 full-sample cross-sections are also ob-
tained. Several conclusions are drawn. Full-sample panel estimates indicate
that the form in which the defense-spending variable is entered might matter
as much as the model or the estimation procedure. The predominant pattern
in the pooled sample of developed countries (DCs) is one of no significant
relation between the defense and growth variables. This was also true in
transition economies. Major oil exporters show a pattern which is opposite of
that noted for the less-developed countries (LDCs) and transition economies.
The study’s findings suggest that since the defense–growth relation seems to
vary greatly across country-groups, models and time periods, conclusions
stated in the literature about the defense–growth nexus being significantly
positive or negative should be interpreted with much caution.

The last chapter in Part II, Chapter 12 by Yildirim, Sezgin and Öcal, provides
case studies of determinants of defense spending for Middle Eastern countries
and Turkey. According to the authors, although a number of cross-country
studies have dealt with the defence–growth nexus, little attention is given to the
determinants of defense spending, especially for the Middle Eastern countries.
This is an important issue for understanding which variable(s) contribute to the
determination of the demand for military expenditure. They point out that
developing a general theory or a standard empirical approach for the determi-
nation of the demand for military expenditure is a bit complex. Hence, in the
study they model and estimate the demand for military expenditure for the
Middle Eastern countries and Turkey for the time period 1989–1999, using
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static and dynamic panel data estimation techniques. The empirical findings
indicate that the external security considerations, military spending of allies
and the trade balance significantly affect the military burden of these countries.
When the dynamic effects are taken into account, it emerges that the prior year
military burden is also an important determinant of the military burden. Con-
trary to earlier empirical findings for developing economies, the threat variable
turned out to have a negative effect on military burden; the democracy variable
was not significant.

Part III consists of six chapters, four of which are fundamentally empirical
in nature. In Chapter 13, entitled ‘Fiscal policy and direct democracy: institu-
tional design determines outcomes,’ Lars Feld and Gebhard Kirchgässner
provide a very comprehensive survey of the impact of ‘direct democracy’ on
fiscal policy decisions. The focus is on fiscal referenda and initiatives. Refer-
enda are labeled as ‘fiscal’ if either statutes or budgetary decisions are put to
a referendum test solely because of their financial characteristics.

Fiscal referenda are hypothesized to restrict elected representatives by
means of what amounts to a form of veto. Thus, when voters disapprove of
fiscal policy decisions agreed upon by their representatives, the fiscal referen-
dum provides a vehicle for rejecting those proposals by the representatives.
Alternatively, initiatives provide voters the means to establish their own
agendas, that is, agenda-establishment power is shifted from representatives
to the voters. Empirical evidence drawn from Switzerland and the US effec-
tively supports these two hypotheses on the impact of direct democracy.
Indeed, it appears that direct democracy, as manifested in fiscal referenda and
initiatives, leads to reduced spending and revenue collections and increased
economic performance.

In Chapter 14, ‘Direct democracy and the Tiebout exit’, Nirupama Devaraj
empirically examines the effect that direct political participation has on con-
sumer-voters’ location decisions. Devaraj tests the hypothesis that in a direct
democracy, where agenda-setting power is vested in the hands of the voters,
consumer-voters are less likely to exercise the ‘exit’ option. In other words, in
a direct democracy, where voters are the agenda setters exercising their
choices through initiatives, the option of voice reduces the probability of
consumer-voters’ ‘voting with their feet’. The basic model is essentially a
two-equation choice model consisting of a utility function and budget con-
straint. An assumption essential to the model is that exit is an option of last
resort because the individual faces a variety of tangible and non-pecuniary
costs when engaging in exit/out-migration. In the empirical analysis, the
location is defined not in terms of the jurisdiction but rather in terms of the
state; this is because in the US, most of the initiatives and referenda are
observed at the state level. Devaraj provides, within the context of two
models, four logit estimates for the US with a sample consisting of 49 states,
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24 of which are direct democracy states. She investigates two time periods,
1985–1990 and 1995–2000. Model 1 estimates the exit-behavior impact of
direct democracy, as measured by an initiative dummy variable. In Model 2,
the fiscal surplus variable in the system is interacted with a fiscal dummy
variable; this variable is used as an indicator of the role played by tax and
expenditure measures as signaling devices of voter preferences to state legis-
lative bodies. Both models include a variety of fiscal, demographic, and
economic factors. The estimates provide strong empirical support for the
hypothesis that in states where voters have the voice option (through initia-
tives and referenda), they are less likely to adopt an exit option as a means of
securing their preferred fiscal package.

‘An extension of the rational voter model’, Richard Cebula’s and Gordon
Tullock’s, Chapter 15, seeks to broaden the interpretation and explanatory
power of the rational voter model. The study begins by providing a model in
which the probability of voting is hypothesized to be an increasing function of
the expected benefits (broadly interpreted) of voting and a decreasing function
of the expected costs (broadly interpreted) of voting. The empirical model
differs in three ways from most of the existing literature: in its adoption of
aggregate voting and other data; its use of data that are non-demographic in
nature; and the use of time series rather than cross-section data. Two estimates
are provided. The period covered consists of even-numbered years from 1960–
2000. One of the unique variables in the analysis is the Presidential approval
rating, with the idea being that the higher this rating, the greater the voter
turnout as voters express their positive approval of the sitting President, ceteris
paribus. The empirical results indicate that aggregate voter participation is
higher when the public strongly approves of the President’s job performance.

The Presidential approval rating is also the subject of Chapter 16. In ‘A
preliminary analysis of the Presidential approval rating’, Richard Cebula
provides preliminary insights into the factors that may determine the Presi-
dential approval rating. In this chapter the Presidential approval rating is
hypothesized to be a function of the public’s positive perceptions of the
President and the public’s negative perceptions of the President. Positive
perceptions of the President are directly related to perceived successes while
in office and perceived positive character traits while in office, whereas
negative public perceptions of the President result from perceived failures
while in office and perceived negative character traits while in office.

Over the 38-year period 1960–1997, the estimates modeled show that the
Presidential approval rating is increased by participation in a ‘popular’ war,
increases in the real federal personal income tax exemption, perceived genu-
ine efforts at reforming the federal income tax, and well-performing equity
markets. Participation in an unpopular or controversial war reduces the ap-
proval rating, as do formal impeachment proceedings against the President.
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In ‘Line item veto: lessons from the literature’, Chapter 17, David Schap
provides a thorough review of the line item veto in the context of the US
federal budget process. His presentation of the basic literature is intended in
part to elaborate upon and clarify the theoretical foundation of the line item
veto so as to facilitate more appropriate empirical testing of its effects and to
provide the basis for evaluating the empirical work reported in the literature.
Schap stresses the extraordinary complexities involved when one attempts to
make generalizations regarding the impact of executive veto power in the
budgetary process. He explains the concept of a ‘structure-induced equilib-
rium’ and its role in the development of an extensive theoretical literature
modeling the legislative/budgetary process. Integrated into the analysis is the
role of a requirement of a supermajority to override a Presidential veto and
the extremely complex strategies that legislators, especially the chair of the
appropriations committee, can manifest. It became apparent to researchers
modeling the line item veto and override provisions that enhanced executive
veto authority does not necessarily imply increased executive power to achieve
the executive’s preferred budget. The most basic reason is strategic behavior
within the legislature. In sum, Schap emphasizes that, in this game-theoretic
setting, enhanced veto authority for the President cannot be expected, unam-
biguously, to concentrate more power in the executive branch nor to necessarily
reduce budget size.

In Chapter 18 ‘An analysis of the UN Security Council veto’, Nevila Kote
provides an empirical analysis of the use of veto power in a context other
than the budget process. Kote estimates logit models that are applied to the
voting records of three of the Security Council’s permanent members, the
US, the UK, and the USSR. No estimates were made for China and France
since they exercised the veto power relatively infrequently. Two separate
models are estimated for each of the three countries studied, and the data are
time series. The model examines both economic factors and political vari-
ables (including civil liberty and political freedom) as determinants of the use
of the veto. Economic factors specific to the nations voted upon are signifi-
cant in determining the permanent member’s use of the veto. However, the
direction of the impact varies between members. For instance, an increase in
the GDP per capita of the voted-upon nation raises the probability of a US
veto, whereas it reduces the probability of a USSR veto. Other economic
variables for the nations voted upon, such as government spending as a
percentage of GDP, and exports and imports as a percentage of world trade
for the permanent member also were significant in determining the perma-
nent member’s use of the veto. Political factors such as the civil liberty and
political freedom variables also were statistically significant. Of interest is
the finding that the USSR exhibited a lower probability of using its veto, the
freer the country being voted upon was. Also interesting is that only in the
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case of the USSR was a veto more likely if a draft resolution concerned a
nation from Western Europe.

Part IV presents an analysis of public sector behavior. Chapter 19 by
Dolgopolov, Orcutt and Ott evaluates propositions about incentives of the
public sector. In a public economy, characterized by a two-party system and
where a politician’s tenure is uncertain, the ruling government uses deficit
and debt accumulation strategically, to influence the fiscal decision of its
successor. Two strategic models are estimated: Alesina and Tabellini and
Persson and Tabellini. An alternative model, the tax smoothing theory, is also
evaluated. The strategic model predictions were tested using a sample con-
sisting of 53 countries for the years 1980–2001 and for a sub-sample of 14
OECD countries. The tax-smoothing model was estimated using the OECD
sample for the period 1973–2003. The findings were mixed. The verdict as to
whether governments behave strategically or use the deficit to smooth out the
path of taxes has yet to be reached.

Trufat Woldesenbet, Chapter 20, revisits an issue discussed earlier by
Deacon and Saha. Why do democractic regimes behave differently from
dictatorships? The author provides empirical tests of two competing models:
McGuire–Olson and Besley–Coate. The study employs these two theoretical
models to empirically test their predictions, to assess policy outcomes of
different political institutions using data from 61 countries for the period
1970–1999. The results suggest that the political regimes influence public
resource allocation between productive and distributive activity. Democratic
societies, owing to electoral uncertainty, are subject to commitment problems
and as such the level of public resources allocated to productive public goods
is lower as compared to less democratic societies. However, the results are
not robust across specifications and the inclusion of other explanatory vari-
ables. There is strong and robust evidence to support Besley and Coate’s
model prediction that the presence of a built-in distributional system in the
fisc mitigates the impact of electoral uncertainty on democratic ‘inaction’.
The two models’ prediction that policy makers or ruling groups with longer
time horizons invest more on productive public goods was also supported.
The prediction that heterogeneity of society affects productive public invest-
ment found no support in the data.

The last two chapters are about secession. In Chapter 21 Vjacheslav
Dombrovsky asks: what kept the Russian Federation intact? The question is
answered by framing it in the context of Buchanan and Faith’s internal exit
model. The theory of internal exit is tested using the data on intergovernmen-
tal transfers in the Russian federation over the period 1995–2000. The
theoretical model developed in the chapter predicts that in the Russian fed-
eration the central government would use fiscal transfers to appease rich
regions and stave off secession. The findings reported in the chapter are
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broadly consistent with the theoretical predictions. High income regions have
indeed received generous transfers from 1995 to 1998. However, fiscal ap-
peasement with transfers seems to have stopped in 1999–2000. The estimated
model confirms the theoretical construct that differences in incomes across
regions can be a powerful separatist force when secessions are not institution-
ally foreclosed.

Constantine Alexandrakis and Robert Jones’s chapter is also about seces-
sion and exit. But unlike Dombrovsky, where the focus was on testing the
secession theory, the authors in this chapter develop a framework to discern
conditions under which a community would opt for secession. In the context
of a federation, they consider a region that pays taxes to a central govern-
ment, but receives a fraction of the central government’s transfers that is
smaller than the region’s relative tax contribution. The residents of this fiscally
‘exploited’ region have three choices: continue to subsidize the other regions
in the federation, move to a different region, or secede. Which of the three
alternatives will the residents of the exploited region choose? The chapter
explores these choices. It also investigates whether the course of action taken
is likely to change if regions were to differ in their per capita incomes and
ethnolinguistic characteristics.

Note
1. Using a sample of 19 OECD countries for the period 1990–1999, Moesen and Cauwenberge’s

study uses 19 OECD countries but the average of variables for only two years, 1990–1992.
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1 Public finance and the three branch model
Richard A. Musgrave

Professor Ott has invited me to join her in this volume and I am happy to
contribute this note. I will take this opportunity to reopen that treasure box of
ideas that have shaped the development of ‘public finance’ and my vision of
what the field should be about. Seen against this background, I then take a
retrospective look at my three branch model and some of the problems that it
poses, problems also related to the theme of this volume.

1 Unpacking the treasure chest
My fascination with public finance dates back to 1930, my first year of
university study at Munich. This was followed by two years at Heidelberg,
where, to my good fortune, Alfred Weber’s Institut für Sozialwissenschaft
was engaged in a lively debate over how the field of public finance should be
structured and how its role should be defined. On one side, there was the
tradition of Wagner and Stein, leaders of Germany’s Historical School in the
1880s and 1890s, with central focus on the role of the state as chooser and
provider of public goods – a framework distinct from that of market econom-
ics. On the other, there was the Austrian School of that period, linking the
efficient provision of public goods to consumer preference. A first step was
thus taken to join public and market economics in a common framework. But
as Wicksell (1886) soon noted, this left a major gap. Given the peculiar
nature of public goods, consumers would not reveal their preferences by
bidding in the market, so that government is needed to overcome market
failure. Wicksell suggested that tax–expenditure voting be used to secure
preference revelation, analogous to bidding for private goods in the market.
The debate was further enriched with the emergence of fiscal sociology,
offered from both a Marxist and Schumpeterian perspective. The romantic
view of the state, dating back to the early 1800s also reappeared, presaging
the coming of Nazi ideology.

When coming to the United States in 1933 and beginning graduate work at
Harvard, I thus brought with me a rich legacy of continental perspectives, a
body of thought largely unknown to English language authors. To be sure,
their own classics from Adam Smith and John Stuart Mill on were also well
aware of the nature of public goods which called for public provision and
finance. But there was less concern with the ‘nature’ of the public sector than
I had experienced in the continental tradition. With Ricardo, the focus of
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British fiscal analysis turned to tax incidence and its interference with the
efficiency of the market.

Pigou (1928) returned to a broader perspective, offering a vision of public
finance based on welfare economics. As sketched in his introductory chapter,
all economic activity, whether public or private, should be designed to maxi-
mize welfare. Public expenditures should be extended to the point of equating
the marginal benefit derived from public and from private outlays, thereby
maximizing total welfare. By the same token, as developed in the later
chapters, taxation should be distributed so as to equate marginal sacrifice,
and hence minimize total sacrifice. The individualistic and utilitarian frame-
work of the Austrians was thus broadened into a comprehensive analysis of
welfare maximization. Wicksell’s concern with preference revelation was set
aside and replaced by postulating an omniscient referee to whom consumer
preferences are known.

In the 1930s, a new dimension was added to public finance. Based on the
Keynesian model of income determination with its focus on aggregate
demand, fiscal policy, by setting the level of expenditure, revenue and
budgetary balance, emerged as the key instrument of anti-depression policy.
Previously, concerned with the microeconomics of efficient resource use in
a full employment economy, public finance now became a major tool of
macro policy.

In that decade, the traditional focus of public finance also gained from the
search for an objectively based social welfare function, a concept which
would prove essential to setting the optimal mix of private and public goods,
and to dealing with fiscal issues of distribution. Next, attention returned to
the theory of public goods. Though an old theme, Samuelson’s rigorous
analysis of public goods in a general equilibrium setting (Samuelson, 1954)
captured the attention of a wide range of theorists, and soon became the
center of fiscal theory. Wicksell’s concern with how to secure preference
revelation was noted, but was set aside as unmanageable by economic analy-
sis. Implementation of budget choice was again left to an omniscient referee.
Uneasy with that assumption, cost–benefit analysis emerged as a tool for
efficient budget planning, and public choice emerged as a new field of analy-
sis. A new perspective soon followed. Where the traditional spirit of welfare
economics-based fiscal theory had postulated an efficient manager wishing to
correct market failure, attention now turned to public officials seeking to
serve their self-interest. A presumption of excess budgets was followed and
what traditionally had been a benevolent (if complex and imperfect) view of
government was replaced by a critical approach.

Much may be added regarding further additions to fiscal theory which have
altered and broadened its perspective. These include fiscal federalism, opti-
mal taxation, equity in distribution, a growth-oriented model of macro theory,
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and the public sector in an international context. Their impact on fiscal theory
is still with us and need not be recounted here.

2 Three branch model reconsidered
This completes my unpacking of the treasure chest, the source for my own
view of what public finance should be about (Musgrave, 1959). As shown
above, its inputs are not single-minded, but encompass widely differing per-
spectives. That variety, to be sure, was enriching, but it also posed the problem
of how to structure the whole of public finance into a common frame.

My three part model with its allocation, distribution and stabilization
branches was meant to meet that need. On the one hand, its tripartite division
offered a convenient way of addressing diverse fiscal functions and instru-
ments in their institutional setting, and thereby was a useful arrangement for
a public finance course. This, however, was not quite what I had in mind. My
further and primary intent was to separate the three analytical foundations of
budget policy – the provision of public goods, equity in distribution and
stabilization. Confusion arises because these three concerns with their dis-
tinct roots do not neatly match the three policy instruments (that is,
expenditures, taxation, budgetary deficit and surplus) which occupy the vari-
ous parts of the budget.

Allocation branch
The provision of public goods, the central concern of the allocation branch,
calls for expenditures to secure and revenues to finance them. Both sides of
the budget thus enter the allocation branch and not its supply side only.
Transfers and their finance are left to the distribution branch, to be dealt with
in equity terms. As seen from the Wicksellian perspective, taxation is in the
form of benefit taxation, thereby letting it serve not only as a revenue source
but also as a tool to secure preference revelation. The Wicksellian allocation
branch may thus be taken to mirror the spirit of the market. In both cases
provision is to be made in line with consumer preference, but market failure
occurs in the case of public goods. Hence public provision is needed, but for
technical rather than more fundamental reasons. This differs from the Pigovian
model where preferences are taken as given and taxation is dealt with entirely
within the distribution branch.

Distribution branch
As we enter the distribution branch, public finance leaves the safe haven of
Pareto optimality and enters the less tractable realm of distributive justice.
The history of economic thought from Adam Smith, John Stuart Mill,
Edgeworth and on to Pigou records a long debate over how to distribute the
tax burden equitably. The required amount of revenue and the level of
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income and its distribution are taken as given, but an equity rule is needed
to determine how to distribute the burden. Looking at the net effect of the
tax–expenditure process, benefit taxation was favored early on as distri-
butionally neutral, but attention turned to considering the tax burden as
independent of public goods’ benefits and to ability-to-pay-based equity
rules. With equity viewed in terms of sacrifice incurred, should this call for
equal absolute, proportional or marginal sacrifice? Based on the assumption
of similar and declining utility functions, Pigou chose equal marginal
sacrifice as the most appealing, noting that this would also minimize the
total sacrifice incurred.

Good taxation, as Pigou noted, calls for efficiency as well as equity. Dead
weight loss is to be minimized, a feature now given major attention in the
‘optimal taxation’ literature. With equity and dead weight loss both depend-
ing on the choice of tax base and marginal rates of tax, the two may conflict
so that a trade-off is required. Both aspects matter, leaving the now custom-
ary reference to ‘optimal taxation’ as applied to dead weight loss only, too
narrow a view.

The fiscal concern with equity, as discussed in the tax literature, has been
directed primarily at the equitable assignment of taxes needed to pay for
public goods, based on a given pretax distribution. But that is not the entire
picture. Unless that state of distribution is viewed as just, equity also calls for
a tax-transfer process to make adjustments therein. As Wicksell nicely noted,
even benefit taxation is just only if the underlying income distribution is
already so. Cash transfers are the most direct means of redistribution as they
do not affect income use, but situations may arise where distributional equity
is viewed in categorical terms, thus calling for in-kind payments.

Tax equity and just distribution are not easily defined, but like it or not,
they are part of public finance. No redistribution is called for from the
Lockean perspective of natural law, where the distribution of market earnings
is viewed as just. But as the history of fiscal thought from Adam Smith on
demonstrates, this premise could not be sustained. Bentham, naively perhaps,
thought that individuals, wishing to maximize their own welfare, would also
join to maximize its total solution. Economists have tried to derive a consist-
ent social welfare function from a self-interested-based bargain among
individuals, but with dubious results. From a social contract-based perspec-
tive, philosophers have offered commitment to impartial choice as a guide to
an equitable solution (Rawls, 1971). Individuals with different endowments
and initial positions are to agree on what is considered a fair solution. They
are to choose from behind a veil of ignorance regarding their own position in
the outcome. Faced with uncertainty, their choice will depend on risk aver-
sion which, in the extreme case, will maximize the position of the lowest.
The issue of distributive justice is thus seen as resolved in economic terms.
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This, however, does not reduce equity to the rationale of economic calculus.
There remains the primary question of why individuals with differing endow-
ments will agree to a social contract, requiring them to engage in impartial
choice. Public finance, therefore, remains burdened (or enriched) by having
to transgress the safe haven of a utilitarian calculus.

Stabilization branch
It remains to note the role of fiscal instruments in macro policy. When first
seen with the Keynesian focus on aggregate demand, emphasis was on the
expenditure side of the budget, whether through deficit-financed provision of
public or of private goods. This was soon broadened to include tax reduction
as further stimulus of demand, now in the private sector. In either case that
response differs depending on just how expenditures are raised or taxes are
reduced, so that the choice of stabilization policy overlaps with allocational
and distributional concerns. What matters is the state of balance in the overall
unified budget, combining all its various branches or programs. Once more
this complicates the three branch distinction.

Similar considerations continue to apply as the concern of the macro
policy shifted from demand to supply-side effects. On the expenditure side of
the budget, growth-enhancing outlays such as those on education, health and
research gained special importance. On the tax side, attention shifted to the
effects of marginal rates on saving and investment in the private sector, along
with disregard of deficit-based dissaving by government. Overlaps and con-
flicts with the allocation and distribution branches emerge, further complicating
the separation of policy objectives. Operating in an increasingly open world
economy, it may be added, has further complicated the task of separating
policy components and designing a consistent bundle of policies.

3 Conclusion
Looking back, the three branch model provides a useful framework in which
to separate the basic concerns of public finance and their distinct analytics.
This perspective, as I saw it half a century ago, still stands. But difficulties
arise when the tripartite division is employed as a guide to fiscal practice and
to sort out the various policy instruments. Any one policy instrument may
serve to implement more than one function, so that the two perspectives
overlap and conflict.

As a theoretical exercise, one may begin with three separate budgets de-
signed to meet the three basic functions, allocation, equity in distribution and
stabilization. Each budget would be drawn up to include all the transactions
and instruments needed to perform its task. At the same time, this would call
for the various budgets to be determined in an interdependent process. For
purposes of implementation, the transactions performed by any one instru-
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ment might then be netted out across the three budgets (Musgrave and
Musgrave, 1988). Thereby fiscal practice would be simplified, but the con-
solidated net budget would no longer show just how each of the three budget
goals are met.
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2 The empirics of the three branch model
Attiat F. Ott

1 Introduction
In his chapter in this volume (Chapter 1), Musgrave reopened that treasure
box of ideas that have shaped the development of public finance to reveal the
well-known three branch model. The three branches are: allocation, distribu-
tion and stabilization. Although treated separately, they are linked in the
formation of a consolidated budget plan. Such interdependence and consoli-
dation into a single budget was laid out in Chapter 2 of Musgrave’s, The
Theory of Public Finance, where numerical values were assigned to each
branch using a simple set of equations.

Musgrave’s illustration involves a community consisting of two individu-
als, X and Z. Society’s income is distributed between the two in such a
fashion that YX/YZ < 1. The allocation branch provides the basket of public
goods preferred by X and Z. The tax share is derived from the preference
function of each. Under a Lindahl type allocation, each individual tax share
will be determined by the equality with own marginal benefit at the level of
provision. In this framework, the sum of X’s tax payments plus Z’s tax
payments is sufficient to cover the cost of provision in the allocation branch.
In the allocation branch budget we have,

T T GX
a

Z
a a+ =

Ga being the allocation branch expenditures on public goods; T TX
a

Z
a, stands

for tax payments by X and Z respectively.
The distribution branch is given the function of moving the ‘market’ distri-

bution of income towards what Musgrave calls ‘the proper state of distribution’.
If the actual distribution does not correspond to the ‘proper distribution’, then
the adjustments will take place using taxes, Td and transfers, TRd. The sum of
Td and TRd should equal zero.

The stabilization branch function clearly depends on the level of output
gap. If the gap is zero, then the consolidated budget is the sum of the budget
of the two branches. Using this sample framework, Musgrave uses a system
of equations to solve for individuals’ tax/transfer shares, the budget of each
branch as well as the consolidated budget of the public sector. Once the task
is completed, he then proceeded to evaluate the budget in terms of the
principles of fiscal efficiency and fiscal politics. The consolidated budget, as
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Musgrave reminds us, is ‘an administrative device, an uninteresting clerical
operation undertaken after each of the sub-budgets has been formulated on its
own merit’ (Musgrave, 1959, p.38).

Taking this statement to heart and to provide an empirical content to the
model, I provide in this chapter an exercise that solves for budget sector
parameters for both the allocation and the distribution branches using actual
data (2001, 2002) for a sample of 22 countries. The presentation is as fol-
lows. Section 2 spells out the framework, data and derives the allocation and
distribution branch budgets. Section 3 restates by way of conclusion the
fundamentals of budget-making.

2 The empirics of allocation and distribution: the framework
Unlike Musgrave’s example of a country consisting of two individuals, I use
a sample of 22 countries as the community. Individual Z is replaced by a
representative from the developed countries sample, consisting of 11 coun-
tries; individual X is replaced by a representative from a developing countries
sample of 11 countries. In essence this framework replicates the Musgravian
fisc’s problem, except that I inject a modicum of empirics drawn from actual
countries’ experience.

2.1 The model
To keep the analysis simple and due to data limitations I focus in this
section only on budget parameters. I retain Musgrave’s assumptions of two
taxpayers (a representative from the developed sample and a representative
from the developing sample) and one type of public service. The model
variables are:

Yj: Gross Domestic Product of country j; j = (1,2)
Pj: Population of country j
Gj: Total government expenditures of country j on goods and services

provided by the allocation branch
Tj: Tax payments of country j
TRj: Transfer payments of country j
Sj: Surplus or deficits of country j assumed to be zero (no stabilization

function)
Yp: Total private income (sum of both countries)
hG

X, hG
Z: Income elasticity of demand for public goods for X and Z respec-

tively
m: Fraction of total private income going to X

The superscripts X and Z are used to indicate individual X (the representa-
tive of the developing sample) and Z (the representative of the developed
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sample) respectively. Superscripts a and d denote the activities of the alloca-
tion and the distribution branches respectively. Conditions that have to be met
in the budget plans are:

G T TX
a

Z
a= + (2.1)

T T YX
a

X
a

p
X

G
X= ( , )h (2.2)

T T YZ
a

Z
a

p
X

G
Z= ( , )h (2.3)

TR Td d= (2.4)

In proceeding to derive the budget of the allocation branch, two assumptions
are made. Both assumptions relate to the derivation of tax shares, T TX

a
Z
a and .

The first assumption is related to the preference function of the individual. If
the income elasticity of demand hG is the same for both X and Z, then tax
shares will be proportionate to private income. The second assumption follows
from Musgrave’s suggestion: ‘If public wants cannot be determined on the
basis of individual evaluations, the taxes of the allocation branch must be
allocated by some pattern determined on an authoritarian basis. Suppose this is
proportionate to the “proper” state of distribution’ (Musgrave, 1959, ch. 2,
footnote 1).

Under this assumption equations (2.2) and (2.4) are replaced by:

T k T TX
a

X
a

Z
a= +( ) (2.2¢)

where k is the fraction of available income under proper distribution going to
X.

The budget of the distribution branch is derived in this model as follows:

G – Ta = TRd (2.5)

where G stands for total budget expenditures, Ta, total taxes levied by the
allocation branch to fund public goods G. Under a balanced budget, it follows
that G – Ta = TRd.

The determination of the level of transfers, and whether or not intra-person
transfers should exist in the first place, depends on the objective function of
the public sector. As is well known, this is a thorny issue in the public finance
literature. Heroic assumptions must be made to arrive at the ‘state of proper
distribution’ on the basis of which equation (2.2¢) can be solved.

For the purpose of this empirical exercise, I follow Musgrave’s example
and alter the market distribution by some fraction to obtain k. How this
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fraction is arrived at is not important for the analysis, although it implies
judgment on the part of the researcher. I will return to this issue later on in
this chapter.

2.2 The data
In Ott (2002), public sector spending was classified into categories that
correspond to Musgrave’s two functions – allocation and distribution. The
allocation branch spending was further broken down along the ‘spatial di-
mension’ in order to differentiate between services that have global, national
or local constituencies. Categorizing spending in this fashion allows us to
calculate the income elasticity of demand for such services with the implied
assumption that the income elasticity of demand is likely to vary not only by
constituency but also for each category. The calculation was made for two
years, 1997 and 1988, and for a sample of 14 developed (industrialized
countries) and 38 developing economies.

The distributive expenditures, the function of the distribution branch, was
also provided for the same countries and over the same period. GINI values
and change in GINI coefficients between 1988 and 1997 were also given.

In this chapter data is provided for 2001 and 2002. Owing to data limita-
tions (a change in Government Finance Statistics format beginning in 2000)
the sample selected is much smaller, consisting of 22 countries. Because of
the limitations, it was not possible to calculate the income elasticities of
demand (hG), hence I use the estimates provided in the Ott (2002) study.

First, a look at the data. Table 2.1 shows the percentage distribution of
public spending of the allocation branch classified by type of provision:
global public goods, national public goods and local public goods.1 The
percentage distribution of these categories of spending as ratio to GDP for
the years 2001 and 2002 are reported in Table 2.2, and distributive expendi-
tures are reported in Table 2.3.

Individual country data are reported in the Appendix. On the basis of the
data reported in the tables, a few comments are warranted. First, from the full
sample we find provision of the allocation branch absorbs around 62.5 per
cent of the public sector resources in both years. In the developing countries
sub-sample the percentage is slightly lower in 2002 (50.2 per cent) than what
it was in the previous year (51.1 per cent). For the developing country sample
there was an increase from 73.8 per cent in 2001 to 75 per cent in 2002. As a
percentage of GDP, the allocation type activities for the full sample absorbed
22 per cent in both 2001 and 2002. This was also true for both developed and
developing countries samples although the ratio is lower for the developing
economies (20 per cent compared to 24 per cent).2 Broken down by func-
tional category, of interest is the finding that spending on national and local
concerns dominates spending for defense and other goods under the label of
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Table 2.2 Percentage distribution of spending of the allocation branch by
country

Countries 2001 2002

Global National Local Global National Local
concern concern concern concern concern concern
as % of as % of as % of as % of as % of as % of

GDP GDP GDP GDP GDP GDP

Australia 2.5694 8.5691 11.4956 2.6282 8.1020 11.9816
Belgium 1.2561 11.3968 13.1288 1.2403 11.5111 13.3775
Canada 1.9213 10.5184 13.9158 1.4488 10.1203 13.9902
Denmark 2.2355 11.9364 15.2463 2.1634 11.7123 15.6443
Finland 1.4203 7.8734 13.0990 1.4478 7.5034 13.3674
France 2.4004 4.2160 15.2611 2.4371 8.2505 7.0159
Germany 1.2041 6.2598 11.6733 1.2040 7.8473 11.7234
Netherlands 1.6161 10.2699 10.4426 1.5792 10.6255 10.9612
Norway 3.0769 8.6723 13.4822 3.1987 8.9136 14.6159
Sweden 2.2194 9.9233 16.5462 2.1258 10.1943 15.5406
United 2.8850 4.4069 12.3374 2.8340 4.7398 13.0947
Kingdom
Argentina 1.3949 11.9272 7.5695 1.1773 13.0859 7.0120
Bahamas 0.8040 7.5919 7.1354 0.8040 7.6733 7.1525
Bulgaria 3.1303 13.1744 9.3708 3.7637 9.5222 10.1840
Egypt 4.5467 11.3140 7.7264 4.3970 11.5235 7.2994
India 3.1628 10.0222 1.4009 2.9293 10.4233 1.5602
Israel 9.1775 10.0574 15.9572 10.6679 9.9152 16.3194
Jordan 6.9122 10.0624 9.2093 7.0646 12.9357 9.2952
Madagascar 3.1290 7.3304 4.1048 0.8372 7.3857 4.0946
Peru 0.6026 0.6372 3.8789 0.5109 0.5401 3.8106
Singapore 5.3904 4.1646 7.8860 5.4124 3.7833 7.4736
Sri Lanka 5.0590 12.1191 4.0813 4.1744 11.0391 4.6802
Developing 3.94 8.95 7.12 3.79 8.89 7.17
countries
Developed 2.07 8.55 13.33 2.03 9.05 12.85
countries
Full-sample 3.01 8.75 10.22 2.91 8.97 10.01

global public good. In the developed economies, 85 per cent of spending by
the allocation branch for both 2001 and 2002 are devoted to supplying goods
that meet national and local concerns. In the developing countries sample the
percentage is 91 per cent. The disparity in spending in this functional cat-
egory between the two samples reflects spending in one category: agriculture,
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forestry, fishing and hunting. As the data shows, developing economies spend
three times as much on this function as do developed countries. Also, the
developing economies devote more spending on fuel and energy needs than
the developed countries.

Distributive spending category is referred to as social protection expendi-
tures in the revised budget data reported in the Government Financial Statistics
(GFS). Table 2.3 gives distributive expenditures, total and per capita for the
full sample and sub-samples. Note that the sample size is reduced from 22 to
20, as neither France (in the developed country sample) nor India (in the
developing country sample) report this information for both 2001 and 2002.
From the statistics reported for the developed countries the average distribu-
tive expenditure in 2001 was equal to $3349 compared to $203 for the
developing economies. In 2002 the level of spending increased to $3717 for
the developed economies but declined to $118 for the developing economies.

The next two tables, Tables 2.4 and 2.5, present information needed to
calculate the budgets of the allocation branch and the distribution branch.

In the Musgravian model the two variables, private or market income (Yj)
and government spending net of distributive expenditures (Gj

n) form the basis

Table 2.3 Distributional expenditures 2001 and 2002 (full sample and sub-
samples)

Social protection expenditure 2001 2002

Full sample (N=20)*

Total (million USD) 848303 926534
Average per capita (USD) 580 634

Developed countries (N= 10)

Total (million USD) 810554 904296
Average per capita (USD) 3349 3717

Developing countries (N=10)

Total (million USD) 37749 22238
Average per capita (USD) 203 118

Note: * No data on social expenditures were given for France and India for 2001. These two
countries were excluded in calculating the average per capita full sample and respective sam-
ples for both 2001 and 2002. The same exclusion applies for percentage.
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Table 2.4 Per capita private (market) income by country; averages for the
sub-samples 2001–2002

Country 2001 2002

Total Per capita Total Per capita
(millions (dollars) (millions (dollars)

of dollars) of dollars)

Australia 267177 13762 298156 15163
Belgium 139029 13515 143427 13880
Canada 474242 15257 503898 16067
Denmark 87454 16319 90711 16878
Finland 76484 14742 79005 15196
France* 777431 13134 806823 13563
Germany 1153429 14009 1196287 14499
Netherlands 244029 15214 254794 15782
Norway 109775 24324 114083 25139
Sweden 122820 13809 127057 14237
United Kingdom 961411 16281 1047954 17693

Y
–

i 15723 16454

Argentina 203749 5633 81065 2222
Bahamas, The 4247 13706 4301 13698
Bulgaria 9504 1201 10643 1353
Egypt 81472 1250 73387 1106
India* 418683 405 447055 426
Israel 66427 10316 60966 9285
Jordan 6553 1302 7147 1382
Madagascar 1420 89 1949 118
Peru 45492 1726 48935 1829
Singapore 70328 17024 75677 18174
Sri Lanka 12574 671 13587 715

Y
–

j 5292 5979

Notes:
* Averages exclude France from the developed countries sample and India from the developing
countries sample;
Y
–

i: Average per capita private income for the developed countries sample;
Y
–

j: Average per capita private income for the developing countries sample.
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Table 2.5 Per capita government net spending by country; averages for the
sub-samples 2001–2002

Country 2001 2002

Total Per capita Total Per capita
(millions (dollars) (millions (dollars)

of dollars) of dollars)

Australia 73074 3764 79920 4064
Belgium 57431 5583 65585 6347
Canada 159720 5139 153466 4893
Denmark 41157 7680 46692 8688
Finland 25195 4856 29613 5700
France* 319425 5396 N/A N/A
Germany 384832 4674 424672 5147
Netherlands 87546 5458 102089 6324
Norway 37698 8353 47798 10533
Sweden 56257 6325 66837 7490
United Kingdom 272167 4609 306341 5172

Gi
n 4938 5439

Argentina 45749 1265 15296 419
Bahamas, The 712 2297 703 2239
Bulgaria 2651 335 3232 411
Egypt 16862 259 16321 246
India* N/A N/A N/A N/A
Israel 35557 5522 32834 5001
Jordan 1895 377 2168 419
Madagascar 3051 191 2402 146
Peru 5478 208 4291 160
Singapore 12737 3083 12072 2899
Sri Lanka 2786 149 2594 136

Gj
n 685 486

Notes:
* Sub-sample averages exclude France and India;
Gi

n: Average per capita government spending net of social protection for the developed coun-
tries sample;
Gj

n: Average per capita government spending net of social protection for the developing coun-
tries sample.
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for deriving the budget of the allocation branch. The budget of the distribu-
tion branch requires, in addition, an assumption about the ‘proper’ state of
distribution. Private income is calculated by subtracting from GDP total
government spending to obtainYj. Per capita private income Y–j for each sub-
sample is calculated by dividing Yj by the sample population. The variable Gj

n

was calculated by subtracting from total government expenditures those ex-
penditures titled social protection expenditures. Averages for the sample are
calculated to yield Gj

n. The calculations are given in Table 2.5.
Two sets of numbers are given in both tables. The first is for all countries,

the second excludes France from the developed countries sample and India
from the developing sample. This exclusion is needed as both countries do
not report social expenditures for the two years 2001 and 2002. Since this
information is needed to calculate the average distributive expenditures for
each sample and hence private incomes, the second set of numbers will be
used in subsequent analysis.

From data in Table 2.4, the average private income in the developed coun-
tries sample in 2001 is equal to $15 723; the average for the developing
countries sample is $5292. The distribution ratio is 25 per cent for the X
representative and 75 per cent for the Z representative. For 2002, the ratio is
27 per cent to 73 per cent.

It is interesting to note that this distribution is not too different from that
assumed by Musgrave in his example (1959, Chapter 2) where the two
individuals X and Z were assigned shares equal to 30 per cent for X and 70
per cent for Z.

Table 2.5 provides data on total and per capita government spending net of
social protection expenditures for 2001 and 2002. Evident from the data is
the disparity in spending across the full sample and especially among the
developing countries sample. As reported in the table, for Israel, Singapore
and the Bahamas, per capita government spending net of social expenditure
are multiples of the sample average, and Israel’s spending is almost as high as
the average for the developed countries sample. The observed decline in the
averages between 2001 and 2002 for the developed countries sample is due
for the most part to the decline in the dollar exchange rates, especially for
Argentina (see Appendix).

2.3 The sub-budgets
Using the data presented in Tables 2.4 and 2.5 and the assumptions stated
earlier regarding the proper state of income distribution, the budget of the
allocation branch can be derived. Recall that the proper state of distribution is
assumed either arbitrarily, that is, raise the share of income of X by some
percentage or by some other formula (equation 2.2): for simplicity assume
that that proper state of distribution in 2001 is such that representative X’s
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share in total private income is 27 per cent instead of 25 per cent, 30 per cent
in 2002 in lieu of 27 per cent.

The allocation branch’s budget calculation depends on the preference func-
tion of individuals measured here by the income elasticity of demand for
public goods. Under the assumption of unitary income elasticity of demand,
for both individuals, tax share should be proportionate to income. Ott (2002)
calculates these elasticities for both developing and developed countries for
total public goods and by categories for a panel data set consisting of 52
countries for 1988 to 1997 (see Chapter 6, table 6.4). The findings suggest
that the elasticities are equal to one or very close to one. Hence, this value is
assumed in determining the tax shares for the allocation branch.

The allocation branch provides Gi
n and Gj

n. From the table, these values in
2001 were equal to $4938 and $685 for the developed and developing sub-
samples respectively. If X and Z belonged in the same sample, then the level
of public goods provided would be consumed equally by both. In the calcula-
tion, the level of Gn is equal to $5623 (the sum of Gi

n and Gj
n).

In Table 2.6, budget determination is given. Two cases are presented.
Case1: utilize 2001 data, set k (the distribution parameters) equal to 27 per
cent, the allocation taxes to be proportional to the proper state of distribution
(neutral). Case 2: utilize 2002 data, k is equal to 30 per cent and assign
allocation taxes in proportion to the initial distribution of market income. In
this case the resulting distribution of income will differ from that set by the
distribution branch. In the examples, the only type of expenditure considered
is government expenditure net of transfers.

In case 1, the state of income distribution was not altered by the activities
of the allocation branch, TX

a and TZ
a were neutral to the distribution. In case 2,

the activities of the allocation branch were funded through tax allocation on
the basis of private market income. In this latter case, the final distribution
differed from that set by the distribution branch. In the table, the final out-
come is k = 31 per cent rather than 30 per cent. To be distributionally neutral
an adjustment could be made using the formula given by equation (2.2¢).

The equation given by (2.2¢) is of particular interest, not only because it
provides a method for tax allocation which is neutral to the ‘proper’ state of
income distribution, but also because it underlines the fundamentals of budget
making. In actual budget formulation, the sub-budgets are formulated by
separate agencies in the government, and more often than not the allocation
budget expenditures are set on the basis of objectives that do not necessarily
incorporate the state of income distribution. Moreover, taxes and transfers are
usually set in relation to market distribution without incorporating the activi-
ties of the allocation branch. Since budget policy is evaluated on the basis of
the overall budget (consolidated) and not the sub-budgets, Musgrave’s equa-
tion provides us with a reference point to disentangle the effects of distributive
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Table 2.6 Budget determination and consolidation

Case 1: 2001 Case 2: 2002

X Z X+Z Budget X Z X+Z Budget

Private income 5292 15723 21015

(X/X+Z=25%) 5979 16454 22433
(X/X+Z=27%)

Income after 5674 15340 21015 6730 15703 22433
distribution
(j=27%)
(j30%)

Income after 4156 11236 15392 5130 11378 16508
Allocation tax
adjustments

Income after 19779 16859
allocation
tax and
expenditure
adjustments

Budget of the allocation branch

Services (Ga
n) 5623 5925

Taxes (Ta) –1518 –4105 –5623 –1609 –4325 –5925 –5925
Balance 0 0

Budget of the distribution branch

Taxes (Td
Z) –383 +383 –751 +751

Transfers (Td
X) +383 –383 +751 –751

Balance 0 0

Net budget

Taxes –1518 –4488 –6006 6006 –1600 –5076 –6676 6676
Transfers +383 383 –383 +751 751 –751
Services –5623 –5925
Balance 0 0
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taxes from taxes for allocative expenditures. In the example given in Table
2.6, one can calculate the overall net tax burden and individuals’ net tax
shares associated with public sector activities. Case 1 yields a progressive tax
structure.

tX
n = ( ) =1135

5292 21 4. %

tZ
n = ( ) =4498

15723 28 5. %

tav
n = ( ) =5623

21015 26 7. %

For case 2 the ratios are tX
n  = 14.2 per cent, tZ

n  = 30.8 per cent and tav
n  = 26.4

per cent, a more progressive structure than case 1.

3 Conclusion
Critical to any discussion of budget policy is an understanding of how budget
allocations are arrived at, the principles that underlie budget formulation and
the debates that surround budget making.

The decision-making process for government spending is complex, with
many players interacting at various agencies, each of which has its own
budget priorities, which they seek to implement and budget constraints they
have to live by. The process for tax receipts although much different from the
process of spending, nonetheless involves the articulation of priorities, goals
and the recognition of the realities of constraints. Anyone, whether serving as
a budget officer or as a researcher evaluating what a budget officer does, is
aware of the complexity of budget making and the difficulties involved in
reducing budget numbers into only two categories such as allocation and
distribution. Nonetheless, a serious effort has to be invested in reducing the
complexity of the budget to present it in a format that is easy to understand,
for without it, it is altogether futile to talk about principles of efficiency and
social justice.

Amongst the many and varied achievements of Musgrave, the three branch
model stands out. Not only does it reduce the complexity of the budget
decisions to a manageable level but it also allows us to evaluate the functions
we ascribe to the public sector.

Clearly with simplification, come pitfalls. For example, the framework
assumes that the distribution branch is apprised of the prevailing distribution
of income (including goods supplied by the allocation branch), tax shares and
is aware of the implications of changing the distribution on incentives in the
aggregate economy. The allocation branch must take as given the ex-post
distribution of income as the base in formulating its program, but such
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distribution most often depends on its own provision – mix of the goods and
services as well as the elasticities of demand for said provision.

But the pitfalls are not unique to the branch model. Budget making almost
always begins at the agency levels, each with its assumptions, goals and
constraints. The reconciliation of conflicting objectives and goals comes
usually at the end. At this time, the need for a workable and simple frame-
work like the one set forth in the three branch models provide guidelines as to
the fruitful avenues that need to be pursued to arrive at something resembling
a social optimal.

Notes
1. For criteria see Ott (2002), Chapter 6.
2. Calculations were made for a much larger sample for 1988 and 1997. From these calcula-

tions, the ratios of spending to GDP have shown remarkable stability for the full sample as
well as the sub-sample between two data points (for details, see Ott 2002, Chapter 6, Table
6.1).
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3 Wagner’s Law of increasing expansion of
public activities
Alan Peacock

Introduction
Adolph Wagner (1835–1917) was one of the most influential German econo-
mists of his time. His professional work embraced the study of human
motivation, emphasizing altruism as a potent force in economic decisions, the
close analysis of industrial development and the endeavour to improve em-
pirical studies by collection and assimilation of statistical information,
particularly regarding the place of the state in the economy (cf. the excellent
short survey of German fiscal thought in Musgrave, 2000). All these preoccu-
pations are evident in his enunciation of a Law of Increasing State Activities,
which is now regarded as his important contribution to the history of eco-
nomic ideas.

There are passing references to his Law throughout Wagner’s public fi-
nance writings. The first modern translations covering it are taken from his
Finanzwissenschaft (1883) (see Musgrave and Peacock, 1958). However, the
most complete statement of the Law is to be found in Wagner’s final formula-
tion, which was written for a standard German encyclopaedia on public
economics (see Wagner, 1911). It is this version which is quoted below in
English translation by the contributor. (There is now a full translation avail-
able prepared by Dieter Biehl. See Biehl (1998)).

Wagner’s ‘Law’
Wagner states quite categorically that his ‘law’ is an ‘empirically observed
uniformity’ by which, as the national economy grows, the public sector will
grow at a faster rate than the private sector (Wagner, 1911, p.734). However,
interesting though such an observation might be, two practical questions
immediately arise.

The first concerns the statistical series employed in order to illustrate this
trend. Most series of this sort are based on data which begin as a by-product
of the administrative process, notably those arising from tax collections.
Wagner produces no data – obviously not a matter of much concern to his
contemporaries – though he was aware that calculations of the relation be-
tween the growth in national income and of tax revenues were of some
importance (see Wagner, 1904). Many econometricians have subsequently
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tried to fill the gap and have tested at great length the relationship between
the growth in GDP and the growth in the public sector.

It is important to note that such attempts have generally ignored two
important features of Wagner’s thesis. Firstly, his definition of state economic
activity includes not only the public budget but also public utilities, and
extends to the growth in regulation of business as an instrument of state
control (Wagner, 1911, p. 73), whereas econometricians have generally con-
fined their testing to comparisons of GDP with public budget transactions.
This use of a narrow definition can hardly be justified by the fact that aggre-
gating public utility transactions and some measure of growth in regulation
with government budget flows is a difficult matter. (For a critical analysis of
econometric analysis of Wagner’s Law, see Peacock and Scott, 2000)).

Second, testing Wagner’s Law with reference to recent changes in the
relation between private and public sector economic growth covers a period
with very different characteristics compared with the 19th century; and Wagner
is quite clear that the Law applied primarily to the period of emerging
industrial societies. (For support for Wagner’s position, though confined to
the growth in central and local government expenditure only, see Andic and
Veverka, 1964.)

The causes of increasing state activity
Wagner attributed the increase in state activity to an essential complementarity
between the growth of the economy and the growth in public services. As he
put it:

the causes lie in the emergence of demands for new, extended and improved
public services, particularly those affecting the life of the people. To a large extent
these changes are conditioned by changes in production techniques and means of
transport which to a large extent have been made possible and worth having
because of central government activity along with other public institutions, some
of whose efforts are, however, supplanted in the process (Wagner, 1911, p. 734).

The thesis is readily understandable when it is considered that the growth
of the industrial economy associated with rapid growth of urban areas must
require extensive improvements in the amount of provision of road and rail
networks, in post and telegraph services, and organization and regulation of
markets, all functions commonly undertaken (in contemporary Europe at
least) by various layers of government or public utilities. However, Wagner’s
explanation goes much further to cover the social consequences of economic
change with the resultant pressures to increase and to unify the provision of
health services and social security for the protection of the working popula-
tion. The pressure for such changes was all the greater because of progress in
the natural sciences, ‘offering fuller knowledge of the causes of health and
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disease and of measures to improve treatment and hospital care, diet and
preventive measures. The demand that these improvements should be avail-
able to all gives a further impetus to the extension of the role of the state’
(Wagner, 1911, p. 736).

Therefore, Wagner envisaged not only an expansion of state activities but
also an increasing degree of centralization of government services made all
the more necessary by the need to ensure a growth in efficiency in raising tax
revenue and control over public utility systems of charging.

Wagner was far from being alone in noting the effect of rapid economic
change on the demand for government services. Of particular interest is the
admiration shown by Alfred Marshall for his work, which was reciprocated.
Marshall was impressed by Wagner’s interest in historical trends in economic
institutions, but added a separate dimension to the study of the growth in
government services, which anticipates the famous thesis of William Baumol
regarding the consequences of unbalanced growth between manufacturing
and services sectors. Growing employment in government services is only
implicit in Wagner’s analysis, but Marshall observes that such services obtain
no direct help from technological changes and that therefore, ‘if the wants for
which they make provision increase in proportion to general wealth, it is only
to be expected that they should absorb a constantly growing proportion of the
industrial population’ (Marshall, 1890, p. 276).

Wagner and the current agenda in public economics
Courses in the history of economic thought have largely been crowded out of
the standard curriculum for academic teaching designed to fashion profes-
sional economists. The reason is clear enough: one does not emulate the
methodology of great economists simply by being an authority on what they
stood for, though one might gain some reputation for analytical ability by
being able to uncover their mistakes – or so the argument goes (cf. Blaug,
2001). While this position is one that invites controversy about what should
or should not be in the standard curriculum, what cannot be disputed is that
Wagner still finds a place in today’s discussion of the influences on the
growth in the public sector. One possible reason for this survival lies in the
greater (and justifiable) emphasis placed in the study of public finance on the
factors determining the evolution of the public sector, which calls for a more
detailed knowledge of political philosophy and political science than that
underpinning the study of economics in general.

This view of Wagner’s present-day relevance can be supported by two
examples. The first is that public choice models of the evolution of the public
sector cannot be viewed solely as the reaction of the public authorities to the
tastes and preferences of citizens as voters as expressed through their politi-
cal representatives, so that econometric testing displays government
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expenditure as demand-determined. Wagner ascribes, as it were, a separate
existence for governments and their public utility satellites, with powers that
are not derived from or controllable by democratic institutions. Wagner’s
exposition of his Law, therefore, stresses the interaction between the public
and private sector. Of course, the question as to whether the public sector has
an existence independent of voter preferences is an empirical one but even
the most faithful adherent of the view that the growth of the public sector is
demand-determined has to recognize that democratic institutions cannot guar-
antee complete control over the actions of public utilities or bureaucracies so
that these accord with voter preferences. At the same time, Wagner’s empha-
sis on the complementarity between economic growth and the growth of the
public sector clearly recognizes that governments derive a rational basis for
their expansion plans by reference to the comparative advantage they derive
from the provision of the collective services necessary to support industrial
expansion (cf. on this point, Rowley and Tollison, 1994).

The second example is derived from the important question raised by the
Law, namely, that there must be some limit to expansion of the public sector
which would depend on the opportunity cost to government of raising the
revenue to finance it. Several of Wagner’s prominent contemporaries implic-
itly adopted his methodological position on ‘empirical laws’ and claimed to
know, at least approximately, what these limits might be in terms of the
burden of taxation expressed as a proportion of private incomes (see, for
instance, Leroy-Beaulieu (1906) who argued that any advance of 12 or 13 per
cent would be ‘unbearable’). The reader will be aware that the perceived
empirical limit has moved inexorably upwards. A famous statement by Colin
Clark claimed that the empirical limit was about 25 per cent, a claim en-
dorsed by Keynes (see Clark, 1970). Today, discussion centres in a percentage
nearer to 40 per cent.

Wagner clarifies an important issue about such calculations. One must
distinguish between the desirable and the feasible limits of the growth of the
public sector. The desirable limits depended on a political judgement about
the policy aims of the nation and the state’s role in pursuing them. Wagner
was in no doubt about a close association of social progress with the growth
of the public sector and that what we now call the ‘welfare state’ was the
necessary concomitant to public acceptance of the uncertainties generated by
rapid economic change. This result was only made possible by state eco-
nomic planning, but with full account taken of the relative efficiency of the
private and public sectors in the delivery of goods and services and how that
might change through time. In other words, the desirable growth in govern-
ment activity depends on an initial value judgement concerning what the
relevant ‘arguments’ are in some form of government welfare function, and
the trade-offs between them. The art of government then depended on turning
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the desirable into the feasible by obtaining public acceptance to measures
designed to remove the constraints which conditioned the maximization of
the welfare function, and so far as possible, to guarantee that such measures
embodied efficient expenditure control (cf. Wagner, 1883/1958).

Wagner’s conclusions are worth pondering today. The first was that gov-
ernment services were not simply regrettable necessities but that the feasibility
of their growth depended on being able to convince taxpayers that taxes in a
general sense were equivalent to charges for services. This led him to argue
that in any calculation of the growth in real incomes, no deduction should be
made for payment of direct taxes (see Wagner, 1904).

The second concerns the doubt surrounding the definition of the limits to
public sector growth. The opportunity cost of growth in government activity
would be very differently perceived in different countries at the same point of
time and as between time periods within the same country. While the positive
analysis of the effects of a growing ‘burden’ of taxation might be generally
agreed, notably in respect of the analysis of the negative effects on the growth
in investment and saving, the ‘price’ of lower growth caused by a rise in the
proportion of incomes paid in taxes might be considered worth paying in
countries where an active redistribution policy was pursued, though not in
countries where a general rise in real incomes took precedence as a policy
aim (cf. Wagner, 1883/1958). Therefore, the search for precise limits to the
growth in public activity and in associated changes in taxation means chasing
a chimera.
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4 Wagner’s hypothesis: new evidence from the
US using the bounds testing approach
James E. Payne, Bradley T. Ewing and Hassan
Mohammadi

1 Introduction
The economic and political reasons for the growth of government have been
intensely examined by researchers.1 The presumption that the expansion in
public sector expenditures is positively related to the level of economic
development, known as Wagner’s hypothesis (or law), has undergone intense
investigation. Over a century ago, the German economist, Adolph Wagner,
made the observation that as a country’s level of economic development
expands so does the relative size of its public sector.2 Wagner provided
several reasons for this observation. First, industrialization would generate an
increase in the division of labor and urbanization, resulting in larger expendi-
tures on contractual enforcement and regulatory activities. Second, real income
growth would translate into the growth of income-elastic cultural and welfare
expenditures. Third, the government would complement private sector fund-
ing for long-term investments as a result of economic development and
changes in technology.

There have been numerous interpretations of Wagner’s hypothesis with
respect to formulating testable specifications.3 The literature offers at least
five specifications of Wagner’s hypothesis – the most familiar are the Pea-
cock–Wiseman and the Musgrave versions. In what follows, we provide in
section 2, a brief overview of Wagner’s hypothesis, empirical specification
and findings. In section 3 we shall raise several issues relating to structuring
the hypothesis and provide an alternative econometric procedure. Data, meth-
odology and results are given in this section. Section 4 provides concluding
remarks.

2 Wagner’s hypothesis
The five widely cited specifications of Wagner’s hypothesis are presented in
Table 4.1. The Peacock–Wiseman version provides an elasticity estimate of
real government expenditure with respect to real GDP where support for
Wagner’s hypothesis is given by b > 1. A related specification is the Peacock–
Wiseman share version in which the share of real government expenditures to
real GDP is a function of real GDP. In the case of the share version, the
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Table 4.1 Alternative specifications of Wagner’s hypothesis

Peacock–Wiseman Version:
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coefficient on real GDP needs to be positive to yield support for Wagner’s
hypothesis, u > 0. An interesting point is the fact that the slope coefficients
for the Peacock–Wiseman and the Peacock–Wiseman share version are re-
lated, in that b = 1 + u.4

A version of Wagner’s hypothesis that is widely examined in the literature
is the Musgrave (1969) version which states that the share of real government
expenditure to GDP is a function of real GDP per capita where d > 0 for
Wagner’s hypothesis to hold. Gupta (1967) examines Wagner’s hypothesis
using a specification closely related to the Musgrave version. The Gupta
version specifies that real government expenditure per capita is a function of
real GDP per capita where the coefficient on real GDP per capita should be
greater than one, l > 1. Furthermore, note that the slope coefficients for the
Musgrave and Gupta versions are related, l = 1 + d.5 Finally, the Goffman
(1968) version states that real government expenditure is a function of real
GDP per capita where real government expenditures should exceed the in-
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crease in real GDP per capita where g > 1 yields support for Wagner’s
hypothesis.

Wagner’s hypothesis has undergone empirical investigation along essen-
tially two distinct lines. Some researchers have been interested in measuring
the slope estimates of the various specifications stated above in testing the
validity of Wagner’s hypothesis. Dollery and Singh (1998) provide a survey
of the earlier studies on Wagner’s hypothesis. By and large these studies used
descriptive statistics and ordinary least squares to describe the relationship
between government expenditures and income. The following are other stud-
ies not mentioned by Dollery and Singh that use either ordinary least squares
or in the case of multi-country studies panel data estimation techniques that
provide results in support of Wagner’s hypothesis: Enweze (1973, multi-
country), Kryzaniak (1974, Turkey), Abizadeh and Yousefi (1988, 10 US
states), Nagarajan and Spears (1990, Mexico), Ram (1992, multi-country),
and Nomura (1995, Japan). Studies by Pryor (1968, multi-country), Pluta
(1979, Taiwan), Mann (1980, Mexico), Bairam (1992, multi-country), Courakis
et al. (1993, multi-country), and Burney and Al-Mussallam (1999, Kuwait)
do not find support for Wagner’s hypothesis. Studies by Pluta (1981, multi-
country), Abizadeh and Gray (1985, multi-country), and Ram (1986a, 1987,
multi-country) yield mixed results with respect to Wagner’s hypothesis.

However, one problem with using simple ordinary least squares estimation
is the possibility of a spurious relationship if the respective variables are
integrated of order one (Granger and Newbold, 1974). More recent studies
have focused on the time series properties of the various measures of govern-
ment expenditures and income as a means of addressing the spurious regression
issue. Specifically, the following studies test Wagner’s hypothesis by identi-
fying the Granger-causal relationships between government expenditures and
income in the context of vector autoregressive or vector error correction
models. Studies that find support for Wagner’s hypothesis include Gyles
(1991, UK, time series intervention model), Murthy (1993, 1994, Mexico),
Oxley (1994, UK), Ahsan et al. (1996, Canada), Lin (1995, Mexico), Ansari
et al. (1997, multi-country), Lin (1998, US, variance ratio tests), Abizadeh
and Yousefi (1998, South Korea), Thornton (1999, multi-country), Chang
(2002, multi-country), Legrenzi and Milas (2002, Italy) and Dritsakis and
Adamopoulos (2004, Greece). Studies that find little or no support for Wagner’s
hypothesis include Sahni and Singh (1984, Canada), Singh and Sahni (1984,
India), Afxentiou and Serletis (1991, Canada), Henrekson (1993, Sweden),
Ashworth (1994, Mexico), Hayo (1994, Mexico), Hondroyiannis and
Papapetrou (1995, Greece), Chletos and Kollias (1997, Greece), Burney (2002,
Kuwait), and Ghate and Zak (2002, US). Studies by Payne and Ewing (1996),
Asseery et al. (1999, Iraq), Kolluri et al. (2000, multi-country), and Tsangyao
et al. (2004) provide mixed results.
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With the exception of studies by Henrekson (1993, Sweden), Murthy (1993,
1994, Mexico), Hayo (1994, Mexico), Oxley (1994, UK), Ahsan et al. (1996,
Canada), Payne and Ewing (1996, multi-country), Chletos and Kollias (1997,
Greece), Abizadeh and Yousefi (1998, South Korea), Asseery et al (1999,
Iraq), Kolluri et al. (2000, multi-country), Islam (2001, US), Ghate and Zak
(2002, US), and Legrenzi and Milas (2002, Italy), the studies test for Granger-
causality tests without explicitly examining the parameters of the long-run
relationship between government expenditures and income. As argued by
Peacock and Scott (2000), ‘Wagner’s writings imply that he would have been
satisfied with cointegration alone’ (2000, p. 10). In order to ascertain the
long-run relationship between the respective variables, the standard
cointegration methodology requires that the respective time series be inte-
grated of order one, I(1). As is well known in the time series econometrics
literature unit root tests exhibit low power; moreover, what if the respective
variables are not integrated of the same order, can a long-run relationship be
estimated?

This study will address this particular issue in a re-examination of Wagner’s
hypothesis in the case of the US with annual data from 1947 to 2003 using
the autoregressive distributed lag (ARDL) bounds testing procedure advanced
by Pesaran and Shin (1997) and Pesaran et al. (2001).

3 Data, methodology and results
As outlined in Table 4.1, five alternative specifications of Wagner’s hypothesis
will be examined: the Peacock–Wiseman specification, the Peacock–Wiseman
share version, the Musgrave version, the Gupta version, and Goffman version.
The data are US annual for the period 1947 to 2003. The following are variable
definitions: G denotes real government expenditures which include government
consumption and investment expenditures; Y is real GDP; and P denotes the
population. We begin by examining the augmented Dickey–Fuller (ADF) and
Phillips–Perron (PP) unit root tests for the various measures of government
expenditures and income. Table 4.2 presents the results of the unit root tests.
Note that in some cases the order of integration varies across unit root tests.

While the Engle–Granger (1987) and Johansen–Juselius (1990) cointeg-
ration procedures require the respective time series be integrated of order
one, the appealing aspect of the ARDL approach is that a long-run relation-
ship can be established without pre-testing the respective time series for
unit roots, which is useful given the relatively low power of unit root tests.
This procedure begins by estimating a conditional ARDL-ECM model as
follows:6

D D Dx x x x yt ii

p
t i ii

q
t i t t t= + + + + +

= - = - - -Â Âa g d p p e0 1 0 1 1 2 1 1 (4.1)
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Table 4.2 ADF and PP unit root tests

ADF PP

Variable Levels First Differences Levels First Differences

ln G –1.81 –4.37a –4.47a —
ln Y –2.42 –7.24a –2.25 –8.05a

ln(G/Y) –4.03b — –4.51a —
ln(Y/P) –3.03 –7.14a –2.96 –7.65a

ln(G/P) –2.26 –4.40a –4.02b —

Notes: ADF and PP unit root tests include a constant and trend term. The null hypothesis
under both the ADF and PP is the respective time series contain a unit root (i.e. difference
stationary). Significance levels are denoted as follows: a (1%) and b (5%).

where xt is the measure of government expenditure and yt is the measure of
output, a0 is the drift component, and et1 are the random errors. Two tests for
the presence of a long-run relationship will be conducted. First, the null hy-
pothesis of no cointegration (H0 : p1 = p2 = 0) is tested against the alternative
hypothesis of cointegration (H0 : p1 π 0, p2 π 0) via a partial F-test. However, as
discussed by Pesaran et al. (2001), the asymptotic distribution of the F-statistic
is non-standard, regardless of whether the variables are I(0) or I(1). Pesaran et
al. (2001) provide lower and upper bound critical values where the lower bound
critical values assume all variables are I(0) while the upper bound critical
values assume all variables are I(1). If the calculated F-statistic is above the
upper critical value, the null hypothesis of no cointegration can be rejected
irrespective of the orders of integration of the respective variables. If the
calculated F-statistic is below the lower critical value, the null hypothesis of no
cointegration cannot be rejected. However, if the calculated F-statistic falls
between the lower and upper critical values, the result is inconclusive. Second,
a t-test for the null hypothesis of no cointegration (H0 : p1 = 0) is conducted
with respect to the lagged level of the government expenditure measure.

In order to obtain the long-run relationship between the respective meas-
ures of government expenditures and income, the autoregressive distributed
lag (ARDL) model is specified in general form as follows:7

f(L, p)xt = b1(L, qi)yt + ut (4.2)

where L is the lag operator; f(L, p) = 1 – f1L – f2L2 – … – fpLp; and bi(L, qi)
= b0i + b1iL + … + bqiLq. Selection of the order of the ARDL model for the
computation of the long-run coefficients is based on several lag length selec-
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tion criteria up to three lags. The long-run coefficient estimates are obtained
as follows:

ˆ
ˆ ( , ˆ )
ˆ( , ˆ)

ˆ ˆ ˆ

ˆ ˆ ˆ , , , ,ˆ,q b
f

b b b
f f fi

i i i i q i

p

q

p
i k= =

+ +º+
- - -º

= º1

1 1
1 20 1

1 2

(4.3)

The estimates of the asymptotic standard errors of the long-run coefficients
are computed by the regression approach advanced by Bewley (1979).

We begin our analysis with the Peacock–Wiseman (1961) version of
Wagner’s hypothesis. The Peacock–Wiseman version provides an elasticity
estimate of real government expenditure with respect to real GDP, given by
equation (4.4), where support for Wagner’s hypothesis is given by b > 1.

Peacock-Wiseman version

ln ln lnG Yt t t= + +a b e (4.4)

where ln is the natural logarithm operator and et is a random error term. Table
4.3 reports the partial F-statistic for the lagged levels of real government
expenditures and real GDP along with the t-statistic for the lagged level of
real government expenditures.8 Both the partial F and t-statistics for the
Peacock–Wiseman specification exceed the upper bound critical values at the
1 percent significance level, suggesting the presence of cointegration and a
long-run relationship between the level of real government expenditure and
the level of real GDP.

Table 4.3 ARDL bounds testing procedure: tests of long-run relationships

F-statistics t-statistics
Version H0 : p1 = p2 = 0 H0 : p1 = 0

Peacock–Wiseman 38.2632a –8.52a

Peacock–Wiseman Share 38.2632a –8.52a

Musgrave 38.9053a –8.57a

Gupta 38.9053a –8.57a

Goffman 30.1175a –7.41a

Notes:
Critical values for the partial F-statistics were obtained from Pesaran et al. (2001, p. 300, Table
CI(iii) unrestricted intercept and no trend for the number of variables, k = 2). Critical values for
the t-statistics were obtained from Pesaran et al. (2001, p. 303, Table CI(iii) unrestricted
intercept and no trend for the number of variables, k = 2).
1 percent significance level denoted by a.
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Table 4.4 ARDL bounds testing procedure: long-run equilibrium
relationships

Version Criteria ARDL(p, q) b s.e.(b)
Peacock–Wiseman R 2 ARDL(3, 3) 0.66222 0.033776

AIC ARDL(3, 3) 0.66222 0.033776
SBC ARDL(3, 3) 0.66222 0.033776
HQ ARDL(3, 3) 0.66222 0.033776

Criteria ARDL(p, q) u s.e.(u)
Peacock–Wiseman R 2 ARDL(2, 2) –0.33778 0.033776

Share AIC ARDL(2, 2) –0.33778 0.033776
SBC ARDL(2, 2) –0.33778 0.033776
HQ ARDL(2, 2) –0.33778 0.033776

Criteria ARDL(p, q) d s.e.(d)
Musgrave R 2 ARDL(2, 2) –0.52320 0.049503

AIC ARDL(2, 2) –0.52320 0.049503
SBC ARDL(2, 2) –0.52320 0.049503
HQ ARDL(2, 2) –0.52320 0.049503

Criteria ARDL(p, q) l s.e.(l)
Gupta R 2 ARDL(2, 2) 0.47680 0.049503

AIC ARDL(2, 2) 0.47680 0.049503
SBC ARDL(2, 2) 0.47680 0.049503
HQ ARDL(2, 2) 0.47680 0.049503

Criteria ARDL(p, q) g s.e.(g)
Goffman R 2 ARDL(2, 2) 0.99163 0.056744

AIC ARDL(2, 2) 0.99163 0.056744
SBC ARDL(2, 0) 1.00010 0.054195
HQ ARDL(2, 2) 0.99163 0.056744

Notes: Lag length selection criteria: R 2  is the adjusted R2 criterion, AIC is Akaike’s informa-
tion criterion, SBC is Schwarz Bayesian criterion, and HQ is Hannan–Quinn criterion.

Table 4.4 reports the elasticity estimates, b for the alternative lag length
selection criteria used to determine the long-run relationship. With respect to
the Peacock–Wiseman version of Wagner’s hypothesis, the coefficient on the
level of real GDP is statistically less than one regardless of the lag length
selection criteria. It appears that real government expenditures are inelastic
with respect to real GDP, which is contrary to Wagner’s hypothesis.
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A related specification is the Peacock–Wiseman share version in which the
share of real government expenditures to real GDP is a function of real GDP.
In the case of the share version, the coefficient on real GDP needs to be
positive to yield support for Wagner’s hypothesis. Equation (4.5) specifies the
Peacock–Wiseman share version, u > 0.

Peacock–Wiseman share version
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Table 4.3 displays the partial F-statistic for the lagged levels of share of real
government expenditures to real GDP and real GDP along with the t-statistic
for the lagged level of the share of real government expenditures to real GDP.
As in the case of the Peacock–Wiseman version both the partial F and
t-statistics for the share specification exceed the upper bound critical values
at the 1 percent significance level. Note that the partial F and t-statistics are
the same as those reported for the Peacock–Wiseman specification. Given
that the slope coefficients in equations (4.4) and (4.5) are related, in that b = 1
+ u, it is not surprising that results for the coefficient on real GDP reported in
Table 4.4 are negative and statistically significant. The share version does not
support Wagner’s hypothesis.

A version of Wagner’s hypothesis that is widely examined in the literature
is the Musgrave (1969) version which states that the share of real government
expenditure to GDP is a function of real GDP per capita. This formulation of
Wagner’s hypothesis is specified by equation (4.6) where a finding of d > 0 is
necessary for Wagner’s hypothesis to hold.

Musgrave version
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Table 4.3 reports the partial F-statistic for the lagged levels of the share of
real government expenditures to real GDP and real GDP per capita along
with the t-statistic for the lagged level of the share of real government
expenditures to real GDP. Both the partial F and t-statistics for the Musgrave
specification exceed the upper bound critical values at the 1 per cent signifi-
cance level. Given the existence of a long-run relationship between the share
of real government expenditure to GDP and real GDP per capita, Table 4.4
reports the slope coefficient, d for alternative lag length selection criteria for
the long-run relationship. With respect to the Musgrave version of Wagner’s
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hypothesis, the coefficient on real GDP per capita is negative and statistically
significant irrespective of the lag length selection criteria. In this case the
coefficient on real GDP per capita should be positive in order to provide
support for Wagner’s hypothesis. The finding of the negative coefficient in
this case has been found in the multi-country analysis by Ram (1987, 1998).

Gupta (1967) examines Wagner’s hypothesis using a specification closely
related to the Musgrave version. The Gupta version specifies that real govern-
ment expenditure per capita is a function of real GDP per capita where the
coefficient on real GDP per capita should be greater than one, l > 1, given by
equation (4.7).

Gupta version
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Again, notice that the partial F and t-statistics reported in Table 4.3 are
identical to those reported for the Musgrave version. While there appears to
be a long-run relationship between real government expenditures per capita
and real GDP per capita, the slope coefficient, l, while positive is not statisti-
cally greater than one. Furthermore, note that the slope coefficients given in
equations (4.6) and (4.7) are related in that l = 1 + d. Thus, the results from
the Gupta specification do not provide support for Wagner’s hypothesis.

Finally, the Goffman (1968) version states that real government expendi-
ture is a function of real GDP per capita where real government expenditures
should exceed the increase in real GDP per capita. Evidence in support of the
Goffman version of Wagner’s hypothesis requires that g > 1 in equation (4.8).

Goffman version
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Table 4.3 reports the partial F-statistic for the lagged levels of real govern-
ment expenditures and real GDP per capita along with the t-statistic on the
lagged level of real government expenditures. Both the partial F and t-
statistics for the Goffman version exceed the upper bound critical values at
the 1 percent significance level, providing evidence of a long-run relation-
ship between real government expenditure and real GDP per capita. As
reported in Table 4.4, the slope coefficient on real GDP per capita is not
statistically different from one, contrary to Wagner’s hypothesis, which
requires that the slope coefficient should be greater than one. As in the
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previous versions of Wagner’s hypothesis, the results fail to provide support
for Wagner’s hypothesis.

4 Concluding remarks
This study re-examines Wagner’s hypothesis in the case of the US. Using the
ARDL bounds testing methodology, which circumvents the pre-testing of
variables for the presence of unit roots, the empirical results fail to support
Wagner’s hypothesis. The results are robust to lag length selection criteria as
well as five specifications of Wagner’s hypothesis. Using the Musgrave speci-
fication, Payne and Ewing (1996) find a slope estimate of 0.546 while Islam
(2001) finds an estimate of 0.418. On the other hand, using the Peacock–
Wiseman specification, Kolluri et al. (2000) find an elasticity estimate of
0.487. While we do find a long-run relationship between the public sector and
income, Ghate and Zak (2002) fail to find such a relationship for the US.
With respect to the US the results of this study run counter to those reported
by Payne and Ewing (1996), Islam (2001), Chang (2002), and Chang et al.
(2004). The fact that the evidence presented casts doubt on the validity of
Wagner’s hypothesis for the US is not surprising given that a strict interpreta-
tion of Wagner’s hypothesis is perhaps more relevant for developing economies.
Moreover, as Wagner’s hypothesis is simply one explanation of the growth of
government, alternative theories of government growth as surveyed by
Peltzman (1980) and Borcherding (1985), may very well provide explana-
tions for government growth robust to a country’s level of economic
development.

Research to date has focused on developed as well as developing econo-
mies. An avenue for future research on Wagner’s hypothesis could be directed
towards transition economies, especially as the institutions evolve and the
economies become more market oriented (Zinam, 1991). Indeed, the size of
government is likely to decline if the level of development does not increase
dramatically. Market oriented economies might give rise to a change in the
growth of some public expenditure components, so that if privatization of
public enterprises and divestiture takes place one may find a negative rela-
tionship between the growth of government and development.

Notes
1. Peltzman (1980) and Borcherding (1985) provide comprehensive surveys of the numerous

hypotheses with respect to the growth of government. Afxentiou (1982) provides a survey
of the relationship between the public sector and economic development.

2. Biehl (1998) provides an interpretation of Wagner’s Law in a historical context. Peacock
and Scott (2000) are critical of the ‘overkill’ with respect to the application of the econo-
metric techniques while sacrificing data availability and measurement issues.

3. See Michas (1975) as well as Peacock and Scott (2000) for a detailed discussion.
4. Michas (1975) and Abizadeh and Yousefi (1988) discuss in detail the mathematical rela-

tionship between the two specifications.
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5. See note 4.
6. Given the potential endogeneity problem associated with the measure of output, yt, we

investigate the direction of causality between the measure of government expenditure, xt,
and the measure of output, yt, by establishing whether output is a long-run forcing variable.
The evidence suggests that output is a long-run forcing variable in each specification.
Results are available upon request.

7. Equations (4.2) and (4.3) draw heavily from the econometrics appendix of the Microfit 4.0
manual, pages 393–4.

8. Three lags were used throughout the analysis.
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5 Soft budget constraint and hard budget
constraint: who is bailing out whom and
why?
Attiat F. Ott and Nirupama Devaraj

1 Introduction
The foundation of an economic system rests on its constitutional and institu-
tional structure. Its time path is shaped by its agents and the interplay of its
various constituents. The convention is to make a distinction between three
types: households, firms and governments. The role played by one type vis-à-
vis another depends on the time and space within which such interaction
occurs. The interaction can be straightforward – a buyer (household) and a
seller (firm), or complicated – principal–agent relationship.

To understand the behavior of any one of these units, the starting point is to
assume a utility function (or an objective function) and a budget constraint.
The arguments in the utility function may be unit specific (own activities) or
may include spillovers. The budget constraint may be ‘hard’ or ‘soft’. The
objective of the unit is to maximize the utility subject to the applicable
constraint. The narrative, though common, is incomplete. For one thing one
needs to specify the time frame – a one-period versus an infinite or lifetime
horizon. Secondly, one needs to identify for each time frame the argument(s)
in the budget constraint that could indicate the presence of ‘hardening’ or
‘softening’ of the constraint.

This chapter is about the budget constraint, soft as well as hard. Up until
the 1980s, the concept of the budget constraint was understood (whether for
the household, firms or government) to convey the equality between expendi-
tures and receipts in a multi-period (infinite horizon) time frame. The constraint
is that the present value of the unit’s expenditure must be less than or equal to
its initial wealth plus the present value of its income.

The term ‘soft’ budget constraint was introduced in the economic litera-
ture by Kornai (1980). Since then, the concept has become standard in the
analysis of enterprise performance, fiscal federalism and public sector in-
debtedness. The message these different strands of literature seem to convey
is that ‘softening’ the budget constraint has undesirable consequences for
the performance of the entity in question. Furthermore, such an act gives
rise to moral hazard and thus its consequences are likely to extend beyond
the entity.
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The organization of the chapter is as follows: section 2 provides definitions
and measurements of the concepts. Hard and soft budgets are identified with
reference to an economic entity and time horizon. Section 3 offers a review of
the soft budget constraint literature and what constitutes hardening and soft-
ening of the constraint. Empirical evidence reported in the literature is also
presented in this section. Section 4 presents a model which ties in the soft
budget constraint, decentralized public sector provision and the size of gov-
ernment. The model is empirically tested and the results are reported also in
this section. Section 5 is the conclusion.

2 The soft budget constraint: definitions and measurements
Following Kornai (1986), the starting point in defining the applicable con-
straint is the characterization of the behavior of the decision maker. Consider
four entities: the household, the enterprise, a local (or provincial) government
and a national government. All such entities have expenses which they expect
to cover from incomes generated by the entities’s activities or from returns to
assets owned. In a multi-period time horizon, incomes and returns may be
uncertain and hence the budget constraint is a constraint on ex ante variables
and expenditures It is based on expectations of the future. Softening of the
budget for an entity is said to appear when ‘the strict relationship between
expenditure and earnings has been relaxed because excess expenditure over
earnings will be paid by some other institution typically by the state’ (Kornai,
1986, p. 4).

The critical element in Kornai’s (1986) definition is not that expenditure at
any moment of time exceeds earnings but that the excess is ‘shifted to’
another entity. As will be discussed later, this cost shifting is what ‘softens’
the budget constraint applicable to any entity, whether that is a household, a
firm, a local or a national government.

The act of shifting of excess spending to institution(s) outside the entity in
question has also been identified as ‘bailout’. Bailout or soft budget constraint
of an economic entity is not regime specific. It has occurred in planned econo-
mies, market economies and in economies in transition. What distinguishes one
bailout from another and hence the degree of ‘softness’ is the entity being
subject to bailout and the institution that is shouldering the cost of bailout. In
other words who bails out whom is a question that deserves an answer.

The hierarchy of bailouts may be characterized as a pyramid, with the
smallest entity at the base and super-national governments at the top. The
entities in question and their place in the hierarchical order to a large extent
influence if not legitimize the bailout. The structure of the pyramid and the
hierarchical order of its entities is given in Figure 5.1.

As shown in Figure 5.1, the phenomenon of soft budget involves at least
two entities in the hierarchical structure. Starting with the base of the pyra-
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mid, a public enterprise, or SOE, faces soft budgets if and only if one of the
entities on the upper levels bails out the enterprise. This entity can be either
the local government, the state government or the national government. It is
not common to see a bailout of a public enterprise by a super-national
institution such as the IMF or the World Bank.

Bailouts of local governments can come from either the state government
or the national government, whereas the convention is for national govern-
ments’ bailout to come from the IMF or the World Bank as was the case in
Mexico and Argentina.

Bailout or soft budget, although easy to define, may not always be easy to
measure. Bailout has second as well as first-order magnitudes. Moreover, it
gives rise to unintended consequences such as the entrenchment of moral
hazard. Given that a measure of the soft budget constraint is entity-specific,
one needs to define the constraint with reference to a specific entity. Starting
with the lowest entity in the pyramid, let Vp stand for the private value of the
enterprise,1

V Zp p= (5.1)

And this is equal to Zp, the present discounted value of the expected net
benefits of the enterprise to owners or its demand price.

Figure 5.1 Bailout: who’s bailing whom

Super-
National

State Government

Local Government

Enterprise (SOE)
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Indexing by t, that is, the value of the variable in period t, Vp can be written
as

V Tp
t

t
t t= -

=

•

Âr p
0

( ) (5.1¢)

where rt is the discount rate, pt are profits and Tt are tax payments.
The social value of the enterprise output Vs is the present value of expected

net benefits accruing to the society as a whole for the operation of the
enterprise. Vs differs from Vp in that it is a welfare measure incorporating
consumer surplus (Sp) as well as producers’ surplus. In any given year t

V t S t t T t T ts p( ) ( ) [ ( ) ( )] ( )= + - +g p g1 2 (5.2)

where net profits (p) of the enterprise are valued at g1 and government taxes
(T) at g2.

Efficient enterprise allocation occurs when Vp is maximum or where profits
are maximized. This takes place when marginal cost equals marginal benefit
(price). Assume that the enterprise is operated as a public enterprise. The
value of the enterprise as an SOE is given by Vg. As before Vg can be written
for one period,

V t S t tg g g( ) [ ( ) ( )]= +r g p2 (5.3)

The difference between (5.2) and (5.3) gives the change in society’s wel-
fare or efficiency of the enterprise under two types of ownership. If DW = (Vg

– Vs) < 0, then the enterprise operation dissipates welfare. The DW may be
taken as a measure of the soft budget or enterprise bailout. The public sector
should have divested itself of the enterprise, but did not. We will return to this
measure in section 3 with reference to the empirical literature.

The next entity is a governmental unit – local, state or provincial govern-
ment. In a fiscal federal system, there are multiple units of government where
revenue and expenditure assignments are spelled out in the constitution and
court decisions.2 In a unitary form of government like the UK, the national
government assigns expenditure functions to local governments (local au-
thorities) and also where their expenditures are funded, through grants-in-aid
from the national government and local taxes assigned them by the national
government.3

Focusing on fiscal federalism (since this is the milieu within which the soft
budget literature is presented), the interrelationship between the national gov-
ernment and subnational governments gives inferences as to whether the
subnational governments face ‘hard’ or ‘soft’ budgets. The allocative role of
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government at the local, state or national level involves two budgeting deci-
sions: firstly, the total size of the allocation budget and secondly, the allocation
of the sum total among competing demands. In the case of a single government
providing one public good, the optimal level of provision is reached when the
residents’ marginal valuation of the publicly provided good is equal to its
marginal cost. Since the cost of provision must be covered either by tax
payments or other resources, the efficiency condition spells out the financial
arrangements. In the local government context, assuming that taxes are the only
form of finance, then the efficient local government allocation occurs when
each individual pays a marginal tax price (his marginal cost) that is equal to his
own marginal benefit, and that total taxes raised equal the cost of provision.

Let Vi represent the utility level of the representative household in the
locality i,

V V Y T G Xi i i i i i= -( , , ) (5.4)

where Ti is the tax imposed on the individual in locality i (which is assumed
to be a lump-sum tax for simplicity), Gi is the level of public good provision
and Xi is a vector of exogenous variables that affect the utility of the indi-
vidual in locality i. Taking the price of the private good as the numeraire with
Gi being measured in per individual cost units, the local government budget
constraint is given as

T Gi i≥ (5.5)

Equation (5.5) typifies the local government budget in a system of fiscal
federalism. The efficiency condition is satisfied when the local government
acts in the interests of its residents in its tax and spending decisions. There-
fore

∂
∂

= ∂
∂ -

V

G

V

Y T

i

i

i

i i( )
(5.6)

The price of the public good is normalized to one. In a federal system,
however, the local unit whose behavior is described above is not insulated
from the behavior of other local units. Moreover its level of provision may be
affected in one degree or another by directives emanating from higher levels
of governments.

Consider first, the case of intergovernmental unit spillovers. This is the
case where the provision of a service (or services) by a local community
confers benefits or imposes costs on another community. This is the old-
fashioned ‘spatial spillover’ which renders local provision suboptimal.4 The
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prescription was for a higher level of government to offer grants to (impose
taxes on) the affected units in the case of spill-out (spill-in) to restore optimal
provision. The local government budget constraint would then become,

T g Gi
h
i i+ ≥ (5.5¢)

where gh
i represents transfers from the state or the national government to

locality i. Contrasting (5.5) with (5.5¢) one notes the presence of transfers
from a higher level of government. The presence of transfers per se is not an
indication of ‘soft budget’ even though transfers involve ‘redistribution’ of
resources between governmental units. The redistribution involves a quid pro
quo whenever communities receiving the spill-ins gain units of the public
good are called upon to bear the additional cost of provision.

Spillover models gloss over this issue. Spill-ins or spill-outs are not cor-
rected by taxing or subsidizing the parties affected. The national government
may simply provide transfers to locality i (where spill-outs occur) and tax all
other localities to raise needed funds for the transfer, whether the transfer
comes from the national government or from local units benefiting from
spillovers, the soft budget constraint does not arise.

When then is the presence of transfers in a local government budget
indicative of the soft budget constraint?

Inman (2003) makes a distinction between allocative spillovers (earlier
referred to as spatial spillovers) and ‘fiscal’ spillovers. This latter type of
spillover occurs when local or state governments, ‘shift the budgetary costs
of their own expenditures onto non-residents current or future’ (p. 36).

Inman identifies the following avenues for cost shifting: tax exporting
where local tax burdens fall on non-residents, to the national government by
extracting transfers from the nation at large and through default, by a local
government, on its debt incurred in financing its current expenditures. All
three of these avenues result in a reduction of the cost of public good provi-
sion to the residents of the locality engaged in such activities.

The critical element in Inman’s analysis is the ability of the local unit to
cost shift indefinitely. This is not the case, however, in tax exporting. This act
may give rise to tax competition and negate the benefits of tax exporting. In
the case of cost shifting through default, if bond holders were the residents of
the local units this will result only in a redistribution across generations.
Given that local units (for example, in the US) cannot incur debt on general
government account, the presumption is that debt was incurred on capital
account for infrastructure. Shifting the cost of a capital project in locality i to
future generations through default will not have the same consequences as
shifting it to locality j or the nation at large. This case, although a possibility,
is not likely to occur often in a system of fiscal federalism.
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Cost shifting by a local unit to the national government for the purpose of
reducing the cost of public goods provision to its residents (in the absence of
spillovers) is clearly a case of soft budget constraint. If successful, this cost
shifting by the local unit reduces the marginal cost of provision to the resi-
dents of a locality. As Inman (2003) shows, the local service will be expanded
up to the point where the marginal benefit derived by the resident equals the
marginal cost net of transfers. The local provision expands beyond the opti-
mal level, the extra being funded by non-resident taxpayers. For the nation as
a whole this cost shifting results in a net loss in welfare (p. 37). This is
because the fiscal surplus reaped by residents of the locality falls short of the
loss of non-resident taxpayers (this occurs because of a declining marginal
benefit schedule). This loss in welfare (similar to the case of SOE discussed
above) is the outcome of allocative inefficiency. A model(s) of cost shifting is
thereby needed to explain why the national government would sanction such
an inefficient outcome. Such a model is explored in the soft budget constraint
literature.

The third unit in the pyramid of Figure 5.1 is the national government
(federal or central government). A national government’s budget constraint is
conventionally written as:

e G t dt D e T t dtR t

t

R t

t

-

=

•
-

=

•

Â Ú£ - +( ) ( )( ) ( ) ( )
0 0

0 (5.7)

where R(t) is the discount rate, D(0) represents initial level of debt. The
restriction that the budget constraint places on the government is that the
limit of the present value of the debt cannot be positive.

lim ( )( )

s

R se D s
Æ•

- £ 0 (5.8)

The budget constraint can also be written as,5

e T t G t dt DR t

t

-

=

•

Ú - ≥( )[ ( ) ( )] ( )
0

0 (5.7¢)

The budget constraint given by equation (5.7¢) states that the government
must run a primary surplus large enough in present value to offset its initial
debt. This constraint may be thought of as representing a hard budget con-
straint.

National governments’ budget constraints do not always satisfy the condi-
tion given by equation (5.7¢). Note that the presence of budget deficit defined
as the change in the stock of debt,
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˙ ( ) [ ( ) ( )] ( ) ( )D t G t T t r t D t= - + (5.9)

where p(t) is the real interest rate at time t, does not imply a soft budget
constraint, as long as (5.7¢) is satisfied. In any one period the government can
finance its activities through current or future taxes (debt).

Recall that the concept of the soft budget constraint conveys some sort of
bailout, thereby shifting the cost of expenditure from one entity to another. A
national government then faces a soft budget constraint if it is able to cost shift
the finance of its activities to an entity (entities) outside its national boundaries.
This shifting occurs when a national government defaults on its foreign debt,
has its debt repayments rolled over in perpetuity or its debt liability discounted
or forgiven. In all such cases another entity (supernational such as the IMF,
World Bank and so on) defrays a fraction of the cost of national goods provi-
sion. In other words national residents will face a reduced price of public goods
provided by the national government. This bailout is no different from a bailout
of the local government by the state or the national government. Although the
outcome is the same, inefficient allocation, the magnitude of the inefficiency
differs as well as the processes through which cost shifting is effected. It is
worth pointing out at this point that bailout of a national government, unlike
that of an enterprise or local governmental unit, is much more visible and most
often gives rise to unintended consequences.

3 Hard budget, soft budget: a literature review
The question that the theoretical essays on the soft budget constraint often
raise is why? Why have governments, local, national or super-national gov-
ernments, been susceptible to the influence of the soft budget constraint?
Maskin (1999) provides a good framework for explaining the ‘why’ question.
He divides the theoretical literature along four main lines:

a) principal–agent relationship
b) single in contrast to multiple financiers of a project
c) fiscal decentralization and
d) imperfect information

Studies offering explanations under (a) are found in Chong-en Bai and
Wang Yi Jiang (1998) and Dewatripoint and Maskin (1995). For (b)
Dewatripoint and Maskin (1995) and Huang and Xu (1998). For (c) Qian and
Roland (1998) and for (d) Antoine Faure-Grimaud (1996). These are some of
the studies, though the list is by no means exhaustive.

Corresponding to the structure of governmental entities reported in Figure
5.1 the theoretical literature can be classified into three types: enterprises,
federalism and national bailouts.
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The bulk of the literature beginning with Kornai (1980) focuses on the
bailout of state owned enterprises by central or local governments specially
in socialist economies or economies in transition. No single explanation of
the bailout dominates and the empirical findings are not always consistent.
The second strand of literature deals with fiscal federalism. This represents a
relatively more recent line of inquiry. Most often the discussion is couched in
terms of ‘decentralization’. Unlike the literature on SOEs, little empirical
investigation has been carried out. The third deals with bailouts of national
government. Two cases of bailout of the national government by multilateral
bodies (World Bank and IMF) are reported, the IMF’s bailout of Mexico in
1995 and Argentina in 1999. Table 5.1 provides an overview of selected
studies organized according to the entity being bailed out.

As reported in Table 5.1 the three tiers of soft budget constraint or bailout
differ in several respects: the motivation, the measures and the outcome.

Soft budget constraint and SOE efficiency
We begin the review with enterprises or SOEs. Kornai (1980) clearly set the
stage for what was to follow. Not only did he offer indicators of what in his
view constituted a soft budget constraint but he also provided examples of
soft budget practiced in socialist economies. Four criteria are enumerated:
soft subsidies granted by national or local governments; soft taxation; soft
credit and soft administrative prices. In all of these cases, softness implies
that everything is negotiable, rules are not strictly enforced.

Softness clearly gave rise to strategic behavior. If an enterprise manager
can play the game right he/she will behave in such a manner to maximize
self-interest. Resources are acquired despite financial failure. As Kornai (1986)
aptly put it, ‘when the budget constraint of the firms is soft then demand for
inputs becomes unconstrained… . These firms feel that when they cannot pay
the bills someone else will step in and bail them out’ (p. 11). The focus of
Kornai’s paper is on the highly centralized pre-reform economies of Hungary,
Yugoslavia and China. His indicators are derived mainly from results of firm
surveys of state owned enterprises. In Hungary the survey covered 1755 firms
in 1982 where the measure of softness was based on data obtained from the
firms’ financial statements. In the case of Yugoslavia the data base is from the
economic unit called the ‘Basic Organization of Labour (BOAL)’; where
large enterprises can be composed of several BOALs (p. 18). Since no data
was available at the time about China, few remarks and quotes were given
about the Chinese experience. A subsequent paper by Li and Liang (1998),
discussed below, provides information on China.

The data relayed by Kornai suggests that in the case of Hungary, invest-
ment activities were unrelated to profitability. In Yugoslavia it shows that
enterprise units in financial trouble survive.
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Li and Liang’s (1998) paper complements Kornai’s (1986) study in that it
fills in the data gap about enterprise performance and bailout in China using
two survey samples of SOEs. Moreover, it carries out the empirical investiga-
tion within the theoretical models advanced in the literature. To test the
models the authors developed three indices: a political influence index (rlloss);
commitment index (rkloss) and inside control index. A uniform approach was
used to test the models. The basic underpinning of the empirical analysis is
that an enterprise, after experiencing a financial difficulty and bailout, ‘re-
duces’ the factor that causes the difficulty. The empirical equation

Y c SBC X SBC X SBCit it it it it it it+ = + + * + * - +1 1 2 1a b b e( ) (5.10)

where
Yit+1: growth rate between t, t+1 of the factor that is ‘theorized’ to cause
financial losses6

SBCit = 1, enterprise in year t is in financial difficulty and
Xit = the relevant index

The hypothesis advanced is that a and b are close to zero. Under hard
budgets both a and b should be negative. Recall that the three theoretical
models of bailouts give the following predictions. According to the political
influence theory, enterprise difficulties are attributable to surplus employ-
ment under soft budget constraint.

Under the second theory, excess labour will not be reduced. Lack of
commitment ex ante of creditors not to influence bad projects implies that
enterprises who undertake those projects have the ‘expectation’ that creditors
will offer additional investment to make up for the initial bad project. Hence
the theory predicts that post-financial difficulty investment will be reduced.
The insider model predicts that failing enterprises will not be liquidated. The
empirical findings reported in Table 5.3 suggest that the first theory’s predic-
tion is valid in that firms in financial difficulties do not reduce excess
employment. As to enterprise investment the prediction holds in that enter-
prise investment turned out to be insensitive to the rate of return. The insider
model was not supported. None of the estimated coefficients turned out to be
significant.

The prevalence of soft budget constraint in socialist economies’ state enter-
prises is said to have resulted in inefficient performance (Kornai, 1986). The
liberalization process had to address the said inefficiency by calling for
privatization of SOE. Bartel and Harrison’s (1999) paper posits the proposi-
tion that SBC comes into play when enterprises are owned by the state. Not
unlike previous papers, the criterion used for testing the presence of SBC is
excess labor employed in the production process. Using panel data for manu-
facturing firms (public and private) in Indonesia for the period 1981–1995,
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they test for the relationship between ‘politicians’’ transfers (rent or bribes)
and excess employment. The sample size ranged from 6258 in 1982 to
12 904 in 1995. The soft budget is proxied by subsidized loans received by
the enterprise. Because the variable ‘excess loans’ was not observable, infer-
ences about SBC and enterprise inefficiencies were drawn from the empirical
model. The model contrasts employment and productivity in public enter-
prises receiving ‘loans’ from the public sector to these levels in private
enterprises.

The empirical findings reported by Bartel and Harrison show that private
sector enterprises ‘had a mean labour share averaging 95 per cent of sector
means compared to 109 per cent for public enterprises’. Within the public
enterprises group those firms which had received government ‘loans’ had
labour shares in sales that were 14 per cent higher than the average for the
industry compared to 9 per cent above the industry average for public enter-
prises not receiving such loans (p. 27).

The next three papers to be reviewed offer insights into the environment
leading to the practice of soft budgets. In other words they gave answers to the
‘why’ question raised earlier. The first study in this group is that of Anderson,
Korsun and Murrell (1999b). The authors advance and test the proposition that
managers’ perception of the possibility of bailout account for the practice. The
perception of bailout is based on the ‘commitment problem’ theory advanced in
the literature. Anderson et al. test the ‘bailout’ perception hypothesis using a
sample of 249 Mongolian enterprises, 109 of which had partial state owner-
ship. Respondents were asked to determine whether ‘state aid was expected
when financial difficulties arose’ (p. 219). Managers were to place their percep-
tion on a scale from zero (no bailout) to ten (bailout) after which the average
score was computed. The survey results showed that in 12.2 per cent of all
enterprises SBC was perceived by managers. The percentage rises to 24.1 per
cent for enterprises where the state or central authority holds majority owner-
ship. For private enterprises it was only 7.5 per cent.7 The SBC literature, as it
pertains to SOE performance in socialist economies, leaves one to ponder
about the implication of liberalization on SBC and hence performance in the
post-reform era. In the liberalization era one would expect that pressure will
come to bear for enterprise restructuring and/or privatization. This is the sub-
ject matter of Coricelli and Djankov’s (2001) paper. The authors provide an
assessment of Romanian enterprises using data derived from individual state
owned enterprises’ balance sheets and profitability statement for the period
1992–1995. They investigated the effects of hardening the budget constraints in
the post-reform era on the three elements widely quoted as evidence of SBC:
excess labour, investment and access to credits or external funds. The hypoth-
esis advanced is that ‘hardened budgets’ will give rise to labor shedding; no
new investments (unless the firm has access to external funds) and that
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restructuring of failing enterprises will only occur if the policy is credible. The
sample used for the empirical test consisted of 5596 firms, of which 1087 were
described as ‘chronic loss makers’, 3342 were loss makers only in 1993. The
findings were mixed. Labour shedding was supported but no evidence was
found for restructuring of public enterprises. The authors did not test for the
‘credibility’ theory there (pp. 755–6). A similar analysis is provided in the
paper by Bertero and Rondi (2002). Using a panel consisting of 150 Italian
state-owned manufacturing firms they investigate the effect of regime switch-
ing – from soft to hard budgets on the investment of SOEs. The soft budget
period, 1977–1987, was followed by hardening of the budget in 1987–1993. In
addition to the panel data, a second data set consisting of 1168 private firms
was also used to contrast public and private sector performance. Unlike the
previous study, the authors report that the regime switch in Italy had a profound
impact on the investment behavior of state owned enterprises.

Using two investment functions, Jorgensen capital adjustment model modi-
fied to capture the presence of soft budget (by adding a term representing the
ratio of current cash flow to the capital stock) the hypothesis tested is that a
significant cash flow effect from SOEs is indicative of ‘abuse of managerial
discretion and over investment’. Because of regime switch the data base was
divided into two sub-samples. The two hypotheses tested are: firstly, agency
problems and managerial discretion affect investment decisions resulting in
over investment in the presence of SBC. Secondly under hard budget the
relationship between cash flow and investment disappears or is reversed.

The empirical model is
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where

: investment rate,

Yit: log of real output,

: current cash flow ratio

DYjt+1, DYjt+2: future growth rates of real demand and ai, at, eit: firm-specific
parameter, time-specific parameter and error term respectively.

For the first hypothesis to be supported the cash flow coefficient should be
positive and significant and for the second the coefficient should be zero or
negative.
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Equation (5.1) was estimated allowing the cash flow coefficient to vary
between the soft and the hard budget constraint regime. A test for parameter
constancy across the two regimes was carried out.

The estimated coefficient on the current cash flow variable was quite small
and insignificant. When the cash flow term was interacted with two year
dummies, one for soft and one for hard budget regimes, the results show the
cash flow coefficient for the soft budget year to be positive and highly significant.
For the hard budget years, the coefficient was negative but not significant.

The estimated coefficients for the cash flow variable for the entire period
and for the two sub-periods were positive and significant and did not differ
from one another. These findings lead the authors to conclude that the regime
switch did impact the investment behavior of SOEs.

Federal-states bailouts
The next group of empirical studies addressing the bailout of local govern-
mental units by central governments is reviewed in this section. Highlights of
major findings obtained from selected studies are reported in the second part
of Table 5.1 above. As seen from the table, with the exception of Trillo,
Cayeros and Gonzalez (2002) and Moesen and van Cauwenberge’s (2000)
paper the three studies listed utilize fiscal indicators such as the ratios of
budget deficits, debt and transfers (grants), by level of government, to own
expenditure or revenue. These measures are treated as ‘indicators’ of softness
or bailout received by a local unit from the central government.

As discussed earlier (section 2), except for a few cases, bailout of local
governmental units in a fiscal federal system is infrequent and even when
they exist they are not likely to be long-lasting. According to Qian and
Roland (1998) decentralization in a federal fiscal system induces a conflict of
interests thereby hardening the budget constraint of local governments. This
prediction turned out to be supported in the studies by Bird and Tassonyi
(2003), Rodden (2003) and Webb (2003) summarized below. These studies
were selected among ten or so others dealing with fiscal decentralization in
an edited volume by Rodden, Eskeland and Litvack (2003).

Bird and Tassonyi’s (2003) paper looks at the performance of subnational
governments in Canada. Several indicators are provided such as the ratio of
tax revenues to GDP by level of government, transfers from federal govern-
ment to provincial governments as percentage of own revenues, net debt as
percentage of GDP and borrowing as percentage of capital expenditures. The
data base covers selected years over the period 1948–1993. On the basis of
these measures Bird and Tassonyi report that despite considerable fiscal
decentralization and fiscal autonomy for the Canadian provinces, there is
little resort to the ‘soft-budget’ constraint option at the provincial level. They
explain this finding by the following three observations:
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a. Provincial governments seem to believe that federal bailout will not be
forthcoming;

b. That credit markets exert discipline on Canadian public sector borrowing
and hence subnational governments had little expectation of soft financing
of their expenditures.

c. Moreover subnational governments seem to have realized that fiscal
excesses are not a sure bet as a long-run electoral strategy.

The authors, however, point out that Canadian municipalities facing ex-
plicit constraints which were imposed largely by administrative fiat from the
provincial governments are more likely to avail themselves of the soft budget
option. However this route is fraught with difficulties as the practice gave rise
to the imposition of stronger provincial rules to deter this behavior by mu-
nicipalities.

Rodden’s (2003) paper is a case study of bailouts in Brazil. The study is
concerned only with bailouts of the federal government to the Brazilian
states. According to Rodden, the bailouts were in response to state-level debt
crises that have plagued the Brazilian economy since the late 1980s. The
author identifies three episodes where state governments, as Rodden puts it,
were ‘already facing precarious fiscal situations with high levels of borrow-
ing – were pushed into debt servicing crises by unexpected exogenous shocks’
(p. 213). With bankruptcies at their doorstep, it was to be expected that state
governments would seek central government bailout. Their perception of
bailout turned out to be correct. The federal government responded in each
case by instituting measures to ‘federalize’ state debt.

Given that the soft budget literature, both theoretical and empirical, seems
to link soft budgets – bailouts to the government structure – to the centralized
versus decentralized fiscal system, Rodden’s exposition of the Brazilian fiscal
crisis and bailouts was framed in the context of fiscal federalism.

Rodden’s paper begins with a detailed description of the federal fiscal
structure of the Brazilian economy. In that review he outlines the boundaries
of responsibilities, assignment of functions, authority or delegation of author-
ity over functions as well as the Brazilian system of intergovernmental
transfers, these being ‘constitutionally mandated revenue sharing and non-
constitutional specific-purpose transfers’ (p. 218).

As discussed earlier in section 2, intergovernmental transfers were viewed
by researchers as proxies for soft budget constraints. Since the data on inter-
governmental grants are not likely to separate those mandated transfers (no
bailout there) from transfers obtained to ‘truly’ bailout states where their
solvencies are threatened by bankruptcies or financial difficulties, one should
be careful in deriving conclusions about soft budgets simply on the basis of
evidence of these transfers. Rodden’s narrative is extremely useful in that it
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ties in transfers and other forms of bailout to the ‘event’ (debt crisis) that
prompted the states to seek federal bailouts.

In Brazil, the state-level fiscal crises are ‘debt crises’. State-level debt went
up from 1 per cent of GDP in the 1960s to over 14 per cent in the 1980s
(p. 229). Although it is postulated that the growth in debt was associated with
outside shocks, nonetheless state governments did not seem to be able or
willing to take steps to avoid default.

Federal bailout to the three crises varied. In the first crisis, around the mid-
1980s, the Brazilian states were unable to either roll-over the external debt or
service the debt. The bailout came in the form of ‘federalization of the debt’.
The same action was carried out during the second crisis. The federal govern-
ment rescheduled their debt for 20 years and reduced service obligations. The
consequence of this is to reinforce the states’ perception of ‘capitulation’ by
the federal government whenever a crisis looms on the horizon. State govern-
ments were not able to meet their debt obligations to the Federal financial
intermediaries. The third debt crisis occurred in the mid-1990s. As the states
continued to increase their spending, despite their previous difficulties, state
governments were able to sustain a high level of spending helped by the high
level of inflation and constant nominal wages. But with successful control of
inflation, real wages and pension obligations increased, which the states were
unable to meet. Fighting inflation also meant high interest rates, which re-
sulted in mounting debt service obligations for the states. With mounting debt
service obligations and a rising wage and pension bill the states defaulted.
The states defaulted in a number of ways such as further capitalization of
interest on bonds, collapse of state banks and defaults on revenue anticipation
loans and arrears. In short the bailouts/softening of the state budgets were
anticipated and indeed effected. Rodden’s review of the Brazilian ‘soft budget’
experience clearly put the onus at the doorstep of the federal government for
its lack of oversight and prudence in dealing with state governments.

The Argentinian experience is reviewed by Webb (2003). Like Brazil,
Argentina has a federal-fiscal system where expenditure responsibilities and
revenue functions are shared. Unlike the Brazilian case, Webb’s study fo-
cuses on steps taken by the federal government to ensure ‘hardening’ of state
budgets. These steps range from privatization of SOEs, reduction in public
employment and bank reform.

The above review raises two questions: does the fiscal structure impact the
size of the public sector, and secondly, how significant is the relative size of
the state for attaining bailout? The paper by Moesen and van Cauwenberge
(2000) addresses the first question and the paper by Trillo, Cayeros and
Gonzalez (2002), the second. With respect to the first issue the empirical
evidence is quite mixed.8 Some studies for example, Oates (1972, 1985),
Forbes and Zampelli (1989) and others find no such link, while findings by
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Marlow (1988), Eberts and Gromberg (1988) and Joulfaian and Marlow
(1990) support the proposition. Moesen and van Cauwenberge posit the
hypothesis that decentralized fiscal decisions under federalism impose disci-
pline on the bureaucracy and hence give rise to small budgets. Using a
modified version of Niskanen’s model of the bureaucracy (they introduce
explicitly the status of the budget constraint) they advance the argument that
the reason public sector provision exceeds the social optimum is found in soft
budgets, a budget posture where deficit financing is permitted. Under a hard
budget constraint an over-supply of public goods would not materialize.

If one were to accept the argument that central governments are more
likely to run deficits, everything else being the same, that is face soft budgets,
than governments organized as a fiscal federalism, then hardened budgets in
the latter means smaller governments. The question Moesen and van
Cauwenberge pose is whether or not ‘there exists a difference in borrowing
and money creation opportunities of local and central governments’ (2000,
p. 218). Since data on these opportunities are not at hand, the authors assume
for the purpose of analysis that these financial activities are reflected in the
levels of expenditures. Using a sample of 19 OECD countries covering the
period 1990–1992, Moesen and van Cauwenberge estimate the following
equation:

G

GDP
a a DECEN a GDPP= + + +0 1 2 e (5.12)

G: Total government expenditures (all levels)
GDPP: Gross Domestic Product per capita
DECEN: Ratio of local government taxes to total government expenditures
(T/G)
e: error term with normal properties assumed.
The DECEN measure is presumed to capture the budget constraint as the
numerator represents only the local governmental decisions that are taken
under the local budget constraint.

Expectation of the signs of the coefficient is as follows:

a1 < 0, a2 > 0

Equation (5.12) was estimated in two stages using logistic transformation.
The results supported the hypothesis and both a1 and a2 had the expected
signs but only a1 was significant at the 1 per cent level.

Trillo, Cayeros and Gonzalez’s (2002) paper deals with the 1995 financial
crisis of Mexico. It aims to identify those factors that influenced the size of
federal bailout to Mexican states as well as ascertain the distribution char-
acter of such bailouts. Not unlike the paper by Rodden, the authors devote a
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significant proportion of their study to the institutional arrangements be-
tween the federal and state, local governments in Mexico and the fiscal
structure. Fiscal data covering the period 1989–1997 are provided to shed
light on tax assignments, expenditure responsibilities and federal transfers
to subnational governments and the evolution of state debt. Having outlined
the fiscal and institutional situation, the authors sought to identify factors
that have given rise to bailouts. As a background for the bailout, they point
out that between the time the fiscal crisis had erupted around December
1994 and April 1995, interest rates on the debt rose from a one-month cetes
rate of 13.8 in November 1994 to 74.8 in April 1995. At those rates
subnational grants could not keep servicing their debt. Moreover commer-
cial banks were experiencing liquidity and capitalization problems which
added pressure on the federal government to provide some kind of bailout.
The federal government buckled under and implemented a program called
‘Programma de Fortalecimeinto Financiero de los Estados’ costing around
7 billion pesos in 1995 and representing more than 17 per cent of the
participacions for the year and about 10 per cent of subnational govern-
ments’ non-contingent debt (Trillo et al., 2002, p. 25).

To uncover those variables that figured in federal bailout to state govern-
ments, two regression equations were estimated. One equation is estimated
without GDP per capita and the other includes GDP per capita as an explana-
tory variable. The sample period is 1994–1998. In the regression analysis
bailout was measured by the ratio of ‘extraordinary transfers to total rev-
enues’ (extraordinary transfers are cash transfers from the federal to the
subnational governments). The regression equation estimated is:

EXTRA a b VERT b PRIM b GOV b MUN b POP
b FORMAL b GDPERCAP

= + + + + +
+ +

0 1 2 3 4 5

6 7
(5.13)

where VERT is the ratio of own revenues to total revenues used to measure
the vertical imbalance; PRIM is the primary deficit as a proxy for fiscal
imbalance; GOV and MUN are political variables (enter the regression as
dummies), indicating the existence of election for either the Governor or
the President. The last three variables, population, the number of formal
workers in the state and GDP per capita are proxies for size. If size mat-
tered for the bailout, then the expected sign of b5, b6 and b7 would be
positive. As to the sign of b1, it was hypothesized to be negative – the more
the state depends on its own resources the smaller the transfers. The results
provide support for the size proxied by FORMAL and POP as significant
determinants of the magnitude of bailout. The b1 coefficient turned out
positive counter to the maintained hypothesis. Both political variables were
insignificant. When GDPPC was included in the regression it turned out to
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be positive and significant which was interpreted as ‘evidence that bailouts
have a negative distributional effect’.9

In the next section of the chapter (section 4) we provide additional evidence
on decentralization of the public sector and soft budgets. The Moesen and van
Cauwenberge (M/C) empirical model will be re-estimated using panel sample
data consisting of 19 OECD countries over the period (1990–99). We also test
for the significance of the size of the subnational unit of government as a
determinant of the bailout as suggested by the Trillo et al. findings.

Federal bailouts
The top tier of the bailout pyramid (Figure 5.1) refers to cases of soft budget
constraint at the highest level of government. Bailout of federal or central
government is undertaken by supra-national authorities, mainly multinational
organizations such as the IMF, World Bank and in some instances (Mexico)
by the US.

Two main studies have dealt with this form of bailout. Krueger and Tornell
(1999) present a thorough account of the multinational bailout of Mexico in
1995. The second is that of Bordo and Schwartz (2000), which provides a
historical account of the IMF involvement in bailouts in 11 Latin American
countries and 13 Asian countries over the period 1973–98. The study goes
beyond detailing the bailout episodes to bring to the forefront the cost of
bailouts. The cost is not viewed as redistribution cost arising from the trans-
fer of resources between groups of countries but rather in terms of their
long-term impact measured by the loss in the economic growth of the partici-
pating economies.

We begin this section with some definitions of bailout in the ‘international
arena’ as this type of bailout is much more complex than bailout of govern-
mental units within a fiscal structure.

Bordo and Schwartz make the distinction between bailout and rescue plan.
According to the authors, bailout of countries in financial crisis is a recent
phenomenon (in the 1990s). Rescue plans for countries in continuing finan-
cial ‘distress’ dates back to the 1900s or even earlier. Since the focus of this
chapter is on bailouts and not rescue, bailout is said to have taken place if it is
associated with international lending. In their terminology, ‘A bailout applied
to currency crisis is a big enough loan so that a borrower can reimburse
investors for interest and capital on which the monetary authorities would
otherwise default’ (2000, p. 5). A rescue loan is defined as ‘the provision of
foreign exchange by an international lender to monetary authorities to cover a
shortfall on the external account. It does not provide funds for extinguishing
foreign debt’ (2000, p. 5).

In essence, bailouts of national governments to stave off their default on
their obligations are no different from bailouts of central government to local
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government or central/local governments to failing enterprises. Mexico’s bail-
out is a case in point. In August 1982, Mexico announced that it could not
service its debt (other Latin American countries followed suit). A failing SOE
or local authority that has no expectation of bailout will either be forced to
restructure (privatize), be liquidated or in the case of a local authority be put
into receivership (the city of New York in the 1980s). This solution is not
contemplated in the international arena for a variety of reasons. The debt is
held by ‘foreign’ individuals and financial institutions that more likely than
not exert pressure on their governments to put in place a bailout scheme to
ensure repayments of their loans and interests accrued on such loans. The
more concentrated such loans, the more pressure is exerted on bailouts.
Bardo and Schwartz enumerate bailouts and loans for Mexico during the
1980s and 1990s. Official actions taken by the US Federal Reserve Bank, the
US Treasury and the IMF are discussed as well as the extent of the bailouts
(2000, pp. 12–16). In addition to the IMF bailout to Mexico, bailouts to other
Latin American countries, Asian economies and countries in transition from a
command economy (Russia) are also reported. The review is very compre-
hensive with clear judgments about success and failure of these bailouts.
What stands out from this review is the authors’ indictment of the bailout
model of international lending as it promotes moral hazard. In the crisis
countries investors perceived that there is an implicit government guarantee
against failure or bailouts. Borrowers believed that whether or not borrowed
funds are put to productive use, they are not at risk, no matter what conditions
were to prevail. Their debts would be repaid by others or substantially dis-
counted.

4 Soft budget and government size
As discussed in the previous section Moesen and van Cauwenberge posit the
hypothesis that a decentralized fiscal system imposes harder budget con-
straints on local governments. Using a sample of 19 OECD countries, they
tested the hypothesis for the period 1990–92. Their findings seem to support
their contention that decentralization gives rise to a smaller public sector. In
this section we provide additional evidence on the link between ‘soft budget’,
the subject of interest, and the size of government using alternative measures
of decentralization. We also use a sample of 19 OECD countries for the
period 1990–99. Table 5.2 gives the summary of statistics for all variables
used in the chapter.

A starting point in the empirical analysis was to re-estimate the model of
M/C using more recent data and with a slightly different sample of OECD
countries. The results are reported in Table 5.2. Like M/C the independent
variables in the estimated equation are per capita GDP in dollars (gdpcap)
and the lagged values (1990–94) of the decentralization measure. The de-
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Table 5.2 Summary statistics

Variable Definition Mean Data Source

cexpb Total Expenditure of GFS
Budgetary Central Govt. in
local currency units (LCU)

cexpc Total Expenditure of Government Finance
Consolidated Central Govt. in Statistics (GFS)
LCU

dcn2p/dcn2p2 Measure of decentralization 60% (cexpb/cexpc)*100

fedn Dummy variable=1 if federal Forum of Federations
system and 0 if unitary

gdpcap Real GDP per capita in $ in 21615.86 Penn World Tables
1996 constant prices

grtsp Local govt. grants as a 228% (lgrants1/lrev1)*100
percent of local govt. revenue

gvsizp/gvsizp1 Total Government Expenditures 12% Eurostat
as a percent of GDP

lexp1 Expenditure of Local Govt. in GFS
LCU

lgrants1 Grants to Local Govt. in LCU GFS

lgu Absolute Number of Local GFS
Government Units

lnarea ln of Area in Square Km. CIA World Factbook

lngcap ln of gdpcap 9.95 Penn World Tables

lnlgu ln of lgu GFS

lnpopn ln of Population 13.97 Penn World Tables

lrev1 Revenue of Local Govt. in LCU GFS

ludc2p interaction term between Decentralization
dcn2p*lgu measure weighted by

absolute number of local
govt. units

popn Total population 3.5 million Penn World Tables

y1990, Dummy variable=1 if year is
y1991…y1998 1990, 1991….1998

Note: 19 OECD countries consist of Australia, Austria, Belgium, Canada, Denmark, Finland,
France, Germany, Iceland, Ireland, Italy, Luxembourg, Norway, Portugal, Spain, Sweden, Swit-
zerland, United Kingdom, United States.
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pendent variable is the size of government (gvsizp1). Decentralization has
been measured by M/C as the ratio of local government revenues to total
government expenditure. Our findings are presented in Table 5.3, column 2,
along with M/C findings. Their results showed for the period 1990–92 that
more decentralized systems of government have lower size of government.
The estimated equation10 is

L GDPCAP DECEN= + * * - *-0 38 4 8 10 0 406. . . (5.14)

where L (size of government): total government expenditure as a percentage
of GDP
GDPCAP: per capita GDP at 1990 prices
DECEN: Local government taxes as a ratio of total government expenditures.

Our results show that for the sample of 19 OECD countries the co-efficient
on GDP per capita is negative and insignificant whereas M/C found it to be
positive and insignificant. One explanation for the negative coefficient is that
for this period the average government size has been steadily declining while
GDP per capita has increased. The coefficient on decentralization (decen) is
positive and significant implying that a one unit increase in the measure of
decentralization increases the size of government by 0.52 units. This result is
in contrast to that of M/C whose hypothesis stated that decentralized govern-
ments have harder budget constraints and therefore the size of government in
such cases is going to be lower. This may be attributed to the difference in the
sample period of the two studies as well as composition of the sample. The

Table 5.3 Decentralization and the size of government, OECD sample two
estimates (1990–92), (1995–99)

Moesen and van Cauwenberge Ott et al.

intcpt 0.38* 58.0*
(6.92) (4.21)

decen –0.4* 0.52*
(–4.37) (1.97)

gdpcap 4.8*10–6 –0.001
(1.61) (–1.56)

R-sq 0.55 0.26

Notes:
* Refers to significant coefficients at the 95% level of significance.
Figures in parentheses refer to t-statistics.
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results cannot be considered robust as it is important to control for other
factors such as country-specific factors. The model was re-estimated by tak-
ing into account these factors.

Soft budget constraint and decentralization
To focus on the link between ‘soft budget’ and the fiscal structure – whether
decentralization ‘hardens’ the budget constraint – we empirically test for this
link by looking at the impact of decentralization on the softness of the budget
constraint. In the empirical analysis, decentralization (dcn2p) is measured as
the expenditure of the central government as a percentage of consolidated
central government expenditure. The higher this ratio, the less decentralized
is the system. In this case central government may be said to have a greater
say in the fiscal decision making and therefore less fiscal accountability and
transparency. The softness of the budget constraint is measured by grants
received by local governments as a percentage of local government revenues.
This measure conveys the size of transfers that are taking place between the
center and the local governments in relation to own revenue. Also the ratio
serves as an indicator of the extent of local government expenditures that are
being financed by the center. The estimated equation is of the form

grtsp X uit it i it= + + +a b e (5.15)

where grtspit is the measure of the soft budget defined above; Xit are the
explanatory variables where i denotes the country, t designates year; ui refers
to country-specific residuals; and eit represents residuals, and both residuals
are assumed to have the usual properties. The assumption about ui determines
whether fixed effects or random effects are more appropriate. The Hausman
specification test is used, and on the basis of the test the random effects
model is deemed appropriate as the test statistic obtained is greater than the
95 per cent critical value for chi-squared with three degrees of freedom. The
estimated model is given by equation (5.15). The Bresuch Pagan Lagrange
Multiplier test statistic is also far greater than the 95 per cent critical value for
chi-squared with one degree of freedom. This implies the Ordinary Least
Squares method of estimation is inappropriate for this data. The result of the
test is to reject the null hypothesis in favor of the random effects model. The
regression results are reported in Table 5.4 for two alternative models. The
overall results show that more centralized regimes result in softer budget
constraints. In model one, we find that the coefficient on the centralization
measure (dcn2p) is positive and significant. The coefficient on dcn2p tells us
that a one per cent increase in centralization leads to an increase in the
softness of the budget constraint by 12.6 per cent. The log of GDP per capita
has a positive and significant impact on the softness of the budget constraint.
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Table 5.4 Decentralization and the size of government, OECD sample
(1990–99)

grtsp # of obs.: 148 # of obs.:160

intcpt –14326.5* 496.6
(–4.82) 1.28

lngcap 1346.4* –27.3
(5.20) (–0.48)

fedn –85.6*
(–2.08)

lnpopn 150.7 109.7*
(0.99) (5.44)

lnarea –148.5 –18.8
(–0.95) (–1.58)

dcn2p 12.6*
(2.53)

llgu –70.5*
(–3.89)

Notes:
* Refers to significant coefficients at the 95% level of significance.
Figures in parentheses refer to z-values.
Year dummies were included and found to be significant.

The logs of population and area have no significant effect on the budget
constraint.

In model two we use a different measure of decentralization, that is, the log
of the absolute number of local government units (LGU) in the country.
These results also bear out the hypothesis that the greater the number of LGU
(more decentralized the system), the harder is the budget constraint. The
results indicate that a one per cent increase in decentralization (llgu) leads to
a 0.7 unit increase in the hardness of the budget constraint. We cannot
estimate this model for the M/C measure of decentralization (dcn1p), as the
above has a similar term in the numerator to the denominator term in the
dependent variable.

From the original findings it can be seen that a link indeed exists between
the prevalence of soft budget and centralized form of government. On the
basis of this finding we sought to test if this carries on to the size of govern-
ment; we therefore revisit the Moesen and van Cauwenberge hypothesis and
test it using our measure of decentralization (dcn2p) to see if softer budget
constraints give rise to larger government size.11 The following equation is
estimated:
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gvsizp grtsp gcap popn l uit it it it i it= + + + + +a b b b b e1 2 3 4ln ln lg (5.16)

The regression results of the above estimation are shown in Table 5.5. As
reported in the table, softer budget constraints do lead to larger-sized govern-
ments. As in the previous case, the Hausman specification test is used and on
the basis of the test the random effects model is deemed appropriate as the
test statistic obtained is greater than the 95 per cent critical value for chi-
squared with three degrees of freedom. Additionally, the Bresuch Pagan
Lagrange Multiplier test statistic is also far greater than the 95 per cent
critical value for chi-squared with one degree of freedom. This implies the
Ordinary Least Squares method of estimation is inappropriate for this data.
The result of the test is to reject the null hypothesis in favor of the random
effects model. As the coefficient on grtsp indicates, a one per cent increase in
local grants as a percentage of local revenues leads to a 0.01 per cent increase
in the size of government. Another significant finding is that the coefficient
on lngcap is negative and significant. This suggests that a one per cent
increase in GDP per capita reduces the size of government by 0.26 per cent.
This result is contradictory to Wagner’s Law (the expectation is that the
coefficient should be positive) but for the 19 OECD countries in our sample,
particularly for the EU members, the size of government has decreased over
time. This reduction in the size of government may be explained by the
stringent conditions of EU membership with regards to the size of the deficit

Table 5.5 Soft budget and the size of government, OECD sample (1990–
99)

gvsizp # of obs.: 147

intcpt 334.2*
(6.2)

grtsp 0.01*
(2.03)

lngcap –26.9*
(–5.9)

lnpopn –0.55
(–0.16)

llgu –1.78
(–0.56)

Notes:
* Refers to significant coefficients at the 95% level of significance.
Figures in parentheses refer to z-values.
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and the emphasis on market reforms (see Figures A5.1 and Figure A5.2 in the
appendix). It is of note that in this regression the log of governmental units is
not significant.

5 Conclusion
In this chapter we provided a review of what constitutes a ‘soft budget
constraint’, the underlying ‘philosophy’ or economic rationale behind it and
some of the empirical tests of alternative models. The analysis has built
around what we labeled the bailout pyramid where a super fiscal structure
engages into bailout of a lower one. Hence the analysis begins with bailout of
state enterprises and ends with bailout of national governments by super-
national authorities such as the IMF and the World Bank. The discussion in
the chapter highlighted similarities across all forms of bailouts. Empirical
testing as reported in the literature and specific to this study gives rise to
mixed results. Some hypotheses were supported while others were not. None-
theless a few key findings stand out.

First, bailout in all levels of governmental units does exist in all types of
fiscal systems and economic orders. Market economies as well as the so-called
emerging economies (formally socialist countries) have incidence of enterprise
bailout, local governments’ bailout and national governments’ bailout.

Second, although bailouts, enterprise bailouts, local/state government
bailouts and multinational bailouts of national governments may look the
same, in reality they have arisen for different reasons. The concept of bailouts
or soft budget was first associated with bailout of enterprises (SOE), most of
which were located in the socialist economies. The market ideology that has
swept socialist economies seems to have been sufficient to make the case for
hardening the budget constraint.

Bailout of local/state governments by national governments have many
causes and differ from one country to another and the evidence, except in a
few cases (Brazil), is tenuous at best. In this case the fiscal structure plays a
significant role in shaping the intergovernmental fiscal relations. An assign-
ment of functions that is commensurate with an ability to carry out this
function, instituting governance structures that ensure transparencies and
equity in budget in allocation will harden the local/state budgets. As Bird and
Tassonyi (2003) pointed out, the fiscal structure in Canada is well designed to
preclude the use of soft budgets at the provincial levels. In the international
arena, global stability maybe the overriding factor for pursuing bailouts.
Critics of the IMF, the World Bank and the US policy point to moral hazards
and loss in economic growth to countries subject to bailouts. Nonetheless,
few, if any, critics have advocated that multinational organizations stand by
idle and let a ‘country go into receivership’ as such a notion has more than
just economic implications.
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Third, the empirical evidence to date suggests that in the case of SOEs,
managers’ perception of state bailout explains enterprises’ soft budgets. In the
case of state bailout to local governmental units, a decentralized fiscal system
has the effect of hardening the budget constraint. As to multinational bailout
to national governments it all depends on the severity of the crisis, ownership
of the loans and on the weight of the country in the global economy. In short,
in the global economy future bailouts might be structured more ‘efficiently’,
if one can use the term, but they are not likely to go away.

Notes
1. This section draws on Jones, Tandon and Vogelsang’s (1991) paper, ‘Net benefits from

privatization of public enterprises’. See Ott and Hartley (1991), Chapter 4.
2. For details on the fiscal structure of the US, Germany and Canada see Ott (1993),

Chapters 7, 9 and 10.
3. On budget structure for the UK see Ott (1993), Chapter 11.
4. There is a substantial literature on spillovers some of which are Williams (1960), Pauly

(1973a), Arnott and Grieson (1981), Oates (1972), Case et al. (1993), Ott (1993). In this
literature spillovers arise from three sources: spatial, interdependence of utilities and
altruism.

5. See Romer (2001) Chapter 11 for derivation of (2.7) from (2.7¢).
6. For the political influence theory Yit+1 refers to the growth rate of non-productive workers.
7. The paper also tests for variables contributing to SBC such as decentralization of capital

ownership. The findings there suggest that SBC is associated with central ownership and
not with local ownership of capital.

8. See Ott (1993) Chapter 12.
9. The author investigated further the distributional effects of bailout by calculating GINI

and Theil measures of EXTRA.
10. Our sample differs from Moesen and van Cauwenberge in that it does not include the

Netherlands, and includes Switzerland.
11. Note that we do not use the Moesen and van Cauwenberge measure of decentralization, as

the numerator in the dependent variable (gvsizp) is the same as the denominator in the
independent variable (dcn1p1).
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Appendix

Figure A5.1 Total government expenditure as a percentage of GDP (1990,
1990–99)
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Figure A5.2 Government expenditure as a percentage of GDP (1990, 1999)
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6 Public good provision by dictatorships: a
survey
Robert T. Deacon and Sarani Saha

1 Introduction and motivation
A dictatorial government is one that does not grant significant political pow-
ers to its population or their representatives. By this definition, dictatorships
are not at all uncommon. They constituted a majority of the world’s govern-
ments between 1950 and 1991 and comprised over 40 per cent at the start of
the 21st century.1 During the period since 1970 roughly half of the world’s
countries in any given year did not have legislatures that exercised significant
power and 46 per cent either prohibited political activity or restricted it to a
single official party.2 It is easy to dismiss dictatorships as aberrations in an
otherwise democratic world because many of them hold elections and display
other trappings of democracy. Indeed, since 1950 over half of all countries
classified as a dictatorship had an elected chief executive, and over 70 per
cent had elected legislatures.3 Whether by limiting ballot choices, by rigging
the results, or by dominating those who are elected, the authoritarian rulers of
these countries permitted elections without ceding their absolute power.

All dictatorships provide public goods to some degree, but casual empiri-
cism suggests that the levels provided fall short of what democracy would
produce. There is also evidence that the quality of public services declines
when dictatorship is imposed and improves when dictatorship is replaced.4

After Nigeria came under military rule in 1983, the proportion of children
staying in school to the fourth grade fell from 81 per cent to 72 per cent and
childhood disease immunization rates fell by more than half. In Argentina,
the rural population’s access to safe water increased after civilian rule was
established in 1973, but then dropped markedly after the military coup in
1976. Greece’s infant mortality rate dropped by a quarter as the country made
the transition to democracy during the 1970s.

This chapter reviews the current state of knowledge on how broad differ-
ences in governance – dictatorship versus democracy – affect public good
provision. The empirical evidence presented to date agrees with the preced-
ing anecdotes more often than not, but there are exceptions. At present the
body of evidence on this question is not at all extensive.5 Given the impor-
tance of non-democratic governance in the world and the emphasis now
placed on spreading democracy as a matter of international policy, this is
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both surprising and unfortunate. By contrast, the theoretical and empirical
literature on public good provision under various democratic institutions is
now extensive. That literature reports that variations in democratic institu-
tions such as different methods of apportioning votes, parliamentary versus
presidential regimes, term limits for incumbents and voter registration rules
do affect public good outcomes.6 While this work is clearly important, it has
focused on institutional nuances that pale in comparison to the stark differ-
ences separating dictatorships and democracies.

In what follows, the term ‘public good’ is used to indicate a good or
service enjoyed in common by all or a large share of a jurisdiction’s popula-
tion. Such goods may or may not exhibit rivalness in consumption, that is,
one individual’s consumption may or may not detract from what another
enjoys. The crucial distinction is that the good is provided on (approxi-
mately) a non-exclusive basis. Thus, we view public education as a public
good if it is widely available to the children of a jurisdiction and the ‘rule of
law’ as a public good if a country’s population enjoys roughly equal treat-
ment by the police and the courts. Governments often provide private goods
and transfers exclusively to specific individuals or small groups. Although
provided by government, these targeted favors are not considered public
goods – we have more to say about this phenomenon later.

The following section defines what we mean by ‘dictatorship’ and ‘democ-
racy’, a necessary preliminary for using these terms later. Sections 3 and 4
present our primary contribution, an assessment of the theoretical and empiri-
cal literature on public good provision by dictatorships. To add meaning to
our assessment of dictatorship, we often draw comparisons with the primary
alternative form of government – democracy. To enable such comparisons
and to properly understand why differences might arise, we briefly examine
theories and evidence on public good provision under democracy in section
5. Section 6 concludes.

2 Defining dictatorship and democracy7

Dictatorship is a system of governance in which a few, sometimes a single
individual, rule over the many. The word dictator derives from a practice in
the Roman Republic of suspending the normal institutions of government in
time of crisis and appointing an absolute ruler, a dictator, to deal with the
emergency. By tradition, the Roman dictator ceded powers back to the Re-
public after the crisis passed. In modern times the label dictator has been
applied to rulers of hereditary dynasties earlier described as ‘emperors’,
‘monarchs’, ‘despots’, or ‘tyrants’, and more generally to any system of
governance in which the control of political, social, financial and military
powers is concentrated in the hands of a single individual or small elite
(Gregor, 2001, and Magalhaes, 1995, p. 546). Dictators often gain power by
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force, though some have risen via constitutional processes that they subse-
quently usurp. Dictators often use propaganda, repression, control of
information, and restrictions on speech, assembly, and political activity to
stay in power (Magalhaes, 1995, pp. 547, 548).8 While dictators by definition
hold absolute power, they often permit groups such as unions, churches,
legislatures and political parties to operate, but only so long as they cannot
hold the dictator accountable in any way (Magalhaes, 1995, p. 547). Over the
long sweep of history, dictatorship has been the dominant form of govern-
ment and at the start of the 21st century it remains one of the principal forms
of political organization (Magalhaes, 1995, p. 546).

The political science literature commonly distinguishes between totalitar-
ian and authoritarian dictatorships, based on the regime’s objectives. A
totalitarian dictatorship pursues a specific ideology, utopian objective, or
worldview by use of indoctrination, censorship, propaganda, repression and
domination of everyday life (Newell, 2001, pp. 60, 61, Magalhaes, 1995,
pp. 548, 549). Authoritarian dictatorships wield absolute power, but the ob-
jectives are less philosophical and the domination of all aspects of society is
absent or weakened.9 This distinction has not been prominent in the theoreti-
cal and empirical work of economists who study dictatorship and public good
provision, however.10

Democracy is the other principal form of political system.11 Dahl (2001)
describes democracy as a system of governance in which almost all adult
members of society have essentially equal opportunities to offer proposals for
consideration, make their own views known, and vote on the outcome.12

Requiring that the franchise be this broad separates the modern definition
from the ‘democracy’ of ancient Greece. If applied literally, this definition
would exclude many 20th century regimes commonly described as democra-
cies due to exclusions from political participation on the basis of gender,
literacy, property ownership and citizenship.

Different ways of apportioning powers give rise to different forms of
democracy. A parliamentary democracy delegates executive authority to a
member of the majority party in the legislature and the parliamentary execu-
tive, often called a premier or prime minister, can be removed by a legislative
vote of no confidence. In a presidential democracy the chief executive is
directly elected for a prescribed term and, except in rare circumstances,
cannot be removed by a vote of the legislature. The other major difference in
democratic regimes is in the way votes are counted.13 Under plurality voting
the state is typically divided into districts from which representatives are
elected by plurality rule. Legislative decisions are then made by majority rule
among elected representatives. As is well known, decisions in such a system
can in theory be controlled by slightly more than a quarter of the voting
population. Under proportional voting, seats in the legislature are appor-
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tioned to parties in accordance with each party’s share of the total vote.
Proportional voting is most common in presidential systems and plurality
voting in parliamentary systems, but the correspondence is not strict.14 The
separation of powers is generally stronger in presidential systems than in
parliamentary systems. Plurality systems often result in two dominant par-
ties, while proportional systems afford greater representation to minorities
(Linz, 2001, pp. 134–5).

Bueno de Mesquita et al. (2003) (hereafter BDM) abandon descriptive
definitions of governance systems in favor of a more unified approach based
on two concepts, the selectorate and the winning coalition. The selectorate
includes all individuals who can potentially affect the selection of the govern-
ment and therefore its policies. The selectorate roughly equates to the electorate
in a modern democracy, to Communist party membership in a Soviet style
communist state, and to the ruling family in a hereditary monarchy. The
winning coalition, a subset of the selectorate, is the set of individuals whose
support is necessary for the government to stay in power. In a democracy, a
winning coalition must include at least 50 per cent of the selectorate, while in
a military dictatorship it could be a small cadre of officers. According to
BDM, the performance of government with regard to public good provision,
corruption, the leader’s longevity in office and other matters can all be shown
to depend on the size of the selectorate and the size of the winning coalition.
This and other theories of governance and government policy choices are
examined next.

3 Provision of goods by dictatorships: theory
Economic models that assess the public policy performance of dictatorships
versus democracies are relatively rare. Those that exist have generally taken
one of two modeling strategies. The first views a dictatorship as a govern-
ment that promotes the interests of a relatively small, exclusive group in
society, neglecting, and generally exploiting, those who are not members of
the favored group. As shown below, this view has implications for the provi-
sion of public goods, the use of public office for corruption, and the survival
of political leaders. Also, as shown in section 4, it resembles an approach
used to model variations in democratic institutions. The second view begins
with the premise that the interactions between governments and citizens
resemble an exchange relationship; those in power offer public goods and/or
direct payments to favored groups in exchange for political support. Accord-
ing to this exchange, or market-based approach, differences in the behavior
of political systems correspond to differences in degree of the monopoly
power or contestability present in these market relationships.
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Theoretical models
A useful starting point is the theory of BDM (1999, 2002, and 2003), which
develops predictions on how governance institutions affect public goods pro-
vision, corruption and the longevity of rulers. Differences in behavior along
each of these three dimensions are traced to a single political parameter, the
size of the winning coalition (W) relative to the size of selectorate (S), that is,
W/S. As explained in section 2, the selectorate is the subset of the population
who can potentially affect the selection of the government and the winning
coalition is the group, a subset of selectorate, whose support is necessary for
the government to stay in power. Different descriptive regimes, such as
democracy, monarchy and military dictatorship can generally be associated
with qualitatively different values for W, S, and hence W/S, enabling predic-
tions on the policy performance of these regimes.

To retain power the ‘leader’, or incumbent head of government, in BDM’s
model must keep the welfare of his or her winning coalition members suffi-
ciently high that they will not defect to a challenger. The leader can employ
two policy instruments in pursuing this goal: provision of public goods that
benefit all citizens in roughly equal fashion and provision of private goods
targeted to members of the leader’s winning coalition, for example, corrup-
tion payments or rent transfers from government. According to BDM, a
‘challenger’ can propose alternative levels of public goods and corruption
payments to members of the selectorate, seeking to win the support of a
group large enough to become a winning coalition.15

The key to their analysis is that the choice of providing public goods
versus targeted payments depends, for both leader and challenger alike, on
the country’s political system. In a system that requires the winning coali-
tion to be large relative to the group governed, for example, a democracy,
spending funds on public goods is a relatively attractive way to gain sup-
port due to the economies of scale inherent in providing public goods to
large groups. At the same time, spending government funds on targeted rent
transfers is unattractive when W/S is large because they must be thinly
spread, diluting their effectiveness. This tilts the government’s spending
decision in favor of public good provision and against targeted transfers for
large W/S political systems such as democracies. In systems where W/S is
small, so the support of only a small proportion of the selectorate is re-
quired for political survival, the incentives for public good provision versus
corruption are tilted in the opposite direction. Targeted payments can now
be focused on a smaller group, enhancing their effectiveness, while only a
small portion of the benefits from any public goods provided would accrue
to coalition members. The BDM theory thus provides a unified treatment of
two important aspects of government behavior, public goods provision and
corruption, and the predictions gained do not rely on descriptive definitions
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of political regimes or on assumed differences in the motivations of demo-
cratic versus dictatorial leaders.16

In a democracy, the winning coalition and the selectorate are both large
and W/S is also large relative to other systems.17 W/S can also be large in a
system where W and S are both small, such as a monarchy, however, and their
model does not predict differences in public policy performance between
these two very disparate systems of governance.18 While this is arguably a
shortcoming, their model’s central implication – that the size of the group the
leader needs to satisfy to stay in power influences the use of government
resources for provision of public goods versus corruption – is a valuable
insight.

McGuire and Olson (1996) develop a model in which public good provi-
sion and taxation differ under autocratic versus democratic rule because the
objective functions of political leaders are different in the two systems. The
public good they examine is a public input, which contributes to GDP but
does not affect utility directly. Under all regimes, the only source of public
revenue is a proportional income tax and the tax imposes a deadweight loss
that increases with the tax rate.19 In an autocracy, the ruler’s only source of
income is the government’s budgetary surplus, which the autocrat pockets.
Accordingly, the autocrat seeks to maximize the difference between tax rev-
enue and government expenditure, recognizing that using public funds to
provide the public input increases GDP which the autocrat can tax. The
autocrat always sets the tax rate to maximize total tax revenue, regardless of
the government spending level.20 The autocrat always spends some govern-
ment revenue on the public input, rather than appropriating it entirely for
personal use, because the public input ultimately increases the autocrat’s tax
revenue. The autocrat places no value on the after-tax income of ordinary
citizens, however, and consequently produces less public good than would be
required to maximize society’s net income. The greater is the share of GDP
captured by the autocrat in tax revenue, the more ‘encompassing’ is the
autocrat’s interest and the closer the autocrat’s public spending policy comes
to maximizing societal income.

Using the same technological setup, McGuire and Olson (1996) model a
‘redistributive democracy’ as a political system that maximizes the interests
of an elite group or ruling party. The ruling party earns a fixed fraction, F, of
the economy’s after-tax private sector income. It also captures any surplus of
tax revenue over public expenditure.21 The fraction F indicates the degree to
which the party’s interests ‘encompass’, or coincide with, the interests of
society as a whole. In the general case where F < 1, the ruling party captures
the fraction F of any benefit associated with public good spending via its
share of the economy’s after-tax output. It bears the entire cost of public good
spending, however, via forgone transfers to itself of any governmental sur-
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plus. Accordingly, a redistributive democracy will under-provide the public
input relative to the level that would maximize societal income, but the
degree of under-provision declines as F increases. By comparison, an auto-
crat earns none of the economy’s after-tax private income – its sole source of
income is governmental surplus. Accordingly, an autocracy is predicted to
spend less on public good provision than a redistributive democracy, regard-
less of the democracy’s level of F. Their model also implies that a democratic
government will impose a lower tax rate than an autocratic government.22

A central prediction from McGuire and Olson’s model is that public good
provision in a redistributive democracy depends critically on the degree to
which the ruling party’s interests encompass the interests of society as a whole.
In this regard, their parameter F, the share of private after-tax income captured
by the ruling party, plays much the same role W/S plays in the analysis of
BDM. Changing governance institutions in a way that increases the size of the
winning coalition needed to make political decisions in the BDM model would
arguably also increase the share of societal income represented in the decisions
of McGuire and Olson’s redistributive democracy. Both models predict that
such institutional change would increase the provision of public goods and
decrease the share of government revenue spent on transfers to the politically
powerful.23 Most observers would presumably see such institutional change as
a move away from autocracy and toward democracy.

Niskanen (1997) examines the fiscal decisions of autocratic, democratic
and optimal government using a model that shares several features with
McGuire and Olson (1996). Niskanen’s autocrat seeks to maximize the dif-
ference between tax revenue and public good spending, which he/she captures
as political rent. Total national income is enhanced by spending on public
goods and diminished by taxation, and the payoffs to the various parties are
always expressed in terms of incomes rather than utilities. Citizens in a
democracy earn income both from the private sector and from government
transfers, whereas the autocrat’s only source of income is the government
surplus. Contrary to McGuire and Olson, Niskanen’s democratic government
seeks to maximize the welfare of the median citizen, assumed to be the
citizen with median income. (An ‘optimal’ government is defined to be one
that maximizes total economy-wide income.) Not surprisingly, Niskanen’s
predictions largely agree with McGuire and Olson: tax rates are lower and
public spending higher under democracy than under autocracy.24

The models just described share a common insight: differences in the
policy choices under alternative political systems are driven by differences in
the degree to which government represents the interests of broad versus
narrow segments of society. This insight plays a central role in the model
Deacon (2003) specifies for empirical examination of public good provision.
Public good spending decisions are made to maximize the aggregate welfare
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of an ‘elite’ subset of the population, ignoring any public good benefits that
may spill over to non-elites. Different systems of government are character-
ized by differences in the size of the elite group relative to the population,
termed the system’s inclusiveness. In an ideal democracy, the elite group is
the entire population, while in a dictatorship the elite is a single individual.
Clearly, inclusiveness plays much the same role as an ‘encompassing interest’
in McGuire and Olson’s model and W/S in the BDM paradigm.25 By assump-
tion, the elite captures a disproportionate share of the economy’s output and
hence pays a disproportionate share of taxes.

Because the elite bear a more than proportionate share of public good costs
and ignore any public good benefits that spill out to non-elites, the model
predicts under-provision of public consumption goods in political systems
that are less than perfectly inclusive. Given the similarity of central concepts,
it is no surprise that this general prediction agrees with BDM and McGuire
and Olson (1996). If the government good is a pure public input, however, the
level of provision maximizes total net income under all political systems.26

In all political systems, government leaders provide public goods and/or
rent transfers to groups in society and receive political support in return. This
notion of political exchange is a central feature of the second strand of
theories on how governance institutions affect the provision of public goods.
Lake and Baum (2001) articulate an informal theory of democratic versus
dictatorial policy-making around differences in the degree of competition
present in such political exchanges. Because citizens cannot easily shop
among alternative systems of government, political leaders in all systems
enjoy a degree of monopoly power. According to Lake and Baum (2001),
political leaders invariably exercise this power in order to earn rents from the
citizenry, but differences in the contestability of the leader’s position in
dictatorships versus democracies cause differences in their behavior.

Contestability in this context refers to competition for the political leader’s
monopoly position by potential political challengers. The intensity of such
competition depends on the costs of entering and exiting the political fray. In
a democracy, the leader’s position is highly contestable because entry and
exit costs are relatively low. Entry costs are relatively low because the elec-
toral process provides challengers with a safe, relatively inexpensive path to
power and defeated contenders often stay in government as members of
opposition parties. Exit costs are also relatively low because deposed incum-
bents and failed contenders may try again in a subsequent election or find
lucrative employment elsewhere in the economy. Entry and exit costs in an
autocracy are an entirely different matter. Entry might require deposing an
all-powerful ruler by force and, if unsuccessful, the contender might face
exile or even death. Exit by a deposed autocrat can be equally costly. Accord-
ingly, Lake and Baum expect political exchanges between leaders and citizens
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to result in relatively competitive outcomes in democracies and less competi-
tive outcomes in autocracies. Drawing analogies to results from industrial
economics, they expect the relatively high level of competition that accompa-
nies democratic governance to result in relatively greater public good levels
and smaller rent capture by politicians than would be observed under less
competitive, autocratic regimes.

A market analogy also motivates Wintrobe’s (1990) examination of policy
choices under two extreme forms of dictatorship, tinpot and totalitarian. Both
types of dictator enjoy a monopoly position and both use repression and
investments in loyalty to control their subjects. Where they differ is in the
objectives pursued. A tinpot, otherwise known as an authoritarian, seeks to
minimize the cost of maintaining sufficient power to stay in office. The
totalitarian dictator pursues a more grandiose aim: to maximize power over
the population in the pursuit of ideological or utopian goals. This basic
difference, which roughly corresponds to the difference between profit maxi-
mizing and sales maximizing monopolies, leads to differences in the ways
tinpots versus totalitarians respond to economic upturns or downturns and to
particular predictions on the way military dictatorships behave. None of these
predictions have direct implications for public good provision, however, and
are thus of limited interest here.27

Two categories of theories were reviewed here, one drawing implications
from the existence of a favored political elite and the other drawing implica-
tions from differences in the monopoly power present in political markets.
Both considerations may well be relevant and casual empiricism indicates
that the two phenomena are not independent. Democracies seem to be both
relatively inclusive and relatively competitive, while autocracies have oppos-
ing attributes. This implies that predictions from the two approaches about
any given government’s public good provision are likely to agree, which is
reassuring. The framework of BDM also suggests that the concepts of
inclusiveness and political competition may be logically linked. Their model
regards W/S, the size of the winning coalition relative to the selectorate, as a
key determinant of policy. According to BDM, leaders in low W/S (less
inclusive) political systems find it politically advantageous to spend govern-
ment revenue mainly on transfers targeted to their winning coalitions, allocating
relatively little to public goods. The same model predicts that political lead-
ers in low W/S political systems are largely insulated from competition.
According to BDM, low W/S political systems engender a high degree of
loyalty from the leader’s supporters, making it more difficult for challengers
to succeed in deposing them. Combining both observations, low W/S political
systems are likely to be characterized both by political exchanges in which
the government enjoys monopoly power vis-à-vis the governed and by sys-
tems of government decision making that are not highly inclusive.
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4 Provision of public goods by dictatorships: empirical evidence
In this section we examine evidence on the empirical relationship between
governance and public good provision. We begin with evidence from statisti-
cal tests linked directly to theoretical models reviewed in the preceding
section and then move on to evidence from purely empirical studies.

Preliminaries
The fact that political institutions tend to persist within countries implies that
marked variations in institutions are most readily observed by looking across
countries, rather than within countries over time. As a consequence, the
empirical work examined here relies almost exclusively on cross-country
data. Countries can differ in ways not observed by the researcher, however,
raising the possibility that unobserved factors are responsible for observed
associations between governance and public good provision. There is no
obvious remedy for this problem when the analysis rests on cross-section
data, except to incorporate all relevant determinants that can be observed.
When cross-country panels are available, fixed effects can be included to
control for unobserved heterogeneity, enabling more compelling tests of the
link between governance and public good provision. The fact that political
institutions tend to persist, however, makes it difficult to estimate governance
effects precisely once the influence of unobserved country-specific factors
has been controlled statistically. Given this issue, it is prudent to pay careful
attention to the estimation methods used in empirical work.

A large number of public good ‘quantity indicators’ are reported by inter-
national agencies, particularly for health and education. Several agencies also
report expenditure data for education, health care, and other services. There
are practical reasons why cross-country expenditures may not accurately
indicate quantities, particularly in dictatorships. In corrupt states, government
spending can serve as a conduit for transferring rents to favored groups
through inflated salaries, generous construction contracts, or pork barrel
projects.28 Also, cross-country variations in factor prices or technology, if
uncontrolled, can cause output per dollar spent to vary from country to
country even if the rent transfer phenomenon is not present. We return to this
point in the reviews of some individual studies.

The most commonly used data source for governance institutions is the
Polity dataset compiled by Marshall and Jaggers (2000). Polity reports data
by country and year for eight governance factors, including the competitive-
ness and openness of recruitment to the chief executive position, the degree
of party competition, how well the legislature represents the interests of the
population, and constraints on the chief executive’s power. A summary meas-
ure of ‘democracy’ derived from these data is frequently used in empirical
work.29
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Empirical results
David A. Lake and Matthew A. Baum (2001) examine cross-country data on
17 indicators of public education (including the adult literacy rate, persist-
ence to 4th grade, proportion of school-age children attending school and
student–teacher ratios) and public health (including access to health care and
clean water, population per physician, percentage of births attended by physi-
cians, child immunization rates for several diseases, death rates, infant mortality
rates and life expectancy at birth). Their governance measure is the Polity
index. As control variables, the authors include GNP per capita, population,
degree of urbanization, land area and a dummy for OECD countries.

Lake and Baum estimate cross-section models for individual years, re-
porting 39 sets of results in all, 16 for public education and 23 for health
care. The governance coefficient agrees with their model, indicating lower
public good provision in dictatorships than in democracies, in all but one
case (measles immunization, which is insignificant) and 33 of the 39
coefficients are significant at 5 per cent. The estimated governance effect is
generally large. The predicted effects of switching from the least to the
most democratic form of governance are: a 26 percentage point difference
in adult literacy rates, a 26 percentage point difference in the fraction of the
population having access to health care, a 22–28 percentage point differ-
ence in the fraction of the population having access to safe water, a 32–42
percentage point difference in the infant mortality rate and a 6–11 year
difference in life expectancy.30 Overall, Lake and Baum (2001, p. 616) find
a ‘remarkably consistent’ positive association between democracy and pub-
lic good provision.

The selectorate theory developed by BDM (2003) predicts that public good
provision is positively related, and corruption inversely related, to the size of
the winning coalition relative to the selectorate (W/S). BDM use data from
Polity and Banks (1997) to form indicators of W and S. Selectorate size is
measured by an indicator of how well a country’s legislature represents its
population.31 The size of the winning coalition is based on indicators of
regime type and political competition. Higher values for the W variable are
assigned for non-military regimes, for regimes with relatively open and com-
petitive methods for executive recruitment, and for regimes with stable,
enduring parties that compete for political influence. The resulting W and S
variables are then combined non-linearly to represent W/S.

Data on public good levels are drawn from across countries and in many
cases over time. Their empirical specification treats the public good level as a
function of W/S and a set of fixed effects for continents interacted with years.
In some specifications they include the residuals from two auxiliary regres-
sions as additional regressors. The first is a regression of the Polity ‘Democracy’
index on W/S and the second is a regression of GDP per capita on W/S. When
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included, these variables reflect the variation in Democracy and GDP that is
not systematically correlated with W/S.32

BDM find significant, positive associations between W/S and the share of
GDP spent on education, the adult literacy rate, educational attainment for an
average working adult, and the percentage of secondary school students who
are female. The predicted effects of shifts in W/S are dramatic: switching W
from its minimum to maximum value is associated with an 80 per cent
increase in the share of GDP spent on education, a 20–40 per cent reduction
in illiteracy rates and an additional three to four years of educational attain-
ment for adults. They also find strong positive associations between W/S and
several of the health care indicators examined by Lake and Baum, plus health
care spending as a percentage of GDP, the availability of doctors and hospital
beds per 1000 population and government spending on social security. BDM
also regard political and civil liberties as public goods and examine the
Freedom House indicators using the same empirical specification. Again,
significant, positive associations with W/S are evident and the implied effects
are large: the predicted effect of switching W/S from its minimum to maxi-
mum value is a four- to five-point swing in the seven-point Freedom House
scales.33

Income is clearly correlated with W/S, and both income and W/S are
plausible determinants of public goods provision. With the empirical strategy
BDM employ, they cannot reject the hypothesis that their estimated govern-
ance effects are really due to variations in income. By including the residuals
from a regression of income on W/S as a regressor rather than income itself,
they attribute all of the variation in income that is correlated with W/S to a
governance effect rather than assigning part of it to an income effect.34

Data on five different public goods are examined in Deacon (2003). The
concept of ‘inclusiveness’ in a country’s governance system, the degree to
which government decisions pay attention to the welfare of all citizens, plays
a central role in his framework. Empirically, inclusiveness is measured in
three different ways to allow robustness checks: (i) the country’s Polity
index, (ii) its regime type, ranging from democracy to military dictatorship,
and (iii) the presence or absence of specific institutional features that signal
the presence or absence of inclusiveness.35

Cross-section data are examined for three public goods, the density of road
networks (miles per square mile of area), access to safe water, and access to
sanitation. Cross-country panels are examined for secondary school enrollment
rates and for the lead content of a country’s gasoline pool, a measure of
environmental protection. The three cross-section models include continent
level fixed-effects and both panel data models include country fixed-effects.
The estimation strategy also allows the response of public good levels to per
capita income to be different in different political systems and uses an instru-
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mental variables approach to deal with the possibility that governance indica-
tors are measured with error. Measures of ethnolinguistic fractionalization
and income inequality are included to deal with the possibility, pointed out
by Alesina et al. (1999), that heterogeneous tastes and disagreements over the
specific features of public goods can affect public good provision under any
system of government.

Results for all five public goods indicate strong, positive associations with
the three measures of inclusiveness. Much of the governance effect is found
to operate through a difference in the income responses of more vs. less
inclusive governments. The results for lead in gasoline portray a dynamic
process involving the response to information on the health risks of lead. The
central conclusion is the same, however; more inclusive governments provide
greater environmental protection than less inclusive governments. In all cases,
the effects of governance are quantitatively large. For roads and for lead in
gasoline, provision levels under democracy and dictatorship differ by roughly
a factor of two. Differences for safe water, sanitation and education are
generally in the 25–50 per cent range.

According to the ‘Chicago’ doctrine, public good levels and other public
policies are determined primarily by fundamental determinants such as in-
come, tastes, technology and interest group size; political institutions are
either unimportant or are simply the means used to implement the allocations
determined by economic fundamentals (Mulligan et al., 2004; Stigler, 1971;
and Becker, 1983). Mulligan et al. (2004) set out to test this hypothesis and,
contrary to results from the preceding studies, find no significant differences
in the public good policies of dictatorships and democracies. The vehicle for
their empirical tests is data on government spending for education, general
government consumption, and social security systems. The observations are a
cross-section of within-country averages for the period 1960–90, covering
102–131 countries. Results on education are emphasized here as that is the
only spending category that corresponds to a public good. They use the
‘Democracy’ variable from the Polity dataset to indicate political institutions.
Other independent variables in their models are real per capita GDP, dummy
variables for communist countries and for British legal origin, the fraction of
population older than 65, the share of value added in agriculture, and (in
some specifications) military spending as a share of GDP.

The major finding from Mulligan et al. (2004) is that democracy is typi-
cally an insignificant determinant of education spending.36 Lake and Baum
(2001), BDM, and Deacon (2003) all examined education indicators and
found opposite results. One possible reason for this disagreement is that the
latter three studies examined quantity indicators, for example, enrollment
rates, literacy, persistence to 4th grade, whereas Mulligan et al. (2004) look at
data on spending. As mentioned earlier, high public spending in dictatorships



Public good provision by dictatorships 83

may indicate the presence of corruption rather than high public good levels.
Also, Mulligan et al. (2004) base their analysis on a cross-section of within-
country averages for the period 1960–90. Political regimes changed in many
of the countries examined during this period, for example, Argentina, Brazil,
Chile, Greece, Indonesia, Malaysia, the Philippines, Portugal, Spain and
Turkey, and any links between governance and public good that may be
present might be difficult to detect in data on average spending and ‘average
regime’. It is also possible that the dummy variables for communist states
and British legal origin capture much of the variation in governance institu-
tions that ‘democracy’ is intended to represent.

Two hallmarks of totalitarian government are tight control of information
and indoctrination in an official ideology. Building on this observation, Lott
(1999) hypothesizes that totalitarians use spending on state controlled educa-
tion and government control of the media to accomplish these ends. He tests
these hypotheses by estimating models of state spending on education and
state ownership of television stations.37 Lott also examines state spending on
health care and immunization rates, hypothesizing that, because state health
care does not serve the totalitarian’s indoctrination objective, there should be
no positive association with totalitarianism. Lott represents totalitarianism
with the Freedom House indexes of political freedoms and civil liberties.
Independent variables in these models include GDP per capita, a totalitarian-
ism–income interaction term, and total government expenditure as a fraction
of GDP.

In agreement with several studies already reviewed, Lott (1999) generally
finds lower health care spending and immunization rates in totalitarian than
non-totalitarian states.38 He also finds that totalitarian states spend signifi-
cantly more on education, however, which agrees with his hypothesis, but
disagrees with results in Lake and Baum (2001), BDM and Deacon (2003).39

The fact that Lott examined education spending, whereas the other studies
looked primarily at quantity indicators, may partially explain this difference.
Also, because Lott includes total government spending as a regressor, the
totalitarian coefficient indicates the association between totalitarianism and
the education share of total government spending, leaving ambiguous totali-
tarianism’s association with the education spending level. The education
share of spending might be high in totalitarian states even if the education
spending level is relatively low. Another possible factor is that Lott’s maxi-
mum likelihood estimation yielded more than one local maximum, so
consistent estimates of the model’s parameters were not obtained.40 Finally,
because Lott’s education spending models include country fixed-effects, the
estimated totalitarianism effects primarily reflect the influence of within-
country regime changes. During his sample period, 1985–1992, dramatic
regime changes were most prominent among former Soviet bloc countries.
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Given this, his strong education results may largely reflect the well-known
inclination of former Soviet states to spend heavily on education, rather than
a phenomenon of totalitarian countries more generally.41

In a cross-section of data from 58–73 developing countries (depending on
specification), Saiz (2005) finds a consistent positive association between the
Freedom House index of political rights and the fraction of a country’s paved
roads classified to be in poor condition. That is, more-democratic countries
tend to have poorer quality paved roads than less-democratic countries.42 He
also examines associations between governance and the length of road net-
works in a cross-section of observations for the mid-1980s. Here, he finds a
large, positive association between democracy and total road length, which
agrees with Deacon (2003).43 His detailed results indicate that the ‘democ-
racy contribution’ to this total comes mainly in the form of unpaved roads.
Subsequent panel data regressions show no significant association between
democracy and total road length, but do indicate a significant negative asso-
ciation between democracy and paved roads.

Saiz (2005) considers several alternative explanations for these findings.
One interesting hypothesis that receives some empirical support is that dicta-
torial governments invest in high quality road networks to facilitate repression
and military operations. Adding an interaction term to his model he finds that
the ‘high quality roads’ phenomenon in dictatorships is substantially stronger
in countries with high military spending. As noted shortly, Tanzi and Davoodi
(1997) found a negative association between corruption and the quality of
road and electric distribution infrastructure. Because corruption and dictator-
ship tend to be positively related, their finding suggests poorer quality roads
in dictatorships, contrary to what Saiz (2005) reports.

Several authors have found an empirical link between public good provi-
sion and corruption. In turn, BDM (2003, pp. 200–205) and others have
shown that corruption is generally more common in dictatorships than in
democracies. This suggests viewing corruption as an indicator of non-demo-
cratic governance, and this gives relevance to the literature on corruption and
pubic goods provision. Because one can only infer a dictatorship–public
good association from this literature, rather than observe it directly, we present
this evidence as suggestive and provide only a brief review.

Mauro (1998) hypothesizes that corruption affects the composition of gov-
ernment spending because corruption payments are easier to hide if allocated
toward certain functions, for example, construction, than others. This moti-
vates an examination of cross-section data on public expenditures and
corruption in a model that controls for per capita GDP. Overall, he finds that
corruption is associated with lower spending on public education and public
health.44 Tanzi and Davoodi (1997) hypothesize that corruption often takes
the form of expenditures on unproductive or low quality public capital, which
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should in turn indicate low quality public service. In a sample of pooled time
series cross-section data, they find corruption to be associated with signifi-
cantly poorer quality road and electric distribution systems.45 Finally, Welsch
(2004) examined the relationship between corruption and pollution, condi-
tioning on income levels and other potential determinants of pollution.46 He
found significant, positive associations between corruption and most of the
12 pollution indicators examined, indicating lower environmental protection
in corrupt states.

While there is no consensus in this literature, the most common finding is
lower public good levels in dictatorships than in democracies. Two prominent
cases of contrary evidence, for example, Mulligan et al. (2004) and Lott
(1999), both focused on educational spending data, which may not accurately
represent public service levels in a cross-country context, particularly when a
large portion of the results come from corrupt states. The findings by Saiz
(2005) are not subject to this caveat, and an apparent link to military func-
tions of the state is intriguing.

5 Public good provision under democracy: theory and evidence
There is now a broad literature on how variations in the institutions of
democracy affect public good provision. While the theoretical literature is
well developed, no single paradigm has yet emerged and the results of differ-
ent models sometimes conflict. Testing the empirical implications of these
theories is still at an early stage. The two institutional dimensions of democ-
racy studied most intensively in this literature are electoral rules, particularly
majoritarian versus proportional systems, and the separation of powers, in
presidential versus parliamentary regimes. These rules structure the incen-
tives of political parties, making them accountable to voters in different
ways, and thereby influence policy choices. We review a small sample of this
literature in order to indicate the types of analysis and issues addressed, and
thereby to provide context for our primary interest, the policy choices of
dictatorships.

The influence of majoritarian versus proportional voting rules on policy
choices has been studied by Persson and Tabellini (1999, 2000, 2004). They
model these choices from the perspective of ‘pre-election’ politics, assuming
that parties can make binding policy commitments to voters and then stand
for election. The policies in question are the overall tax rate, spending on a
public good, spending on redistribution and the rent captured by politicians.
There are three groups of voters and each has a distribution of preferences or
affinities for the relative ideological attributes of political candidates. These
groups differ in their average affinities for one candidate over another and in
their ‘ideological homogeneity’, the within-group range of variation in their
ideological preferences.
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Given this context, Persson and Tabellini model majoritarian voting as a
system with three regional districts, each of which elects a representative by
majority rule. A party must gain a majority of votes in two of the three
districts to control government decisions. Their model of proportional repre-
sentation is one with a single electoral district in which a candidate must
garner more than 50 per cent of the votes to win.47 Given assumptions on the
distribution of voters’ preferences, they identify a group of ‘swing voters’
whose ideological preferences are both rather narrowly distributed and lo-
cated away from the extremes. Under majoritarian voting, competition among
candidates focuses on this pivotal group and voters in the other two groups
(whose votes for either candidate are not highly sensitive to differences in
their platforms) are largely ignored. Accordingly, their model predicts greater
targeted redistribution toward the swing voters under majoritarian voting than
under proportional voting. Additionally, with majoritarian voting, parties do
not incorporate the benefits that non-swing groups derive from public goods,
and for this reason public goods are under-provided with majoritarian voting
relative to provision with proportional voting.48

The same authors (Persson and Tabellini 1999, 2000) formulate a model of
post-election politics, assuming majoritarian voting and three districts, to
examine the separation of powers in stylized presidential versus parliamen-
tary systems. After winning an election, the incumbent must decide how
much rent to allocate to current consumption versus enhancing the probabil-
ity of being re-elected, recognizing that voters base their voting choices on
retrospective assessments of candidates’ performance records. Strict separa-
tion of powers is a feature of the stylized presidential regime: a single district’s
representative becomes the agenda setter for a particular policy dimension,
and approval by one of the other two representatives is needed to adopt the
policy. Representatives of these two districts compete against one another to
form a coalition with the agenda setter, with the result that the agenda setter
captures the available surplus. All redistribution goes to the agenda setter’s
home district and public goods are under-provided (relative to a parliamen-
tary regime) because the benefits to residents outside the agenda-setter’s
district are not internalized. Separation of powers is effectively absent in their
parliamentary regime and political influence is more equally distributed among
districts. According to their analysis, in parliamentary regimes redistributive
transfers are shared among all districts and public good provision is greater
than would occur in a majoritarian system.49

Persson and Tabellini (1999) use cross-country data on public spending for
transportation, education, police and health care to test their theory. Coun-
tries are categorized as presidential or parliamentarian based on the voting
system used for legislative elections. Their empirical model then specifies
public spending to be a function of the voting system, per capita GDP,
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openness, the share of population above age 65, and ethnolinguistic
fractionalization. While the point estimates generally agree in sign with the
model’s predictions, the results often lack statistical significance.50 They also
test their model’s prediction of lower public goods provision in presidential
systems than parliamentary systems and they find clearer empirical support
for this implication.

The question of how proportional versus majoritarian electoral rules affect
total government spending and its allocation between pubic goods and trans-
fers is also addressed by Milesi-Ferretti et al. (2002). In their model, transfer
payments can be targeted to particular interest groups, such as pensioners or
the unemployed, but cannot be differentiated by region. By contrast, public
goods can be targeted exclusively to specific geographic regions, but are
equally available to all social groups. Voters in each district choose among
elected representatives who express preferences, in the form of utility func-
tions, both for transfer payments and for public goods. The government’s
overall policy decision is chosen to maximize the joint utility of the elected
representatives. This fact induces voters to elect representatives whose utility
functions will promote policy outcomes favorable to them.

In a majoritarian voting system, representatives are elected from each of
several regional electoral districts and hence are motivated to cater to re-
gional interests. Assumptions on the distribution of social groups guarantee
both that social interests do not vary systematically by region and that no
single interest group can always win under majority rule. Under majoritarian
voting, voters in all districts are led to choose representatives whose utility
functions place a lot of weight on regionally targeted public goods, and less
on transfer spending for special interests. With proportional voting, regional
representation is absent; the entire nation is a single electoral district and
public goods are made equally available to all. In this case, representatives
can only cater to special interests, and the only policy for doing so is the
special interest transfer. Consequently, voters in proportional voting states are
induced to elect representatives whose utility functions emphasize special
interest transfers over public goods.

The broad predictions from Milesi-Ferretti et al. (2002) are that majoritarian
systems emphasize public good spending relative to transfers, in comparison
to proportional voting systems. These predictions disagree with Persson and
Tabellini (1999), although comparisons are clouded by the different treat-
ment of public goods in the two models. Milesi-Ferretti et al. (2002) conduct
empirical tests based on a rather vague measure of public good provision,
government spending for consumption plus net investment, and a measure of
transfer payments that includes spending on social security, transfers to house-
holds and transfers to firms. They examine two indicators of the degree of
proportionality in a country’s voting system. Their data are cross-country
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samples of roughly 40 OECD and Latin American countries and their model
controls for income and the age structure of the population. The signs of their
point estimates generally support their theory: more proportional systems,
especially in OECD countries, spend significantly more on transfers and
(insignificantly) less on public goods. Their results are qualitatively similar
for Latin America, but less significant.51

Besley and Case (2003) examine the policy effects of institutional varia-
tions that are more detailed than the coarse majoritarian versus proportional,
and presidential versus parliamentary dichotomies. The institutions they con-
sider are the presence or absence of poll taxes, the extent of voter literacy
tests, policies that ease voter registration, open primaries, campaign spending
limits, term limits for incumbents, and provisions for citizen ballot initiatives.
Their empirical strategy exploits the variation found among different states in
the US. The policy outcomes they examine are public spending per capita,
taxes per capita, spending on family welfare, and spending on workers’
compensation. Of these, total state spending comes closest to indicating
public good provision. Their empirical model controls for income, the age
structure of the population, and the political leanings of voters. While their
results are too numerous and varied to summarize here, they find some
tendency for total spending and transfer spending to be affected by voting
registration rules, campaign spending limits, term limits and legislative vot-
ing rules.52

6 Conclusions
Two approaches to the study of dictatorship have provided useful insights
and helped organize empirical work. One approach views political life as a
marketplace in which political leaders provide public goods in exchange for
political support, for example, Lake and Baum (2001), and Wintrobe (1990).
Differences in the contestability or monopoly power present in such mar-
kets lead to differences in public good provision levels. While the basic
argument is persuasive, the analysis to date has been somewhat informal,
and a more rigorous development of this theory might yield deeper insights.
The other approach focuses the breadth or narrowness of the group whose
interests are represented in government policy, for example, BDM, McGuire
and Olson (1996) and Deacon (2003).53 Both approaches take the objective
function of the state as given. Extending both approaches to treat the degree
of monopoly power or inclusiveness in government as endogenous, deter-
mined by deeper social, demographic, religious or other forces deserves to
be a high priority for future work. Research on the welfare effects of
different forms of governance will remain ‘academic’ until the process of
changing governance institutions toward more inclusive, less exploitative
forms is better understood.54
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These two views of dictatorship are not necessarily mutually exclusive.
Both may contain elements of truth and integrating the two into a unified
whole may provide a better understanding of how different forms of govern-
ance affect the populations governed. As noted earlier, the modeling framework
of BDM suggests one path toward integration. Their analysis indicates that
low W/S states are characterized by low public good provision, due simply to
the effect of W/S on the costs and benefits of providing public goods versus
targeted payments to supporters. It also indicates that leaders in low W/S
states enjoy a high degree of loyalty from their supporters, and therefore face
relatively little competition from challengers. Thus, the two effects of W/S on
public good provision seem to reinforce one another, although this point has
not yet been developed formally.55

An important new direction for future empirical work is suggested by
results from Saiz (2005), indicating that public road infrastructure may be
valued by a dictator because it broadens the scope for corruption or enhances
the power of repression. Similarly, dictatorial governments might spend more
on police and military as a way of suppressing opposition and ensuring their
own survival. This implies that future empirical work should draw a sharp
distinction between public goods which can in no way further the dictator’s
interests, and public goods which might facilitate the dictator’s goal of ex-
tracting resources from the citizens. The former category would arguably
include provision of safe water, health care, clean air, sanitation and educa-
tion to enhance human capital. The latter category might include roads,
police and national defense. Recognition of this possible dual role for public
expenditure might reconcile disagreements in results on education from dif-
ferent studies, for example, Lott (1999) and Mulligan et al. (2004) versus
BDM, Lake and Baum (2001) and Deacon (2003). Spending on public indoc-
trination might appear in the data as high education spending, and yet do
little to enhance such educational ‘quantity’ indicators as adult literacy, edu-
cational attainment among adults, persistence to grade levels and school
enrollment rates.

The welfare of the world’s populations depends heavily on the quality and
quantity of public services they receive. The education of children, promo-
tion of adult literacy, control of contagious diseases and provision of safe
water, sanitation, hospitals and physicians all contribute to longer and more
productive lives. The weight of evidence from the studies reviewed indicates
that the provision of such services depends heavily on a country’s system of
governance. The evidence now available is not extensive, however. In light of
the importance of public services to human welfare and the dramatic shifts in
political institutions now being experienced in the world, further research on
the link between governance and public good provision deserves to be a high
priority.
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Notes
1. These statistics are from Mulligan et al. (2004, p. 51).
2. See Deacon (2003) p. 3.
3. The underlying data are from Marshall and Jaggers (2000) and Banks (1997). The crite-

rion for autocracy is that a state’s Polity score, defined shortly, is less than 0.50.
4. These observations and the following examples are from Lake and Baum (2001) pp. 587,

588. See Saiz (2005), however, for contrary evidence on road quality.
5. Lake and Baum (2001) claim their analysis provides the first concrete evidence comparing

public good provision under democracy and autocracy.
6. See, for example, Besley and Case (2003, pp. 20–23) and Persson and Tabellini (1999,

2000, 2004). For a contrary view, however, see Mulligan et al. (2004).
7. The following descriptions, definitions and examples rely extensively on Magalhaes (1995),

Newell (2001), Caltagirone (1995), Dahl (2001), and Gregor (2001).
8. Magalhaes (1995) argues, however, that even dictatorial governments require the consent

of a substantial portion of the population, perhaps 20–30 per cent, to stay in power and
that this support is often obtained by appeals to ideology, religion, or the provision of
political favors.

9. Germany under Hitler, the Soviet Union under Stalin, and possibly Iran after the 1979
revolution are examples of totalitarian regimes. Authoritarian dictatorships are exemplified
by the Middle Eastern hereditary rulers, such as the Saudi Arabian government estab-
lished by Ibn Saud, and by paternal rulers such as Anastasio Somoza in Nicaragua,
Ferdinand Marcos in the Philippines, and Idi Amin in Uganda (Magalhaes, 1995, p. 548).
Some authoritarians have come to power in populist revolutions that promise to redistrib-
ute wealth or enfranchise the politically powerless, for example, Juan Peron in Argentina
and Kemal Ataturk in Turkey. Others, such as Jomo Kenyatta in Kenya, came to power in
the vacuum created by the end of colonial rule.

10. Wintrobe (1990) provides formal definitions for totalitarian and authoritarian (termed
‘tinpot’) dictators based on the ruler’s objectives. According to Wintrobe, totalitarians
seek to maximize the political power while authoritarians minimize the cost of maintain-
ing sufficient power to stay in office, a distinction roughly similar to output maximizing
versus profit maximizing theories of the firm. In Wintrobe’s view both types of dictator-
ship derive power from their ability to repress populations and to engender loyalty.

11. The word democracy derives from two Greek words, demos meaning ‘the people’, and
kratos meaning ‘rule.’ See Caltagirone (1995).

12. To this, we would add the stipulation that the elected government actually controls what
the government does – to rule out systems with rigged election and powerless legislatures
such as the former Soviet Union, modern communist states and some Middle Eastern
dictatorships.

13. The following descriptions and examples rely primarily upon Caltagirone (1995, pp. 513,
514).

14. The US system is presidential/plurality, while many Latin American countries are presi-
dential/proportional. The UK has a parliamentary/plurality system, while the rest of Western
Europe primarily practices parliamentary/proportional governance. See Caltagirone (1995,
p. 514).

15. In the BDM model, the leader is not deposed unless the challenger can attract the support
of at least W members of the selectorate and reduce the leader’s support group to less than
W individuals. In addition, the challenger is unable to commit firmly to include specific
individuals in his/her winning coalition if the challenger is successful. This gives the
leader a natural advantage in their model that is not entirely satisfying; strictly speaking
BDM’s leader can never be successfully deposed.

16. The BDM theory also has implications for the choice of coalition members and the
survival of political leaders. Each member of the selectorate is assumed to have an affinity
or preference for the leader, and these affinities are common knowledge. To attract support
at the lowest possible cost, the leader forms a winning coalition from those individuals
who have the highest affinity for him or her. The challenger is assumed to face a more
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difficult challenge, however; individual affinities for the challenger are not revealed until
and unless the challenger deposes the leader. Individuals who contemplate defecting from
the leader’s winning coalition consequently face the risk of being excluded from the
challenger’s coalition if the challenger succeeds. With simplifying assumptions, the prob-
ability that any selectorate member will be included in the challenger’s coalition is W/S. In
political systems for which W/S is small, members of the leader’s coalition will exhibit a
high degree of ‘loyalty’; they will be reluctant to throw their support to the challenger
because the challenger cannot commit to including them in any new coalition, a phenom-
enon BDM call the ‘loyalty norm’. The cost of being excluded from the government’s
winning coalition is the forgone corruption payments that coalition members receive.
BDM claim that W/S is smallest, and hence the loyalty norm is strongest, in autocracies
with rigged electoral systems such as Iraq, China or the former Soviet Union. The model
also predicts that a political system with small W will assess higher tax rates. Though high
taxes discourage economic activity, the leader can more than compensate the few mem-
bers of the winning coalition for the loss they incur from taxation and thereby secure their
support.

17. For an ideal democracy (one immune to special interests, campaign spending, and so on)
one can view S as the population eligible to vote and W/S as 50 per cent plus 1/S.

18. The BDM theory considers the sizes of W and S to be exogenous. Ideally, these factors
would be built up from more primitive attributes of the populations being considered.

19. The loss the tax causes is assumed to be the same in all political regimes.
20. That is, the tax rate is set to achieve the top of the Laffer curve. A proviso is that tax

revenue must be at least as great as public spending.
21. The assumption that the ruling party in a redistributive democracy earns a fraction of the

nation’s after-tax income, whereas the dictator does not, is an important source of differ-
ences in the predicted policy choices of democrats versus autocrats.

22. The authors argue that for sufficiently large F, the redistributive democracy’s ruling party
has an incentive to spend all tax revenues on the public input and transfer none to its own
members. They refer to this case as a super-encompassing ruling interest. Intuitively, a
higher F increases the ruling party’s share of dead-weight losses from taxation, diminish-
ing its desire to raise the tax rate. At the same time, a higher F increases the ruling party’s
share of the benefit from public good spending. Both forces work against raising taxes
simply for the purpose of redistributing surplus toward the favored group. McGuire and
Olson argue that there is a critical level of F beyond which the ruling party will forgo any
redistribution and will choose public good and tax rate levels to maximize society’s net
income. They also show that this outcome matches what would occur in an ideal society
where redistributive incentives are absent and tax shares are such that each member
desires the same level of public good.

23. Targeted transfers to members of the winning coalition in BDM’s model are similar to
expropriation of government budgetary surplus by McGuire and Olson’s autocrat or ruling
party under redistributive democracy. The fact that BDM model political competition and
consider the ruler’s longevity in office, whereas McGuire and Olson look only at the
ruler’s choice of policy in the absence of a challenger, is a significant difference.

24. Unlike McGuire and Olson, Niskanen simulates the implications from his model using an
assumed functional form for aggregate production and parameter values calibrated from
data for the US. Quantitatively, his simulations imply that moving from autocracy to
democracy would bring huge income gains, whereas only modest gains would accompany
a switch from democracy to optimal government. His simulations also indicate that
government spending is over twice as great under democracy as under autocracy.

25. In Deacon’s framework a public good can enter utility directly or enhance output as an
input to production. The model also allows for environmental protection as a public good.
Government revenue is collected from a non-distorting proportional tax on income.

26. This differs from McGuire and Olson’s prediction, who find that autocrats under-provide
public inputs relative to democracies. The difference arises in part because Deacon’s tax is
non-distortionary, whereas the McGuire–Olson tax instrument imposes a distortion, and
democracies and dictatorships respond differently to this distortion.
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27. Wintrobe (1988) extends his analysis to two additional forms of dictatorship, tyrannies
and timocracies, and examines factors responsible for making dictatorial regimes stable or
unstable. He does not examine public good policies under different regime types, how-
ever, making his analysis of limited relevance to this review. He does conclude that
dictatorships engage in more income redistribution than democracies.

28. To make this point, Lake and Baum (2001, p. 597) provide cautionary evidence from
Jordan and Jamaica. While Jamaica spends 4 per cent of its GDP on health care versus 5
per cent in Jordan, the percentage of births attended by health care personnel is substan-
tially higher in Jamaica. Further corroboration comes from Tanzi and Davoodi (1997),
who report that the exposure of a major corruption scandal in Italy was closely followed
by a 50 per cent drop in the unit cost of transport infrastructure.

29. Polity reports two summary measures, Democracy and Autocracy, both of which range
from 0 to 10. It is now common practice to collapse this information into a single index,
Democracy minus Autocracy, for empirical work. According to Gleditsch and Ward (1997),
the primary source of variation in this summary index is the significance of constraints on
the chief executive.

30. Lake and Baum also examined pooled time series cross-section data for a smaller set of
public good indicators (immunization rates, infant mortality rates, access to safe water,
and secondary school enrollment rates). They augmented their cross-section specification
by adding a trend and a regime change variable (suggested by their theory), but did not
add country fixed effects. The dependent variables in these models were transformed into
first-differences, but (apparently) the independent variables were not. In addition, the
estimated models included the absolute value of year to year changes in the democracy
variable, both in levels and interacted with democracy. While these coefficients are often
significant, interpretation of their meaning is strained by the fact that, given the specification,
movements away from democracy are predicted to have the same effect on public services
as movements to democracy. Given these unusual features, these results from pooled data
are not emphasized here.

31. The variable is LEGSELEC from Polity. They set S=0 if no legislature exists, set S=1 if a
legislature is chosen by heredity or by the chief executive, and set S=2 for a legislature
chosen by popular election. They then scale the resulting index to the unit interval.

32. BDM report results from several specifications for each public good examined. Some
include W alone, some include only W/S, and some include one of these two variables plus
the residual variables for Democracy and GDP.

33. A corollary of the BDM theory for public goods provision is that corruption levels are
negatively related to W/S. The authors test this with data on black market exchange rate
premiums, the difference between the official and black market exchange rates, and with a
corruption index reported by Transparency International. (A gap between the official and
black market exchange rates is more accurately a measure of potential corruption; it
indicates that government officials who have access to currency at the official rate have an
opportunity to grant favorable access to their friends.) The correlations of both variables
with W/S are strong and of predicted sign, though the explanatory power of the exchange
rate premium model is low.

34. Bueno de Mesquita et al. (1999) test a second major prediction of their theory. In keeping
with their model, they find that the survival of political leaders following periods of poor
economic performance is significantly higher in systems with low, rather than high, W/S,
indicating that unsuccessful economic policies are more likely to persist in dictatorships.

35. Examples of factors indicating non-inclusiveness are the absence of an elected legislature,
the absence of political opposition and restrictions on the operation of political parties.

36. They also examine characteristics of tax policy and the prevalence of repressive or milita-
ristic activity.

37. Lott relies on both cross-section and panel datasets. In panel data models he controls both
for country fixed effects and for continent-specific year effects.

38. Because his specification includes totalitarianism directly and interacted with income, the
partial effect of totalitarianism is a function of the income level. This clouds the question
of statistical significance in the health care spending and immunization regressions. In
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regressions on within-country averages, Lott (1999) finds significant, negative associa-
tions between immunization and totalitarianism.

39. These results are from panel regressions with country fixed effects and from cross-section
regressions using within-country means as data.

40. See Lott (1999, p. S137, fn. 15). Experimentation with models that exclude country fixed
effects produced estimates in which the relationship between totalitarianism and educa-
tional spending is unambiguously positive only for the poorest 17 per cent of the sample.

41. Among the countries in Lott’s sample, former Soviet states (Albania, Bulgaria, Czecho-
slovakia, Hungary, Poland and Romania) account for two-thirds of the countries
experiencing improvements in the Freedom House index of 6 points or more. However,
Lott (1999, p. S139) did test, and failed to reject, the hypothesis that the observations
from a sample that excludes communist countries comes from the same population as the
sample for which his results are reported.

42. The empirical model controls for climate conditions, income, land area, population, and
other factors.

43. The predicted effect of switching from dictatorship to democracy is a 71 per cent increase
in total road length.

44. Arguing that corruption indexes may be subject to measurement error, Mauro uses instru-
mental variables to estimate the corruption effect on spending.

45. Tanzi and Davoodi (1997) also found significant associations between corruption and
overall government investment spending and spending for operations and maintenance.
The former result contradicts what Mauro (1998) found.

46. This is part of the ‘environmental Kuznets curve’ literature on the relationship between
economic growth and environmental quality.

47. Their characterization of proportional voting does not capture the phenomenon of parties
sharing the available legislative seats in proportion to their shares of the total vote cast. It
does, however, capture the phenomenon of ‘at large’ elections in proportional systems
versus regional representation in majoritarian systems.

48. They also show that, for distortionary tax systems, the tax rate will be higher in a
majoritarian system than in a proportional system. Rents to politicians are lower with
majoritarian voting, however, because relatively intense competition for swing voters
leaves less rent to politicians in equilibrium.

49. Because there is less competition among the politicians in a parliamentary regime, Persson
and Tabellini predict larger equilibrium rents for the politicians with parliamentary de-
mocracy. This prediction contradicts BDM, who note that a single-member district
parliamentary system needs a smaller winning coalition than a presidential system and
should, according to their model, lead to lower public good provision. In addition, Persson
and Tabellini examine an aspect of governance, the separation of powers, that cannot be
addressed in any obvious way by the BDM approach.

50. The samples are small, generally ranging from 35 to 40 observations in various
specifications. The authors do find consistent confirmation for the model’s predictions on
total government spending.

51. Lizzeri and Persico (2001) provide a different treatment of how proportional versus
majoritarian voting affects spending decisions. They examine provision of a pure public
good, the benefits of which accrue to all citizens, and for redistributive, pork-barrel
projects which can be targeted to specific groups. Their majoritarian system has a ‘winner
takes all’ character, rewarding the spoils of office entirely to the party with the largest vote
share. With their proportional system, spoils are split in proportion to vote shares. Their
model predicts (among other things) that government spending on public good provision
is more sensitive to the value citizens attach to public goods in a proportional system,
where candidates care about the numbers of votes actually received, than in a majoritarian
system, where additional votes have no value once a majority is secured.

52. See Besley and Case (2003, Tables 7, 13, and 14).
53. The breadth or inclusiveness of the group governing has a different name in each of these

models, but the essential motivation for differences in policy outcomes is the same. In the
model of BDM the factor is W/S, in McGuire and Olson’s (1996) model of redistributive
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democracy it is F, and in Deacon’s (2003) framework it is E/N. Niskanen’s (1997) model
has a similar flavor, but is not characterized by a similar parameter.

54. An emerging literature on this subject regards the homogeneity versus fractionalization of
the populations governed as an important factor. See, for example, Aghion et al. (2004).

55. The loyalty effect that produces monopoly power in low W/S states hinges on an assump-
tion that political challengers cannot guarantee potential supporters membership in a
future winning coalition if their challenge succeeds. While this may be true in some
instances, the authors do not provide empirical evidence that it is a general phenomenon.
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7 Empirical evidence on the optimality and
productivity of government services in sub-
Saharan Africa
Rita Babihuga

1 Introduction
In theory, the optimal mix of private and government activities has long been
the subject of considerable debate. The most important theoretical contribu-
tion is provided by Robert Barro (1990), who shows that in the context of an
endogenous growth model, government services are ‘optimally’ provided
when their marginal productivity equals unity (the ‘Barro Rule’). Endog-
enous growth theory pioneered by the work of Romer (1986, 1990), Lucas
(1988), Barro (1990) and Rebelo (1991) among others, points out mecha-
nisms by which policy variables cannot only affect the level of output, but
also steady state growth rates. Barro’s work endogenizes the relationship
between growth and fiscal policies, identifying expenditures as productive
and non-productive. Government spending is considered productive if it en-
ters the private production process by contributing directly to output.
Otherwise, it is considered unproductive and does not exert any lasting effect
on the growth rate.

The question of ‘optimality’ of government size has gained prominence in
light of the observed growth of the public sector over time in virtually every
region of the world. Empirical evidence shows that the governments of the
world are much larger in size than they were 50 years ago. The debate among
economists in this area focuses on the reasons for this growth as well as what
the appropriate role and consequently the size of the government in the
economy should be. There is evidence, however, that the high growth of
governments observed around the world in the 1960s and 1970s is much
more controlled from the 1980s onwards.

In this chapter, the optimal size of government for the average country in
sub-Saharan Africa is estimated by investigating the role of public services in
the production process. I also investigate the productivity of different ex-
penditure components to see whether or not current trends in the composition
of government expenditures in sub-Saharan African (SSA) countries repre-
sent a shift towards increased productivity.

A few indicators of the growth in government size are reported in the next
section. This is followed in Section 3 by the presentation of an empirical
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model for estimating the optimality of government size. Data and estimation
methods are also discussed. In Section 4, the empirical results are reported.
Section 5 is the conclusion.

2 Government size: some indicators
The growth in government size (defined as the ratio of the sum of government
consumption expenditure and government investment expenditure to GDP)
across different regions of the world over the period 1980–2003 is illustrated in
Figure 7.1. From the data, it is clear that the growth in government size over
this period has varied across countries and across time. While on average, every
geographical region has experienced an increase in the size of government at
one point in time or another, increases in government size are not sustained for
any region during the period 1980–2003. In fact, sharp increases in the size of
government have tended to be succeeded by a decrease in government size.
Average annual growth in the size of government has been highest in Europe
and lowest in Africa. The size of government has remained lowest in Africa,
and despite growing steadily in the early 1980s, in the early 1990s, a sharp
reduction in government size on average is evident in this region. Nonetheless,
since the mid-1990s, there has been a steady increase in government size, and
the annual average growth rate of government expenditures is higher in SSA
countries than any other region during the period since 1995.

Figure 7.1 Government expenditures in percentage of GDP (1980–2003)

60

50

40

30

20

10

0

19
81

19
82

19
83

19
84

19
85

19
86

19
87

19
88

19
89

19
90

19
91

19
92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

Sub-Saharan Africa

Middle East

Europe

North America

Central and Eastern Europe
Latin America and the Caribbean

Asia



Government services in sub-Saharan Africa 97

Table 7.1 Government share, 1980–2003

Country Average Minimum Maximum

1 Angola 45.1 31.9 73.5
2 Benin 18.7 15.1 25.6
3 Botswana 38.5 32.7 47.8
4 Burkina Faso 20.5 13.1 28.0
5 Burundi 25.0 19.9 31.5
6 C.A.R. 17.4 9.7 21.7
7 Cameroon 17.4 9.4 30.2
8 CapeVerde 41.3 23.4 57.1
9 Chad 16.6 4.1 24.4

10 Congo 22.4 15.6 29.9
11 Cote d’Ivoire 22.4 13.3 42.4
12 Djibouti 39.5 30.2 52.6
13 Ethiopia 26.3 17.6 36.5
14 Gabon 27.6 17.3 45.4
15 Gambia 24.2 17.6 33.3
16 Ghana 18.3 6.7 26.7
17 Guinea 20.2 13.3 40.2
18 Guinea-Bissau 38.0 18.0 56.2
19 Kenya 24.0 20.4 30.5
20 Lesotho 44.6 35.1 56.3
21 Madagascar 15.6 11.8 23.4
22 Malawi 24.8 18.0 44.0
23 Mali 22.8 16.4 26.2
24 Mauritania 31.9 22.7 46.8
25 Mauritius 22.1 19.5 31.2
26 Mozambique 25.5 19.3 33.8
27 Namibia 35.2 27.5 43.4
28 Niger 15.8 11.5 20.4
29 Nigeria 16.4 8.3 29.4
30 Rwanda 18.6 11.6 25.0
31 Senegal 19.5 16.7 28.9
32 Seychelles 48.5 41.4 59.2
33 South Africa 22.8 20.6 26.1
34 Sudan 19.9 7.1 46.3
35 Swaziland 29.0 21.2 34.8
36 Tanzania 15.3 8.5 23.6
37 Togo 24.3 14.4 37.7
38 Uganda 16.5 6.3 25.8
39 Zambia 31.3 21.0 45.8
40 Zimbabwe 29.9 23.8 37.7

Average (SSA) 25.8 17.8 37.0

Note: Average government size is calculated as S2003 t=1980(Gt/Yt) where G is total government
expenditures (consumption + investment) and Y is GDP. Minimum and maximum are defined
over the same period.

Source: GFS.
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Table 7.1 reports the average government size for 40 SSA countries over
the period 1980–2003. Average government size has ranged from 15.6 per
cent in Madagascar to 48.5 per cent in Seychelles. Focusing on SSA coun-
tries, the data in Figure 7.1 shows that the combined government size has
slowly risen from 15.2 percent in 1980 to 24.9 percent in 2003. Growth in
government size on average has been slow and periods of increases have
typically been followed by decreases in government size.

Since the mid-1990s, there has been a sustained increase in government
size in SSA countries, reflecting the adoption of a policy stance by many
countries with a focus on poverty reduction, and an increased role for the
government in the provision of social services such as health and education.
Another motive for increasing social spending is in order to achieve the
Millennium Development Goals1 in the areas of education and health. Figure
7.2 illustrates this trend.

Figure 7.2 Sub-Saharan African countries, government expenditure
breakdown (1980–2003)
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A question that emerges in the literature is the association between
government size and economic growth for several regions of the world. A
simple correlation between these two is reported in Figure A7.1 in the
Appendix. As shown in the figure this relationship is somewhat ambiguous
in the case of SSA countries, Latin America and the Caribbean during the
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period 1980–2003. In Asia, Europe and the Middle East, there is a clear
negative correlation, that is, increased government size (as measured by the
share of consumption and investment expenditures in total GDP) is associ-
ated with lower growth. A positive correlation is found between government
size and economic growth in Central and Eastern European countries. In
general, studies of the relationship between aggregate public expenditure
and economic growth have not yielded robust results, as the results seem to
be sensitive to small changes in model specification (Levine and Renelt,
1992).

3 Government size and growth: an empirical analysis
Is there an optimal size of government? The endogenous growth model
developed by Barro (1990), with constant returns to government and private
sector inputs generating endogenous growth, provides a useful benchmark
for empirical investigation of this issue. The Barro Rule suggests that govern-
ment size is optimal as long as the marginal product of government expenditure
equals one. Below one, government services are overprovided, and above
one, they are underprovided. Subsequent work by Barro and Sala-i-Martin
(1992, 1995) and papers by Fischer (1993), Karras (1993, 1996 and 1997)
and Islam (1995) provide the framework for analyzing the optimality of
government expenditures.

The empirical validity of the Barro rule has been investigated in a number
of studies. Karras (1996, 1997) estimates the optimal size of government
consumption relative to output on panel datasets of 118 countries and for a
subsample of 20 European countries. He finds government services to be
productive in all country groups, and estimates the optimal government size
at around 23 per cent for the average country, with variation across regions.
He finds that on average, government services are underprovided in Asia,
overprovided in Africa and optimally provided everywhere else. In his paper
he reports that, on average, actual government size tends to be smaller than
optimal in Europe (13 per cent vs. 16 per cent), higher than optimal in Africa
(22 per cent vs. 20 per cent), lower than optimal in South America (19 per
cent vs. 33 per cent) and close to optimal in North America (15.5 per cent vs.
16 per cent). Aly et al. (1998 and 2001) report that government size is much
higher than optimal in 12 Gulf countries of the Middle East (22 per cent vs.
12 per cent), although government services are productive in most Gulf
countries. Aly and Kandil (2001) extended Karras’ methodology by estimat-
ing the productivity of the different types of social spending (social services,
public services, economic activities, and defense and security).

Given that the public sector provision is not limited to consumption type
activities, measuring the size of government by consumption expenditure
may not be the appropriate test. In this chapter, the Barro optimality rule is



100 The Elgar companion to public economics

investigated with a dataset that includes investment spending as well as
consumption activities of governments.

The model used for testing the productivity of government expenditures
and the optimality of government size is an extension of the model derived by
Barro and Karras. A typical production function is assumed:

Y = F (K, L, G/L) (7.1)

where Y represents output; K is total (private and public) capital stock at the
beginning of the period; L is labor employed; and G is total government
expenditure, including both consumption and investment expenditure G = Gc +
GI. F is assumed to be time invariant, twice continuously differentiable, and
homogenous of degree one in K, L and G, with Fi > 0, and Fii < 0, for i = 1, 2, 3.

Differentiating equation (7.1) with respect to time and dividing by Y, we
obtain,

(DY/Y) = a (DL/L) + MPK (DK/Y) + MPG[(Dg/g)(G/Y)] (7.2)

where the parameters to be estimated are a, the output elasticity of employ-
ment; MPK, the marginal product of capital and MPG, the marginal product
of government services. g is equal to G/L, and D denotes the first derivative
with respect to time. DK is the addition to the capital stock, or investment
spending. Using equation (7.2), two hypotheses are tested.

Hypothesis 1: Government services are productive:
H0: Null hypothesis: MPG = 0, G is not productive,
H1: Alternative hypothesis: MPG > 0, G is productive.

Hypothesis 2: Government services are optimally provided:
H0: Null hypothesis: MPG = 1, G is optimally provided,
H1: Alternative hypothesis1 MPG < 1, G is over-provided,

Alternative hypothesis2 MPG > 2, G is under-provided.

Estimating the optimal size of government requires that MPG = g/s, where
g = (dF/dG)(G/Y) is the output elasticity of G, and s = G/Y. Invoking the
Barro rule, when MPG = 1, the government size is optimal, and s = g. Thus, g
can be estimated as follows:

(DY/Y) = a (DL/L) + MPK (DK/Y) + g (Dg/g). (7.3)

To further test for the productivity of different expenditure components,
equation (7.1) can be rewritten through the following decomposition:
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Y = F (K, L, GH/L, GE/L, GWS/L, GD/L). (7.4)

In the empirical analysis, GH, GE, GWS, GD represent the following main
components of government spending: health expenditures, education expen-
ditures, wages and salaries expenditures and defense spending respectively.
The parameters to be estimated are similar to those of equation (7.2) with the
addition of the marginal productivity of the components of government spend-
ing as follows:

(DY/Y) = a (DL/L) + MPK(DK/Y) + MPGH(Dgh/gh)(GH/Y) (7.5)
+ MPGH(Dge/ge)(GE/Y) + MPGWS(Dgws/gws)(GWS/Y)
+ MPGD(Dgd/gd)(GD/Y)

Equations (7.2), (7.3) and (7.5) are estimated for SSA countries. Data and
methods are spelled out below.

Data and methodology
Data used in the estimation are annual data obtained from the IMF Govern-
ment Finance Statistics and the International Finance Statistics. The sample
consists of 40 SSA countries selected on the basis of data availability on real
output (Y), population (a proxy for L), total investment (a proxy for change in
K), and government consumption (GC) and investment expenditures (GI). A
data base for GI was computed for each country. Data on the components of
government expenditures, that is, health, education, wages and salaries, and
defense expenditures were obtained from official government sources. Table
A7.1 in the Appendix lists the sample of countries used in the empirical
analysis.

The equations are estimated on panels created by pooling time series from
each country, and also for each individual country. The panel data estimation is
carried out using fixed effects regressions, which can account for many of the
unobservable factors that may be confused with the functioning of government.
By controlling explicitly for country- and time-specific fixed factors, fixed
effects estimation may mitigate omitted variable bias due to such unobservable
and poorly measurable quantities as national culture (Clark, 1987; Abrams and
Lewis, 1995) and legal-political institutional infrastructure (North, 1990). To
the extent that these factors are correlated with government size, the OLS and
OLS-type estimators used so widely in this literature will mistakenly allocate
the effect of these omitted factors to government size (as well as perhaps to
some of the other included regressors). The fixed effects estimator may remedy
the problem of omitted variable bias. It exploits the repetition across observa-
tional units in panel data to separate the effect of persistent immeasurable
factors from the relationship of interest. Specifically, a separate dummy vari-
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able is included for each observational unit so, in consequence, only within
movements in the dependent variable and the regressors are used to estimate
the parameters. If the unobservables that are correlated with government size
do not vary over time, the fixed effects estimator solves the omitted variable
problem. For instance, if factors reflecting institutional infrastructure are omit-
ted, the fixed effects estimates will be unbiased as long as these institutions are
constant over time. Since it takes a long time for institutions to change, this
may not be a totally unrealistic assumption.

Both fixed and random effects estimations were carried out, but since the
fixed effects estimator is generally considered to be more consistent, we
report only the fixed effects results, although random effects estimates are not
significantly different, and are available upon request. Estimating the equa-
tions with OLS, GLS with fixed effects and random effects served as robustness
checks since the estimations returned similar results.

4 Empirical results
Table 7.2 reports the results from the estimation of equation (7.2) with GLS
(fixed country and time effects). First the equation is estimated for the full
sample over the full time period 1980–2003. All the estimated coefficients
are statistically significant and both the marginal product of capital (MPK)
and the output elasticity of employment (a) have the right sign.

Table 7.2 Model estimates of the marginal product of government services

1980–2003 1980–1992 1993–2003

a 0.30 –0.39 1.25
(1.96)** (–1.64)* (11.66)***

MPK 0.07 0.14 0.17
(2.43)*** (2.77)*** (4.03)***

MPG –1.05 –0.90 0.83
(–2.86)*** (–1.62)* (2.16)***

R2 0.25 0.18 0.23
F(null: MPG = 1) 2.57 1.46 2.15

[0.02] [0.05] [0.01]

Notes:
* Statistically significant at 10 per cent; ** Statistically significant at 5 per cent; *** Statisti-
cally significant at 1 per cent.
All GLS equations are estimated with fixed country and time effects. All equations include a
constant (not reported here). Estimated t-statistics are in parentheses. The estimated significance
level of the F statistic is given in brackets below F.
Government Services are defined as the total of government consumption and investment
expenditures.
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The marginal product of government services is found to be negative and
statistically significant. When a break in the time series is made to coincide
with the shift in the fiscal policy stance in SSA countries in the 1990s,
government services are positive and statistically significant (that is, pro-
ductive) after 1993 (while MPG is still negative and statistically significant
prior to 1993). Therefore the hypothesis that G is not productive cannot be
rejected in the first specification, when the full sample period is considered.
After 1993, the hypothesis that G is not productive can be rejected in favor
of the alternative that government services make a positive contribution to
production.

The F-statistics reported in Table 7.2 test whether the marginal product of
government services equals one. As shown in the table, except for the period
(1993–2003) the hypothesis that MPG=1 is rejected, thus providing evidence
that on average government services are sub-optimally provided. This does
not mean, however, that all individual countries provide government services
sub-optimally.

Table A7.1 in the Appendix presents the regression results for individual
countries in the SSA sample. The individual country estimations show that
over the full sample period, 1980–2003, government services are overprovided
for a majority of countries. This finding is illustrated in Figure 7.3. In the
figure the actual average size of government is shown on the horizontal axis.

Figure 7.3 Government size and productivity of government services
(1980–2003)
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Table 7.3 Estimates of optimal government size for SSA countries

a 0.93
(9.08)***

MPK 0.12
(4.40)***

g 0.35
(3.52)***

R2 0.15

Implied optimal government size 35.0%

Notes:
* Statistically significant at 10 per cent; ** Statistically significant at 5 per cent; *** Statisti-
cally significant at 1 per cent.
All GLS equations are estimated with fixed country and time effects. All equations include a
constant (not reported here). Estimated t-statistics are in parentheses. The estimated significance
level of the F statistic is given in brackets below.
Government Services are defined as the total of government consumption and investment
expenditures.

From the figure it is clear that government services are overprovided in those
countries where government size is the largest.

The results obtained from estimating equation (7.3) are reported in Table
7.3. As seen in the table, all the variables have the expected sign and are
statistically significant at the 1 per cent level.

The output elasticity of government services, g, provides a measure for the
optimal size of government. The estimated g is statistically significant, imply-
ing that for the average SSA country, optimal government size is 35 per cent
(± 2 per cent). An illustration of how an individual country compares to this
average optimal size of government is shown in Figure 7.4: from the data it
appears that, government services are overprovided in more than 82 per cent
of the countries in the sample (that is, MPG < 1). They are underprovided in
Seychelles, Angola, Lesotho, Cape Verde, Botswana and Guinea-Bissau. The
results of estimating equation (7.3) for individual countries are seen in Table
A7.2 in the Appendix.

The findings reported here differ from those in Karras’ (1996) study. In this
paper the optimal size of government services for African countries in the
sample was 20 per cent (± 3 per cent). Karras’ sample of African countries is
much larger than ours, including non-SSA African countries. In addition,
whereas Karras employs government consumption expenditure as a proxy for
government size, we use a measure of government size that incorporates both
consumption and investment expenditures.
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Figure 7.4 Actual relative to estimated optimal government size
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Finally, Table 7.4 presents the estimation results of equation (7.5). The
equation tests the productivity of key components of government expendi-
tures. As discussed earlier, SSA countries have increased the share of total
expenditures allocated to social services in the 1990s. In many countries,
education and health expenditures have grown steadily during this period.
This growth in social expenditures seems to have been achieved largely by
the reallocation of resources away from some activities, although the overall
size of government has also (on average) grown slowly.

The regression results in the table show that apart from defense expendi-
tures, all the coefficients for expenditure categories are highly significant.
The marginal product of education expenditures is positive and statistically
significant, implying that education expenditures are an important contributor
to growth. This finding is consistent with other findings reported in the
literature on the relationship between education and growth (Barro, 1991;
Easterly and Rebelo, 1993; Otani and Villanueva, 1990 and Diamond, 1989).
Other studies suggest an indirect link between education and economic growth,
for example, through the linkage between education expenditures and private
investment (Clements and Levy, 1994).

Health expenditures and expenditures for wages and salaries are found also
to be highly significant, but negatively correlated with growth. Individual
countries’ estimates are available upon request.
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5 Conclusion
The productivity of government services and the optimal size of government
for the average SSA country have been estimated by investigating the role of
public services in the production process. The theoretical model employed in
the chapter posits that for government services to be optimally provided, their
marginal product should equal one (the ‘Barro’ rule).

The empirical investigation based on annual data from 1980–2003 for 40
countries yields the following conclusions: first, government services are
found to be growth-retarding during the 1980s, but productive in the latter
part of the period analyzed, that is, in the 1990s, coinciding with a shift in the
fiscal policy stance in many SSA countries. Second, government services are
overprovided in the majority of SSA countries. Third, the optimal govern-
ment size is estimated to be around 35 for the average SSA country. Finally,
education expenditures have an important positive contribution to economic
growth, whereas expenditures on health and wages and salaries are growth-

Table 7.4 The marginal product of components of government services

a 0.15
(–0.76)

MPK 0.19
(3.92)***

MPGh –0.16
(–2.06)**

MPGe 0.46
(2.85)***

MPGws –0.15
(–2.44)***

MPGd 0.01
–1.06

R2 0.34
F(null: MPG = 1) 2.29

[0.03]

Notes:
* Statistically significant at 10 per cent; ** Statistically significant at 5 per cent; *** Statisti-
cally significant at 1 per cent.
All GLS equations are estimated with fixed country and time effects. All equations include a
constant (not reported here). Estimated t-statistics are in parentheses. The estimated significance
level of the F statistic is given in brackets below.
MPGh: Health expenditures.
MPGe: Education expenditures.
MPGws: Expenditures on wages and salaries.
MPGd: Defense expenditures.
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retarding. The latter result implies that the increase in education expenditures
in many SSA countries over the last decade may have been important for
growth. The impact of health expenditures, however, is surprisingly negative
given that health spending can be considered as an investment in human
capital. Further research may shed light on this issue.

Endogenous growth models (Barro, 1990; Barro and Sala-i-Martin, 1992;
1995) assign an important role to fiscal policy in determining the long run
steady-state growth. In the Barro (1990) model, the growth effects of differ-
ent types of government expenditures depend on their classification into
productive and non-productive categories. Because investment in human and
physical capital in endogenous growth models is shown to affect the steady-
state growth rate, there is, consequently, much more scope for some
government expenditures to play an important role in the growth process. To
maximize growth, the optimal expenditure mix would emphasize productive
expenditures and minimize unproductive ones. Governments in SSA coun-
tries may not always follow this prescribed rule. Most often they have to
carry out objectives including reducing poverty and increasing social equity,
which may not contribute to or even retard economic growth.

The results of the empirical investigation suggest that on average, there are
productivity gains associated with the changing composition of government
expenditures in many SSA countries in the late 1990s. From the growth
maximizing objective, the composition of government expenditures is impor-
tant since not all expenditure components have the same marginal productivity.
Expenditures on education in particular, which are considered to be an invest-
ment in human capital, are shown to have a positive and significant impact on
growth in SSA countries. Education expenditures have been steadily rising
since the early 1990s in many SSA countries and are an important element of
the poverty reduction objective of many SSA countries. Clearly, these expen-
ditures are also growth enhancing in the long run.

Our finding that government services are on average overprovided in the
majority of SSA countries, a $1 increase in government expenditures results
in an output increase of less than a dollar, is consistent with Karras’ findings.
In his 1996 study he reports that Africa was the only region in the world
where government services are overprovided. Although the factors underly-
ing this overprovision are beyond the scope of this study, it is possible to
speculate about some of its causes. One possible explanation lies in the mix
of services, that is, the overprovision of government services may be due to
the fact that the composition of government expenditures are on average
skewed toward unproductive uses. Further analysis could focus on the condi-
tions unique to SSA countries that contribute to the overprovision of
government services.
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Note
1. Millennium Development Goals (MDGs) commit countries to achieving targets in areas of

human development and require a targeted effort on the part of governments to channel
resources to areas of the economy that promote human development. The MDGs were set
at the United Nations Millennium Summit in September 2000, where 189 countries com-
mitted to ambitious targets for improving the health and welfare of the developing world by
2015.



Government services in sub-Saharan Africa 109

Appendix

Table A7.1 The marginal product of government services: model estimates
for individual countries

Optimal provision of
Country MPG t-statistic government services?

Benin –1.85 –1.27 MPG < 1
Burkina Faso –5.43 –0.85 MPG < 1
Burundi –3.61 –0.12 MPG < 1
C.A.R. –12.32 –2.05** MPG < 1
Chad –11.07 –3.47*** MPG < 1
Congo 0.87 0.27 MPG < 1
Ethiopia –3.06 –1.50* MPG < 1
Ghana –0.11 –1.17 MPG < 1
Guinea –1.13 –1.57* MPG < 1
Guinea-Bissau 0.98 1.01 MPG < 1
Malawi –10.01 –2.84*** MPG < 1
Mali –0.97 –0.28 MPG < 1
Mauritius –7.63 –1.98** MPG < 1
Mozambique 0.84 1.15 MPG < 1
Namibia 0.69 1.22 MPG < 1
Niger 0.86 0.05 MPG < 1
Rwanda –7.37 –0.67 MPG < 1
Swaziland –5.66 –1.31 MPG < 1
Tanzania –0.44 –0.38 MPG < 1
Togo –2.07 –0.20 MPG < 1
Zimbabwe –1.04 –0.90 MPG < 1

Angola 1.64 1.04 MPG > 1
Cameroon 3.82 0.57 MPG > 1
Cape Verde 1.83 2.15** MPG > 1
Cote d’Ivoire 1.92 1.51* MPG > 1
Kenya 5.86 1.97** MPG > 1
Lesotho 1.58 1.74* MPG > 1
Madagascar 3.49 1.70* MPG > 1
Senegal 6.01 1.39* MPG > 1
Seychelles 6.35 0.91 MPG > 1
Uganda 6.00 1.55* MPG > 1
Botswana 1.01 0.21 MPG > 1

Notes: * Statistically significant at 10 per cent; ** Statistically significant at 5 per cent; ***
Statistically significant at 1 per cent.
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Table A7.2 Optimal government size: individual country tests for equation
(7.3), 1980–2003

Implied optimal
Country g t-statistic government size

Angola 0.37 1.76* 37%
Benin 0.20 1.09 20%
Botswana –0.43 –0.66 43%
Burkina Faso –0.49 –0.85 49%
Burundi 0.61 1.67** 61%
C.A.R. –0.49 –0.16 49%
Cameroon –0.47 –3.7*** 47%
Cape Verde 0.63 2.19*** 63%
Chad –0.20 –0.78 20%
Cote d’Ivoire 0.58 0.28 58%
Ethiopia 0.43 0.6 43%
Ghana 0.49 0.73 49%
Guinea –0.39 –1.36* 39%
Guinea-Bissau 0.42 2.09** 42%
Kenya 0.43 0.88 43%
Lesotho –0.14 –0.15 14%
Madagascar 0.69 0.41 69%
Malawi –0.37 –1.52* 37%
Mali –0.61 –0.72 61%
Mauritius 0.41 0.35 41%
Mozambique 0.27 1.81* 27%
Namibia 0.45 2.5 45%
Niger 0.43 0.81 43%
Rwanda 0.45 0.97 45%
Senegal 0.26 2.49*** 26%
Seychelles 0.18 –2.04* 18%
Swaziland 0.40 –3.09*** 40%
Tanzania –0.42 –0.96 42%
Togo 0.38 1.26 38%
Uganda 0.15 0.15 15%
Zimbabwe 0.25 –2.08*** 25%

Notes: * Statistically significant at 10 per cent; ** Statistically significant at 5 per cent;
*** Statistically significant at 1 per cent.
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Figure A7.1 Correlation between economic growth and government size
(1980–2003)
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PUBLIC SECTOR PROVISION
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8 The supply side of democratic government: a
brief survey
Thomas Borcherding and Dong (Dan) Lee

1 Introduction
In general, government has four options in supplying services: public produc-
tion using public bureaucracy or public enterprise; ‘outsourced’ supplies
through contracting; the employment of tax-expenditures, grants, payments
and vouchers directed to private groups and individuals, all tied to specified
private activities; and the use of regulatory fiats. The choice amongst supply
instruments depends on both the neo-classical and the various neo-institu-
tional transaction costs of providing public policy.1 Some interesting tensions
between neo-classical costs and neo-institutional transaction costs will be
shown to emerge.

Below we parse out these several aspects of the supply side of public
policy for representative, competitively organized governments.2 In section 2
we ignore many of the institutional and political aspects of public supply, but
dwell on issues of technology, Baumol’s law, compliance costs, tax issues,
and regulation. In section 3 the political aspect of bureaucracy as an interest
group, the political economy of tax reform, and federalism as a competitive
constraint and corrective will be considered. A concluding section 4 brings
up issues that we hope may be useful for future research.

2 A-Institutional elements of public supply
In this section we consider several aspects of public sector supply, more or
less independent of the institutions of public choice.3

2.1 Bureaucratic power and cooperant spillovers on the supply side of
public services

The supply of public services exhibits three fundamental technological con-
ditions. First, public output is produced under condition of (near) monopoly
of citizens’ inclusion in, and obligation to, the state. These burdens cannot
easily be escaped by citizens and voters, save for (illegal) evasions and the
institutional mechanisms of Hirschman’s ‘exit’ and ‘voice’ (Hirschman, 1970).

Motivation of, and constraints upon, suppliers of government policies im-
mediately come to mind. Niskanen (1971) argues that bureaucrats are ‘budget
maximizers’ with a great deal of monopoly power over the supply of their
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outputs. We defer to section 3 a full critique of the Niskanen’s model, but
treat here only its key prediction: a bureaucracy, enjoying an informational
advantage over a passive legislature, sets budgets levels above that which
would be desired by the median voter’s representatives under competitive
circumstances. Operationally, it follows that if budget is actually maximized,
observed absolute price elasticities of demand must be unitary or greater,
about which more in section 3.

Ott (1980) offers evidence for unitary price elasticities, though McGuire
(1981) demurs. In fact, most scholars find that absolute price elasticities are
(almost) always less than one. In fact, detailed surveys by Holsey and
Borcherding (1997) and Borcherding and Lee (2004) find no research with
observed absolute price elasticities equal to or below one, suggesting that
bureaucrats are producing at too cheap a price for the Niskanen (1971)
hypothesis to hold.

A second technical point to note is that public services generally do not
have easily definable outputs. Cullis and Jones (1998) note that, according to
neo-classical theory, supply curves derive from well-defined production func-
tions, sensitive to extant technologies and input prices, driven by the profit
motive. What motivates public suppliers is not so well understood. For exam-
ple, what produces sound diplomacy, a good education, or a peaceful and
orderly society? Further, the shut-down condition for a private firm, that is,
price below average variable cost, is not applicable to public bureaucracies
and enterprises, though costs still matter. It is, therefore, common in the
public supply-side literature to assume that production choices within bu-
reaucracies are not wholly insensitive to changes in input prices and monitoring
mechanisms, that is, opportunity costs and oversight efforts matter, though
the evidence indicates that their effects are attenuated compared to goods and
services supplied by private firms (Borcherding et al., 1982).

Finally, publicly provided services (often) exhibit joint consumption econo-
mies with non-government goods. Bradford, Malt and Oates (1969) and
Oates (1977, 1981) argue that public services are actually supplied by pub-
licly provided inputs and by community environmental factors. Thus,
governments are providers of a joint input necessary to produce public serv-
ices along with flows from the existing ‘social capital’ stock in a community
(Holsey and Borcherding, 1997). This means that average and marginal costs
of providing a given level of constant-quality public services will vary in-
versely (directly) with positive (negative) social capital service flows
(Hamilton, 1982; Schwab and Zampelli, 1987). Unfortunately, little quantita-
tive work allows us to discuss the real levels of government supply and its
costs, with these two key inputs.
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2.2 The relative price of public supply and Baumol’s law
Amongst the many explanations why government size increased dramatically
in the US (and OECD countries, in general) is Baumol’s ‘cost disease’ hy-
pothesis. Baumol (1967) argues that because the government sector is largely
labor-intensive, productivity growth rates are lower than those of more pri-
vate sector capital-intensive industries, causing the relative price of government
services to rise over time.4 For instance, if competitive pressures cause wages
in the public sector to rise commensurately with those in the productivity-
driven private sector, then cost per unit of public services must necessarily
rise faster than that in the private sector. This rise in the relative price of
government services has been empirically supported by numerous studies
(Bradford et al., 1969; Beck, 1976; Peltzman, 1980; Berry and Lowery, 1984;
and Ferris and West, 1996, 1999). The survey by Spann (1977) suggests a 1.5
per cent annual price rise in government outputs. Confirming this, Peltzman
(1980) obtains a 1.4 per cent annual difference between the 1929–74 rise in
the private goods and services price deflator and that of government’s im-
plicit price index. More recently, Borcherding et al. (2004) find an average of
0.8 per cent annual growth rise of the price index of government sector output
relative to the GDP deflator for private output for 20 OECD countries from
1970 to 1997. Baumol’s relative price effect is now generally accepted by
public choice scholars as a major source of public sector expansion (Lybeck
and Henrekson, 1988; Ferris and West, 1993).5 It also suggests that because
of productivity lags and rising real wages, the supply curve of public policy
delivery necessarily shifts up over time, other things being equal.

2.3 Tax instruments and public supply: compliance costs
Various tax instruments have different costs of both legal tax avoidance and
illegal tax evasion, which add to the traditional deadweight losses associated
with taxation.6 For example, most OECD countries since the 1970s adopted
the value-added tax (VAT), often to replace existing national sales taxes.
Though the VAT is more efficient than cascading sales taxes (because it
eliminates the double taxation of purchased inputs, has a broader tax base,
and does not distort firms’ decision to integrate vertically), it is particularly
attractive because it discourages tax evasion, since the tax is collected at each
stage of production and sale.

Other sources of tax compliance also bear examination.7 Kau and Rubin
(1981) suggest that in the post-World War II period the costs to citizens and
firms of both legal tax avoidance and illegal tax evasion have increased
because record keeping improved and economic activity moved from the
farm to the city. On the other hand, more self-employed people raised the
cost of collecting funds. On the whole, however, the higher costs to taxpayers
of tax avoidance and evasion raised compliance levels, so revenue per unit of
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tax rose. Kau and Rubin (1981) also find that a larger female labor force
participation rate increased tax revenues, hence expenditures, by shifting
economic activity from the home into the market. This hypothesis is con-
firmed by Henrekson (1990) and Ferris and West (1993). The empirical
specification of this theory, however, is observationally equivalent to the
specifications of at least one other theory: that government expenditure in-
creases because more women participate in labor forces lowering community
inputs from ‘stay-at-home’ mothers – a substitute for publicly provided social
services – causing public sector costs at the margin to rise (Lindbeck, 1982).
Holsey and Borcherding (1997) believe that both tax-compliance economies
and joint-consumption diseconomies are working here, but separating them is
difficult. In any case, since, ceteris paribus, it appears that compliance cost
per dollar of collected revenue has fallen since World War II, the supply side
of the public sector has been enhanced. By how much is uncertain.

2.4 Regulations as rivals and complements to fiscal instruments
The major discussion of government supply of public services has focused on
a single measure, public budgetary statistics. Unfortunately, the budgetary
measure of government size is a less useful indicator of the magnitude of
government’s influence over the economy than is generally understood, since
it ignores the impact of government regulations, which constrain and direct
by fiat private decision-making.8 Without properly accounting for what Leonard
(1986) call the ‘quiet side’ of government activity, public expenditures under-
estimate, probably significantly, the full cost of government.9

Richard Posner (1971) emphasizes regulation as an alternative policy
instrument to government spending, as does Kelman (1999).10 They argue
and describe how government could use either a tax-and-spending program
or an appropriately tailored regulation to achieve a given policy. Posner
(1971), following Stigler (1971), shows how regulations can shift income
claims amongst differing citizen groups but because of its ‘off budget’
nature, in a more opaque manner than by fiscal means where budgetary
lines must clearly be specified.11 Posner accepts non-rent seeking goals as
well, while Kelman concentrates on these, pointing out that government
may secure employee health-care benefits either by using tax revenues to
purchase health insurance for employees or by mandating that employers
provide the insurance; they may either pay for the vaccination for the young
or require their parents to do so; and at a local level municipalities can
ensure street cleaning or refuse-removal services either through a tax-and-
spending program or by transferring the burden onto property owners by
ordinance. In short, Posner and Kelman emphasize that the functional inter-
changeability of fiscal and regulatory measures allows government more
and subtler choices than by fiscal means alone.



The supply side of democratic government 119

Note, however, that Posner (1971) and Kelman (1999) explicitly treat
spending and regulation as substitutes, by implicitly assuming some more-or-
less fixed level of public policy provision. Of course, with only two instruments
of policy provision, convexity assumptions necessarily require a substitute
relationship between tax and regulation given any level of government qual-
ity-adjusted policy services. But, fiscal-regulatory history is not static. In a
recent study of government growth for nearly 20 OECD countries in the post-
1970 period Borcherding et al. (2004) use two proximate measures for the
degree of regulation to show that regulation is positively correlated with the
budgetary size of public expenditures (adjusted for inflation), which suggests
that regulation and government spending are growth complementary, that is,
normal inputs. Lee and Borcherding (2005) confirm this for US state environ-
mental policy, using data from 1980 through 1994. For short periods, where
the public policy composite can be assumed to be relatively fixed, their
results suggest that the ratio of fiscal to regulatory activities is inversely
sensitive to key indicators of its relative prices (to be discussed in the next
section). One key Posnerian insight emerges from all of this: this tax-regula-
tion interaction, by enhancing the number of policy inputs – definitely a
post-depression phenomenon – necessarily reduces the overall costs of public
policy and adds to its supply price elasticity.

3 Public sector supply: institutions and politics
The neo-institutional revolution in economics explores how transactions cost
from political interactions and contractual exchange affects the organization
of public supply (Dixit, 1996). In this penultimate section we first explore
how these impact the understanding of public policy provision and imple-
mentation, then shift to questions of the political economy of tax deadweights
and tax reform. We complete our thoughts on policy supply with the consid-
eration of federalism as an organizational alternative.

3.1 On bureaucracy, outsourcing and regulatory politics
One of the early puzzles in the literature of organizing government supply is
why more public service functions are not carried out by contracting out?
Indeed, a significant portion of government budget is supplied by public
bureaucracies, whereas private firms, facing higher levels of competition,
seemingly could provide these public outputs at lower production costs
(Khursheed and Borcherding, 1998; Borcherding and Besocke, 2004). There
is, in fact, almost no contrary evidence that unit production costs of public
entities are higher than those of private firms (Bennett and Johnson, 1980;
Borcherding et al., 1982; Khursheed and Borcherding, 1998; Borcherding
and Besocke, 2004). These studies are quite varied – airport services, bank-
ing, debt collection, fire protection, health care, refuse collection, utilities,
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and weather forecasting – to name a few. Borcherding et al. (1982) also find
that private firms are comparatively more productive than public firms in four
OECD countries, Australia, Canada, Switzerland and (then) West Germany,
at the central and non-central levels, as well as for the US. A number of
theories explain this divergence in production costs between private and
public firms, but we will concentrate on three variants.

We have already discussed the Niskanen (1971) paradigm of budget-maxi-
mizing bureaucrats, but it deserves a closer neo-institutional analysis. Niskanen
argues that budget-maximizing could lead to cost-dissipations, if demand
would otherwise be in the price inelastic range. In such a case, budget
pursuing bureaucrats contract output to the unitary price elastic region and
‘waste’ resources to use up that maximized budget above minimum cost.
Since the empirics generally find absolute elasticities considerably lower
than one, simple budget maximizing becomes a questionable assumption.
Besides, evidence suggests that this goal is frustrated not by any lack of
desire by bureaucrats, but by the countervailing power of purchasing agents –
the legislators, executives and appointed officials – who serve at various
interest groups’ (especially, voters’ and elected officials’) pleasures.

A bit of US historical narrative is useful here (Borcherding, Bush and
Spann, 1977). Bureaucrats obtained some power in the US during the turn-of-
the-20th century Progressive era, more during the New Deal, and, ironically,
later through various of the (federal and state) Hoover-type commissions’
reforms devoted to making bureaucracies more effective. Such privileges
were unknown to government employees under the 19th century’s Jacksonian
‘spoils system’. Borcherding, Bush and Spann (1977) find that civil service
power at the state level is positively correlated to public budgets, but argue
the extent of power that Niskanen suggests is unlikely.12

Of course, in competitive polities where elected officials and their appoint-
ees are accountable to voters and various organized interests, bureaucrats
have only limited power over their bosses. In a now-classic pair of articles
known collectively as the McNollGast papers (McCubbins, Noll, and Weingast,
1987; 1989), evidence of strong congressional and political oversight is pre-
sented which McNollGast argues nullifies excessive Niskanen-type monopoly
powers, in part or near totally. The consensus, to date, is that bureaucrats, in
their role as interest groups, do have some ability to affect their own wages,
‘perks’, and budgets, but it is always limited and should be analyzed in a
case-by-case fashion as, say, one would in observing the setting of non-
competitive wages and employment terms in contracts involving labor unions
and legalized guilds in the private sector.13

Another key neo-institutionalist concept in the public supply literature is
that of Armen Alchian and his followers, which Borcherding et al. (1982)
refer to as the UCLA ‘property rights approach’. George Stigler and his
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Chicago School followers’ ‘regulatory capture theory’ complete the troika of
political/institutional transactions explanations.

Alchian et al. argue that the divergence in production costs between private
and public firms lies in the structure of property rights, in particular the lack
of ownership transferability in affecting governance within public firms
(Borcherding, 1983; Khursheed and Borcherding, 1998; Borcherding and
Besocke, 2004). Though owners easily transfer their claims on property of
private firms by buying and selling their shares and, thus, affect governance
by threat of, or actual, management take-over, voters – the constitutional
owners of public ‘firms’ – are unable to buy and sell their fictive shares. Their
instruments of governance and control over public entities are the high trans-
actions’ costly ones of exit and voice (Hirschman, 1970). Since exit, ‘voting
with one’s feet’, is relatively costly, voters have less incentive to monitor the
behavior of self-interested bureaucrats than do owners of private shares, who
are aided by capital market arbitrage and take-over specialists.14 Thus manag-
ers of a public entity are predicted to impose higher production costs than
those realized by a comparable private firm.15

Stigler (1971) et al. appeal to the differential voice within the polity as
chief motivator of both fiscal side and regulation. The Chicagoans hold that
government agencies are not as sensitive to the ‘public interest’ (social
maximizations) as to political pressure put upon them by elected and ap-
pointed officials, and in the case of regulators, by the regulated firms
themselves. Thus, Stigler holds this leads to ‘capture’ by interest groups,
which, in turn, is determined by the relative political valence of the regulated,
who find it worthwhile to invest in political influence, compared to that of
more general interests. Such rent-seeking leads, in turn, to transfers of in-
come from the public to special interests well beyond the deadweights imposed
by natural transaction cost inefficiencies of the UCLA School variety, by the
difficulties in Ramsey-pricing, administration, implementation, and so on,
discussed in the typical public economics and regulation text prior to, say, the
late 1970s. Chicago-based colleagues of Stigler, Sam Peltzman (1976) and
Gary Becker (1983, 1985) expand this theme further. They conclude that
political outcomes of all sorts depend on the relative political influence of
interest groups in relation to that of their opponents. Such political influences
will depend on expenditures of time and money, and on group size and
political salience due to transaction cost advantages of compact, intensely
interested groups compared to larger, less cohering general interests ones.16

The public choice details of political interactions via committee structures,
voting rules, and electoral representation on constraints are not studied by the
Chicagoans, what Borcherding and Besocke (2004) refer to as the study of
‘politics without the politics’, but they explain why demand-side factors in
public choice do allow for cost inefficiencies on the supply side. In fact, in
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the Chicago view these are not avoidable costs, but necessary to carry out the
public’s business (Borcherding et al., 1982).

Given that private firms in all three aforementioned approaches predict
higher production costs for public firms, it is useful to examine more closely
the three alternatives to direct public supply: (1) government contracts for
public services to private firms; (2) government distribution of vouchers or
tax-code provision of narrowly focused tax-expenditures to private groups or
directly to individuals and households; and (3) requirements that private
firms produce outputs according to regulatory fiats, often at stipulated prices.
The choice amongst these supply instruments, we argue, depends on the
overall transaction costs of policy implementation, including politically re-
quired transfers. This means that even if private production is cheaper than
public production in some neo-classical sense, contracting with private firms
or vouchers may add substantial costs in other ways to officials charged with
effecting public policy supply.

Nelson (1997), for instance, shows theoretically and empirically that mu-
nicipal governments in more heterogeneous communities are less likely to
outsource to private firms. Since individuals have diverse demands and the
nature of public services are often complicated, contracts with private firms
incur substantial price negotiation and compliance costs. This possibly is
serious when the contracts are repeated, but quantity requirements vary. In
this case, the public production using the bureaucracy avoids negotiating
each contract as it occurs, and, by vertical integration with final decision-
making structures (the legislature and top civil servants), lowers the cost of
repeated contracts.17 Though it may be true that long-term contracts with
private firms can help governments save the costs of frequent negotiation of
prices, such contracts may also increase the costs of monitoring and enforc-
ing the agreed terms of contracts. Since the government has less control over
the private firms than over its own ‘in-house’ production, chiseling opportun-
ism and shirking by the private contracting firms may only be detected with
substantial costs.

Borcherding (1983), Khursheed and Borcherding (1998), and Borcherding
and Besocke (2004) also list the stability of quantity but, particularly, main-
taining quality of supply as another key reason why governments may avoid
contracting out. Armed forces, correction, diplomacy, the judicial system and
police services are among such services which governments often choose to
provide themselves even at higher costs than would be obtained by outsourcings
to private firms. Given incentives to cut cost and the often sharp asymmetries
of information, private firms have incentives to lower the quality of services,
especially as input prices rise.18

Beside outsourcings, vouchers are another device to interject competition
into the supply of public services. Since, as mentioned, public firms tend to
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be less cost efficient than private ones, vouchers could bring unit costs down
and improve the effective quality of the services. Milton Friedman (1962), for
instance, has long supported the use of state voucher systems for kindergar-
ten to 12th grade education, where parents exchange vouchers for education
at different types of schools: private, non-profit, as well as public.19 Vouchers
aside, Chubb and Moe (1990) argue that de minimus the public school system
could rid itself of many inefficient bureaucratic rules by shifting power back
from state departments of education to local school boards. This would offset
the narrow interests in the administration, management and execution of
public education: teachers’ unions, state curriculum agencies, and associa-
tions of superintendents and principals. That none of this has happened is
generally attributed to power of one key interest group, the teachers’ unions.
The ‘charter schools’ movement is too new for an assessment. In politically
entrepreneurial California, Governor Schwarzenegger has proposed a refer-
endum to tie teachers’ pay and employment to merit and performance.20

Alternatives to policy supplied wholly by public bureaucracies are, in fact,
pursued, especially in the US. Contracting out and regulatory fiat provide a
great deal of public sector output, especially in the US, but an exact fractional
estimate is not available. Higher education and research has much of its
supply outsourced. Medical care for the aged and poor does as well. Welfare
is largely provided by vouchers, though in-kind grants are made. Social
security is supplied via direct transfers.21 Much of environmental health and
safety, on the other hand, are ‘regulated out’.

This brings us to the third alternative to the public bureaucracy or govern-
ment enterprise. In the US, government generally chooses to regulate the
private firms which supply public services such as utilities, transportation and
telecommunication, rather than to nationalize them. Though issues of natural
monopoly price controls and quality maintenance are often used to explain
regulation, redistribution is also a motivation (Stigler, 1971) though Williamson
(1976) emphasizes how contracting out can lead to regulation. Producers of
such regulated services are generally required to provide output for some
groups of people at a lower than market price, sometimes even incremental
costs, but are then permitted to charge higher prices to others who cross-
subsidized the margins of loss (Posner, 1971). The regulatory mode to enhance
environment, health and safety is too lengthy and well known to bear repeti-
tion, so let us skip to its possibilities for carrying out redistributive policy: it
is less visible than production through bureaucracy, since it generally by-
passes the tax system (Khursheed and Borcherding, 1998). However, supplying
public services using regulation can also cause serious deficiencies in quan-
tity and quality, for example, rent controls and smog regulations, so its usage
necessarily increases political costs at the margin. ‘Paving and repair of roads
using the corvée was never a costless process, and the history of conscription
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during the Vietnam War was not a happy one’ (Khursheed and Borcherding,
1998).

In summary, for section 3.1, it seems that organizational forms affect
average and marginal costs of publicly supplied services, and the political
returns to transfers make apparently over-costly means politically advanta-
geous. Whether over time overall cost due to deviations from neo-classically
competitive contracting and tax-expenditures – that is, from bureaucratic in-
house production or regulatory fiats – has risen is a question we cannot
answer, nor has anyone else to our knowledge.

3.2 On tax deadweights and tax reform
There seems little doubt that the modern income tax is neo-classically ineffi-
cient. Because of disincentives to work, save and invest, Stuart (1984) finds
that at the highest (pre-Reagan) marginal tax rates on labor income in the US,
average welfare losses per dollar of tax revenue were nearly 21 cents, while
marginal expansions of revenues dissipated at least twice that. Because of
this, US economists generally welcomed the US Tax Reform Act of 1986,
which lowered the top marginal personal income tax rate from 50 to 28 per
cent.22 This was, however, subject to a myriad of exceptions, various exemp-
tions and diverse loopholes and, in years following, tax increases by succeeding
administrations. The reason for deviation from more efficient to less efficient
tax application should not be puzzling. As Hettich and Winer (1999) show for
the US and Canada, optimal tax theory notwithstanding, politicians do not
gain from minimizing aggregate deadweights, but by minimizing the politi-
cally weighted sums of these losses to key interest groups. Thus, it is likely
that full costs to suppliers at the margin of public fiscal actions necessarily
include costly disincentive effects.

Still, there is always a general interest group argument for an overall
efficient tax reform. As the conventional wisdom in public economics holds,
the welfare losses of income taxes could be significantly reduced under a
consumption tax, or by either of two others, the flat tax and the value-added
tax (VAT). Although all have gained wide support from various public fi-
nance scholars, the US federal tax system has not embraced any of these
(putatively) efficient levies, but continues to rely, heavily, too, on the (puta-
tively) inefficient progressive personal income tax.23

Interestingly, a few academy-based opponents of wide-based tax reform
argue that a seemingly more efficient tax system might actually reduce the
aggregate taxpayer welfare. Becker (1983) proposes that a more efficient
taxation system could lead to a larger government, which, due to rent-seek-
ing, might add to an already excessive level of public spending. His argument
is simple: anything which lowers the cost of public services encourages,
following the law of demand, larger levels of consumption. If the public
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sector is already engorged by special interest budget enhancements, new
deadweight losses ensue. Becker and Mulligan (2003) reiterate this proposi-
tion with more precision. Borcherding and Lee (2005) argue, however, that
substituting an efficient tax system for an inefficient one will not reduce net
taxpayer welfare, even accepting excess spending, because it creates a wel-
fare gain at the pre-existing levels of public supply. This ‘infra-marginal’
improvement, they argue, is always larger than the welfare loss from the
extension of government at the margins.24

But, if this is so, it leads to a deeper puzzle: why is the US so reluctant to
adopt a tax such as the VAT? Borcherding and Lee (2005) offer a public
choice explanation: politicians and public bureaucrats will use the new effi-
cient tax to increase public budgets, but without replacing all or most of the
old inefficient personal income tax system. When both the old and new tax
regimes coexist, the so-called more efficient tax becomes an ‘add on’, and the
infra-marginal gains tend to disappear, leaving only the welfare loss from an
enlarged government. It can easily be shown that, given the level of adding
on, the net welfare gain to the average citizen moves from positive to nega-
tive. Thus, the Becker and Mulligan (2003) proposition may hold. Borcherding
and Lee (2005) offer empirical evidence of this for OECD countries that
VATs do not ‘crowd out’ income taxes, but are, in fact, significant add ons.
Still, a policy improving VAT (or a consumption tax) remains a possibility, if
it were tied to a committed repeal of the current personal income tax.25

Clearly this is a political challenge that no major elected US official has yet
to champion, though there are several pro-market ‘think tank’ proposals of
this sort.26

As to why the European countries, unlike the US, were so willing to adopt
the VAT, we must compare the fundamentally different fiscal cultures of the
western European countries to the US. Fiscal politics is far more competitive
in the US than on the European continent, because interest groups in the US
have far more input in developing tax policy than their European counterparts
(Tanzi and Schuknecht, 2000). In France, Germany and Japan, for example,
ministries of finance are said to have nearly autonomous power in writing and
re-writing tax codes (Webber and Wildavsky, 1986). Thus, introducing the
VAT was far easier in Europe than in the US and, once in, income taxes
continued, even crept up. In the US, on the other hand, state and local
governments (and other powerful private-sector interest groups) oppose any
type of national sales tax because retail sales tax is a crucial part of the state
and local revenues.27 Thus non-federal governments fear the VAT, if intro-
duced, would compete and reduce the yields on one of their most important
revenue sources.

It is interesting to observe that in the evolving European Union there seems
to be a serious tension between the high tax/high spending, regulation-intensive
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western members and the lower-tax, lesser regulation minded accession mem-
bers to the east. Many of the latter already use flat taxes and VATs intensively,
but at fairly low rates. This has caused consternation amongst the entrenched
fiscal and regulatory elites in Brussels, which brings us to our final political
conditioning agent of public supply, the role of federalism in affecting supply
choices.

3.3 On federalism
As said earlier, two important constraints exist to discipline elected officials,
public bureaucrats, and appointed policy elites when they do not choose the
public supply arrangements which deliver the policies desired by their citi-
zens: exit and voice (Hirschman, 1970). Voice is exercised by voting, lobbying
and vigorous complaints in the media. These are supplemented by cash
donations to politicians and political actions committees, rights guaranteed in
the US by its constitution.28 Federalism, on the other hand, explicitly ad-
dresses the exit option by shifting the loci of supply to sub-central states,
competitive, to some degree, with one another. Thus, comparatively unsatis-
fied citizens in one political jurisdiction can choose to exit to other jurisdictions
more attractive in terms of public services provided and/or tax and regulation
costs. This constrains the more self-indulged behavior of politicians and
bureaucrats, since exit by their citizens lowers the tax base and other ele-
ments of support.29 This exit option, the well-known Tiebout effect, tends to
work more strongly at lower levels of government, such as towns and cities,
and less at the state levels. Of course, the barriers to exit from the central
government are very high, since it requires, sometimes at least, one to aban-
don culture, language, even family. Generally speaking, scholars have not
found federalism to lower budgets and restrain public spending, and its
precise competitive inducements are still a matter of conjecture (Breton,
1998; Mueller, 2003).30 Furthermore, federalism has its costs. Grants from
higher levels of government encourage lower governments to increase spend-
ing, so by fiscal ‘laundering’ it can defeat, to some extent, the exit constraint.
Also, many tiers of governments mean more politicians who answer to spe-
cial interest groups desiring more public expenditures (Cullis and Jones,
1998). Because of such costs of complication and incoherence, small homo-
geneous states will use it less, while large heterogeneous states may use it
more.31

4 Conclusion
Although economic problems can always be broken down into some variant
of the demand–supply dyad, the analysis of public policy generally has been
schizophrenic in this regard. The demand side of public policy has been
analytically and empirically explored since the time of Knut Wicksell. On the
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supply side, taxes have been seriously studied even longer since David Ricardo,
but almost always with budgets as exogenous givens. The concept of a supply
curve of public policy has never been offered in standard public economics
textbooks, at least to our knowledge. In the specialized scholarly literature,
on the other hand, the last four decades have opened the supply side of public
actions to less inhibited analytics, and has offered much empirical observa-
tion. In the process the issues of institutions, politics, property rights, and
transactions cost are shown to have serious effects on public sector supply
decisions (Breton, 1998).

We believe that in the future the neo-classical notions of efficiency of
fixed-yield aggregate revenue tax instruments will be broadened to include
diverse political economy effects on various key interest groups, intermediated
by the political markets of representative government.32 This is necessarily a
bit more messy and inchoate than the standard optimal tax-welfare maximiz-
ing social planner approach with its Harbergian summed triangle-rectangle
measures. We think, however, it is both a great deal more pertinent and more
interesting.

To finish our survey, let us suggest some additional research topics that we
believe need future attention, though in no particular order. Why, if the cost
effectiveness of public supply seems to be greater in more homogenous and
smaller sub-units than in larger and more centralized polities, is there not
more pressure for decentralized public supply? Is this caused by the force of
the ‘path dependency’ of history, or is it more the power of special interests?
Why is it that vouchers and tax-expenditures are not more often employed?
Could there be serious difficulties in monitoring compliance of these, or is it,
again, just the force of entrenched bureaucracies? What forces act to reduce
and mitigate high cost transfers via public enterprise and regulation? What
are the roles of policy elites and the cultural norms that constrain them?

These will require an expanded scope and methods to the practice of
public economics. All political economists since Wicksell agree that expendi-
tures and taxes are intimately linked, but the notion of tax-prices is still a
metaphor which needs more theoretical linkage to real world politics, to say
nothing of empirical exploration. Regulatory and fiscal choices, on the other
hand, are not ‘corner solution’ choices, that is, mutually exclusive alterna-
tives, as we implicitly suggested, but are often used together. Little is known
of the details of this mix, but they have, to date, been treated as analogous to
separable inputs. This is convenient, but it masks interesting cross effects.
Consider another matter that could be profitably explored, the issue of
dissipative competition. The Coasean ‘make-or-buy’ decision for private goods
and private firms has received an overwhelming amount of attention in the
industrial organization literature over the last two or three decades, and the
counter-intuitive notion that competitive restrictions might actually enhance
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private exchange under certain conditions is now accepted by many anti-trust
scholars. It could be that when particular supply mechanisms for specific
public policies are subject to closer scrutiny, the distinction between those
which are cost-efficient because of ‘real’ transactions cost and those that are
excessive because of interest-group rent seeking will become clearer.33 Public
sector legislative and constitutional restrictions need to be considered in the
same light, and, in particular, in specific admixtures rather than piece by
piece. Clearly, much work is to be done, but much is promised by these tasks.

Notes
1. Neo-classical production/supply theory ignores organizational and institutional details,

concentrating only on the opportunity costs of the three classical inputs – the services of
capital, labor, land – and technology. Issues of market failures are viewed as mistakes,
oversights or the work of ‘bad’ governance. Policy is corrective and ‘public interest’
minded, or should be. Neo-institutional economics amends neo-classicism to account for
imperfections in transacting which arise from difficulties in bargaining, monitoring, and
enforcing contracts (that is, informational asymmetries and principal–agent problems).
Policy is viewed as interest organized, with both polity failures and market failures
tipping public supply decisions this way and that.

2. We have not considered in our survey the supply side for autocracies. The demand side
has been considered by Wintrobe (1998) and Bueno de Mesquita et al. (2003). We
conjecture, however, that because the level of rent-seeking is a higher fraction of the cost
of public policy, relatively less transparent methods of public supply will be preferred
over more open ones. Of course, the competitive role of opposition is attenuated on the
part of supplying agents, but it is never zero. A dictator always holds a somewhat contest-
able monopoly.

3. More precisely, we treat the problem of supply in the neo-classical or Marshallian fashion
as independent of demand conditions.

4. Economic historians tell us that the private service industry in the US grew at roughly half
the rate of the US government during the 1900–1980 period (Borcherding, 1977;
Borcherding and Lee, 2004). Thus, treating government as ‘just another service industry’
is misleading.

5. Holsey and Borcherding (1997) reckon this explains no more than a quarter of the real
growth of US budgetary government as a share of GDP, when price inelastic demands are
factored in.

6. We defer the discussion of tax deadweight losses to section 3, because of their distinct
political aspect which needs emphasis.

7. Gruber (2005) suggests evasion of the US federal personal income tax and its compliance
are non-trivial costs. He quotes Slemrod and Bakija as arguing that the time-costs to
taxpayers of complying with the IRS code is equivalent to the full-time outsourcing
efforts of another 1.5 million employees. He also mentions a 2003 IRS survey claiming
that nearly one-fifth of Americans think it acceptable to cheat on state income taxes,
which is double a similar 1999 survey. The cost of compliance with corporate income tax
can only be guessed. State property taxes and sales taxes lend themselves to less ‘eva-
sion’, and state income taxes are probably subject to less, since these are prepared along
with federal taxes.

8. Since we focus only on supply issues of policy provision in this chapter, we do not
consider whether these regulatory compulsions are, or are not, productive.

9. Leonard (1986) identifies several sources of budget understatement: promises of future
retirement benefits and social insurance, tax expenditures, subsidies in sale of public
activities to favored groups, and, most importantly, compliance costs borne by the private
sector.
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10. Though the title of Posner’s classic paper, ‘Regulation as Taxation’, aptly signals his
alternative public instruments thinking, we have failed to find it referenced in any of the
current popular public economics texts.

11. A corrupt government can avoid fiscal detection more easily. Boss Tweed, a 19th century
New York city politician, famously provided a budget item of $1 million for ‘brooms and
things’. Modern OECD governments are more constrained.

12. That a single seller may not necessarily possess a monopoly is an old theme in the
industrial organization literature. Potential entry by other sellers (contestability) may
offset or even trump the observed seller’s monopoly power.

13. Of course, this analogy is imperfect. Private sector unions exercise power by withdrawing
their productive supplies, whereas public employees can influence the electoral chances of
their bosses even if they have no supply withdrawal rights. Legalized guilds also influence
supply by their powers over licensors.

14. One could argue that political entrepreneurs, competitors to incumbents, and the media
act as competition-enhancing agents making information less costly in democratic poli-
ties. This must be true since in autocracies these competitors and critics are always
suppressed (or bribed) (Wintrobe, 1998; Bueno de Mesquita et al., 2003).

15. Borcherding (1983) notes in his study of various sorts of public ownership that differential
efficiency favoring private suppliers over public enterprise appears to decline as competi-
tion on the product side from a private sector alternative is introduced. Such competition
has in some cases led to privatizations, a common experience since the 1980s, in dealing
with inefficient public enterprises, especially in developing and ‘emerging’ countries.

16. Denzau and Munger (1986), however, show how large, but extremely diffused and fairly
unorganized groups might attract political entrepreneurs to offset the power of small,
compact interest groups, for example, when aggregate political payoffs are large and
relative transactions cost not too unfavorable to the unorganized group.

17. Of course, this is also one of the classic Coasean explanations of vertical integration
within private firms.

18. The literary case of Charles Dickens’ orphanage comes to mind, but the recent prison
scandal in Missouri (another contracting-out problem) is a contemporary real-world ex-
ample of the possible shortcoming of public outsourcings to private firms.

19. At the federal level limited vouchers exist for higher education. Pell grants, given to low-
income students, are fully transferable between private and public institutions. Stafford
student loans have federal risk guarantee to providers and are useable at all accredited
colleges and universities.

20. Interestingly, the California referendum was introduced nearly a century earlier by an-
other populist progressive governor, Hiram Johnson, as a way of curbing the power of the
important interest of that era, the railroad industry.

21. One can get a feeling for the in-house/outsourcing choice on the fiscal side by looking at
the composition of the workforce. While public spending budgets in the US are roughly
one-third of GDP, public employment is but half that fraction of non-public employment
(Statistical Abstract of the United States, 2002, Washington, DC: US Government Printing
Office). This differential is much explained by direct transfers, but, interestingly, it has
been true since the 1960s, when transfers were relatively lower than now (Borcherding,
1977).

22. It should be recognized that this was not just an American phenomenon, but was followed
in Britain and many other OECD countries (Tanzi and Shuknecht, 2000), suggesting that
politicians in democracies also react to large deadweights by attempting fiscal (and regu-
latory) reforms.

23. The US federal marginal personal income tax rates, raised on high earners by President
G.H.W. Bush and again by President Bill Clinton, have recently been lowered. Given
history, however, this suggests that possible changes in political fortunes may shift upper
income rates back up in the future.

24. The choice of fiscal versus regulatory policies is an interesting aside here as a conditioner
of public choice via redistributive politics. Lee and Borcherding (2005) maintain, follow-
ing Posner (1971), that regulation is an implicit tax, but point out that its tax incidence is
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relatively regressive, since it is less related to the level of income than the other main
fiscal instruments – income (personal and corporate), payroll, sales and property taxes. In
a sense, then, regulation is more akin to an indirect tax, such as the 19th century American
instrument of federal choice, the tariff. For this reason they believe that regulations may
be favored in jurisdictions with more unequal income distributions, since they ‘quietly’,
again to use Leonard’s term, burden the larger, less informed, poorer and lower middle-
income groups. This, in turn, will reduce the overall political deadweight of a growing
level of public activities, but whether or not social losses decline is, to them, still un-
known. It does explain the regulation’s political popularity amongst above-median income
earners, a so-called ‘blue state’ phenomenon.

25. Of course, there are also distributive effects of a switch from the current income tax
regime to one of, say, a flat tax or VAT, which impose pressures to maintain the status quo.
Ventura (1999) shows that wealth under these more efficient taxes will be more unevenly
distributed, as do Hafer and Trebing (1980). This means that if there is currently a
political equilibrium, or consensus, with regard to distribution, such changes would re-
quire serious political side payments. As has been the theme of section 3, Kaldor–Hicks’
arguments for efficiency carry little weight at the electoral polls or in the legislators.

26. Magazine publisher Steve Forbes is a long-time flat tax proponent who has sought the
Republican nomination for president in years back. His run was dramatically ineffective,
calling into question, as well, the power of great wealth to transform into successful
electoral politics.

27. Sales tax accounts for about one third of state tax revenue (Goolsbee, 2001).
28. Though in the US donations are limited by law, the consensus in the political science

literature seems to be that it is neither effective, nor as problematic as the conventional
wisdom fears.

29. For example, it is generally agreed that the California state government, even under its
current large budget deficit, cannot easily raise the tax on businesses for the fear of losing
them to other states.

30. For example, federalism may enhance the quality and effectiveness of non-federal public
activities, hence, encourages more of it. It can, also, lead to pressures to reduce central
government actions or to increase it, depending on the polities. A casual look at five of the
most important federalist democracies – Australia, Canada, Germany, Switzerland, and
the US – does not suggest obvious comparative lessons.

31. The tension between federalism, and what is called the ‘subsidiary’ problem in the EU
will be most interesting for future comparative students of public sector supply. The EU is
more a confederal than federal structure. Thus, the powers of its members – but especially
its large ones, France, Germany, and the UK – make opting out on select policies an ever
present ‘near-exit’ strategy. How this will play out for future fiscal and regulatory policies
in the EU is a speculation beyond the aim of this brief survey.

32. A major example of this is Hettich and Winer (1999), whose analytics are applied empiri-
cally to the US and Canada.

33. Given the controversy that still exists over competition policy doctrine, this likely will
take some time.
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9 Strategic interaction among local
governments: a spatial analysis of spillover of
public goods
Soma Ghosh

1 Introduction
An analysis of spillover of public goods is usually associated with a federal–
fiscal system, where responsibility of provision of public services is allocated
across multi-level units of the government.

One of the unique characteristics of a public good that distinguishes it
from a private good is that it gives rise to externality or spillover. Spillover
occurs when a service provided by one community benefits (or harms) resi-
dents of other communities. Examples of spillovers are many; an increase in
pollution abatement of one state improves the environmental quality of
neighboring states; an increase in crime in one state may harm residents of
neighboring states and so on.

In the US federal system, local governments do not receive massive
financial aid from higher levels of government. Rather, they rely on own
sources of revenue to finance their services. Few tax bases are available to
local governments. Thus, to expand their bases incentive packages such as
tax breaks, low interest loans, grants and other financial incentives are
offered by many counties (as well as cities) as they compete for residents
and businesses. As pointed out by Tiebout (1956), fiscally induced migra-
tion among jurisdictions is motivated by the entire fiscal package, that is,
by the level of public services relative to the tax burden. Local jurisdictions
might have an incentive not only to keep their tax burdens low but also to
provide ‘similar’ levels of public services to keep their community in line
with others.

Interdependence among local governments was recognized in the1960s.
Alan Williams (1966) was among the first to analyze expenditure spillover
in a federal–fiscal system. At that time, the focus was on uncovering solu-
tions to this form of externality. In the early 1990s, spillover models have
resurfaced in the literature under the heading of strategic interaction. Re-
cent studies that dealt with strategic interaction are, among others, Case,
Rosen and Hines (1993), Murdoch, Rahmatian, and Thayer (1993), Kelejian
and Robinson (1993), Brueckner (1998), Figlio et al. (1999), Saavedra
(2000), Fredriksson and Millimet (2002a, 2002b), Niklas Hanes (2002),
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Revelli (2003). Strategic interaction is said to occur when expenditure
levels of one jurisdiction are affected by the expenditures of ‘other jurisdic-
tions’. In the literature these ‘other jurisdictions’ are better known as
neighbors. In these type models, spillovers are introduced in the expendi-
ture functions of local governments. That is, the level of expenditure in one
jurisdiction is not independent of the expenditure levels of its neighbors. In
this chapter, I empirically evaluate this proposition. Using data on 2645
counties in the US, I test for strategic interaction across a full range of
public goods provided by county governments. A spatial econometrics frame-
work is employed to test for the source of dependence in spending levels of
counties, and whether local decisions on public goods spending are truly
interdependent or that the dependence is simply due to the presence of
common shocks.

Section 2 presents the empirical model and some issues relating to spatial
econometrics. Section 3 describes the data, variable specification and presents
the results. The last section is the conclusion.

2 The empirical model
A traditional empirical model of local public goods expenditure determina-
tion is usually of the form (Bergstrom and Goodman, 1973):

Z X= +b m (9.1)

where Z is a vector of expenditures per capita of n local governments; X is a
(n*k) matrix of explanatory variables; b is a vector of parameters to be
estimated; and m is the corresponding error term vector. In the strategic
interaction model the levels of expenditure of neighboring counties are im-
portant determinants of the county’s own expenditures; equation (9.1) is
rewritten to incorporate this interdependence.

Z X Zi i j i= + +b r m (9.2)

In equation (9.2), Zi is the per capita spending on a given public good in
county i, Zj is the per capita spending of other neighboring counties, and r is
the slope of the reaction function and captures the change in Zi due to a unit
change in Zj. Note that Zj represents the level of public goods expenditure for
a subset of ‘other counties’ whose expenditure levels have a spillover effect
on county i’s expenditures. Thus, if Zj affects Zi (or vice versa), counties i and
j are considered as neighbors. Neighbors are defined by using different weight-
ing schemes. Since every jurisdiction has not one but multiple neighbors, Zj

in equation (9.2) is replaced with W Z Wij
j

n

j ijj

n

=
=Â Â

1
1

, will take a non-zero
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value if county j is a neighbor and zero value otherwise. Each jurisdiction is
associated with a vector of W’s that indicates the relative weight (importance)
given to neighbors’ expenditures.

Writing equation (9.2) in the matrix form:

Z X W Zi i ij
j

n

j i= + +
=
Âb r m

1

(9.3)

where Wij is a (n*n) weighting matrix and r is the spatial autoregressive
parameter. It is also called the strategic interaction parameter as it measures
the interaction between own expenditure and neighbors’ expenditure, condi-
tional on the respective weight matrix. The test of the null hypothesis that r is
zero is effectively a test for the existence of strategic interaction or expendi-
ture spillovers. When expenditure levels are chosen strategically, taking account
of spillovers, r has a non-zero value.

2.1 Specification of the spatial weight matrices
The first step in estimating the empirical model is the determination of
those locations for which the values of the dependent variable (expenditure
levels) are correlated. As stated earlier, strategic interaction arises because
tax bases are mobile between communities, and the scope of that mobility,
among other factors, depends on proximity. Since exit (migration) to coun-
ties within the same state or to counties in nearby states is less costly than
to far away locations, it is reasonable to assume that county governments
are more responsive to differences in expenditure levels of nearby counties
than to those further away. Moreover residents are more likely to have
better information about the level of public services provided by nearby
counties. Therefore, geographical proximity is one of the variables defining
neighborliness.

In this framework, ‘neighbors’ does not necessarily refer to geographic
neighbors. Counties that are demographically similar or that have similar
political and/or economic climates may have more effect on each other than
two ‘dissimilar’ counties that happen to share a border. Thus, another option
is to use a weighted matrix of demographic and geographic characteristics.

Several methods of identifying neighbors (through the construction of
different weight matrices) have been proposed in the literature. In the empiri-
cal analysis, I use the following: border contiguity weights, ten-nearest
neighbors weight, three distance weight matrices with distance thresholds of
100, 300 and 400 miles and a combined weighting scheme constructed by
nesting the geographic and socioeconomic criteria. In the interest of brevity,
border contiguity weights (WW) and the ten-nearest neighbors weight (W10)
are used in the discussion of the results.1
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The inclusion of WZ2 as an explanatory variable in equation (9.3) captures
the effect that surrounding observation units (counties) have on the value of a
specific observation.

3 Data
The main data source is the USA Counties 1998 CD-ROM, which includes
data for the United States counties and equivalent areas.3 Forty-eight of the
50 states have operational county governments.4

The sample is a cross-section of 2645 counties and county equivalents for
the year 1992.5 There is a wide variation in the number of counties in each
state and in the county-specific characteristics such as land area, geographic
level,6 population and population density. There are eight states with fewer
than 20 counties and 7 other states with more than 100; Delaware, with only
3, has the lowest number of counties, while Texas has the most, with 254.
The land area of counties in the sample varies from 1.8 square miles in
Manassas Park, VA, (one of the 41 independent cities in Virginia) to 20 062.2
square miles in San Bernardino, CA. Some of the counties are thinly popu-
lated; 462 counties have 10 or fewer people per square mile while 388
counties have population density greater than the sample mean of 200. Los
Angeles, CA, has the highest population of 9 032 101, but the most thickly
populated county is Kings County, NY, with nearly 32 633 persons per square
mile. Per capita expenditures for five public service areas; fire (PFIRE),
police (PPOL), highways (PHW), public welfare (PPWEL) and health and
hospitals (PHHOSP) serve as dependent variables in the empirical model. All
expenditures are deflated using the resident population of the county. Sum-
mary statistics and variable definitions are presented in Table 9.1.

3.1 Exploring spatial dependence across counties
As suggested by Cliff and Ord (1981), a useful way to detect spatial depend-
ence in the data is by using Moran’s I statistic. It is a measure of the
similarity between association in value (correlation) and association in space
(proximity). If the z-value for the Moran’s I is positive and significant (value
exceeds 1.96 at the 5 per cent level), a positive spatial autocorrelation exists
between counties. A negative and significant z-value indicates the presence of
a negative spatial autocorrelation; counties with high and low values are
mixed together. Moran’s I test results using the two weight matrices WW and
W10 reported in Table 9.2 shows that Moran’s I statistic is positive and highly
significant for per capita expenditures on health and hospitals (PHHOSP) and
for per capita expenditures on highways (PHW) under the W10 weight ma-
trix only implying the presence of spatial autocorrelation among counties.
Thus, it is necessary to include the spatial effects in the estimation of the
expenditure model.



135

Ta
bl

e 
9.

1
Va

ri
ab

le
 d

efi
ni

ti
on

s

V
A

R
IA

B
L

E
D

E
SC

R
IP

T
IO

N
 O

F
 T

H
E

 V
A

R
IA

B
L

E
M

E
A

N
S.

D
.

M
IN

M
A

X

E
xp

en
di

tu
re

C
at

eg
or

ie
s 

(D
ep

en
de

nt
 V

ar
ia

bl
es

)
P

F
IR

E
P

er
 c

ap
it

a 
ex

pe
nd

it
ur

e 
on

 fi
re

 s
er

vi
ce

s
29

.5
9

25
.7

5
0.

05
30

6.
10

P
P

O
L

P
er

 c
ap

it
a 

ex
pe

nd
it

ur
e 

on
 p

ol
ic

e 
pr

ot
ec

ti
on

76
.2

6
49

.8
7

0.
59

81
9.

66
P

H
W

P
er

 c
ap

it
a 

ex
pe

nd
it

ur
e 

on
 h

ig
hw

ay
s

14
5.

53
12

5.
47

0.
04

17
23

.2
2

P
P

W
E

L
P

er
 c

ap
it

a 
ex

pe
nd

it
ur

es
 f

or
 p

ub
li

c 
w

el
fa

re
62

.7
6

10
7.

28
0.

01
23

35
.3

2
P

H
H

SO
P

P
er

 c
ap

it
a 

ex
pe

nd
it

ur
e 

on
 h

ea
lt

h 
&

 h
os

pi
ta

ls
18

5.
92

25
6.

90
0.

07
18

72
.5

91

C
ou

nt
y-

sp
ec

ifi
c

V
ar

ia
bl

es
L

A
N

D
A

R
E

A
T

he
 a

re
a 

of
 a

 c
ou

nt
y 

in
 s

qu
ar

e 
m

il
es

96
9.

15
13

49
.8

2
1.

8
20

06
2.

2
G

E
O

G
L

E
V

A
 d

um
m

y 
va

ri
ab

le
 in

di
ca

ti
ng

 th
e 

ty
pe

 o
f 

co
un

ty
 a

nd
 ta

ki
ng

 v
al

ue
s 

2 
to

 5
4.

35
1.

03
2

5

D
em

og
ra

ph
ic

V
ar

ia
bl

es
P

O
P

R
es

id
en

t p
op

ul
at

io
n 

of
 a

 c
ou

nt
y

88
29

5.
76

28
53

68
.4

43
8

90
32

10
1

P
O

P
D

E
N

P
op

ul
at

io
n 

de
ns

it
y 

or
 p

op
ul

at
io

n 
pe

r 
sq

ua
re

 m
il

e
20

0.
73

95
2.

94
0.

3
32

63
3.

50
A

G
E

65
P

er
ce

nt
ag

e 
of

 th
e 

po
pu

la
ti

on
 a

ge
d 

65
 a

nd
 o

ve
r

14
.7

8
4.

25
1.

38
33

.7
8

A
G

E
18

P
er

ce
nt

ag
e 

of
 th

e 
po

pu
la

ti
on

 u
nd

er
 th

e 
ag

e 
of

 1
8

26
.7

7
3.

35
9.

17
43

.0
0

So
ci

oe
co

no
m

ic
V

ar
ia

bl
es

E
D

U
C

12
P

er
ce

nt
ag

e 
of

 p
op

ul
at

io
n 

ov
er

 1
8 

w
it

h 
at

 le
as

t 1
2 

ye
ar

s 
of

 f
or

m
al

 e
du

ca
ti

on
.

44
.7

0
7.

27
15

.2
7

70
.9

6
P

IN
C

P
er

 c
ap

it
a 

pe
rs

on
al

 in
co

m
e 

in
 th

e 
co

un
ty

16
23

0.
73

37
59

.8
4

0
38

57
8

U
N

E
M

P
U

ne
m

pl
oy

m
en

t r
at

e 
in

 th
e 

co
un

ty
7.

54
3.

33
0.

9
35

.1
P

O
O

R
P

er
ce

nt
ag

e 
of

 p
op

ul
at

io
n 

li
vi

ng
 b

el
ow

 th
e 

po
ve

rt
y 

li
ne

16
.9

3
7.

31
2.

73
74

.8
2

N
O

N
W

H
P

er
ce

nt
ag

e 
of

 th
e 

po
pu

la
ti

on
 th

at
 is

 n
on

-w
hi

te
12

.6
8

15
.2

3
0.

05
1

89
.3

0
C

R
IM

E
S

S
er

io
us

 c
ri

m
es

 k
no

w
n 

to
 p

ol
ic

e 
pe

r 
10

0
00

0 
of

 th
e 

po
pu

la
ti

on
.

31
40

22
61

.2
5

0
19

19
9

F
is

ca
l

V
ar

ia
bl

es
P

P
T

A
X

P
er

 c
ap

it
a 

pr
op

er
ty

 ta
x

55
1.

64
38

2.
30

24
53

22
P

IG
R

S
P

er
 c

ap
it

a 
in

te
rg

ov
er

nm
en

ta
l r

ev
en

ue
 f

ro
m

 th
e 

st
at

e 
go

vt
.

72
6.

40
31

7.
62

43
.3

7
52

29
.7

2

P
ol

it
ic

al
V

ar
ia

bl
e

D
E

M
P

er
ce

nt
ag

e 
of

 v
ot

e 
ca

st
 f

or
 th

e 
D

em
oc

ra
ti

c 
ca

nd
id

at
e 

in
 th

e 
19

92
 e

le
ct

io
n.

39
.5

9
10

.3
0

9.
54

82
.7

9



136 The Elgar companion to public economics

Table 9.2 Moran’s I test

DEPVARS PFIRE PPOL PHW PPWEL PHHOSP

WEIGHTS WW W10 WW W10 WW W10 WW W10 WW W10

Moran 1.11 0.36 2.21 0.98 0.60 0.61* 0.34 1.65 11.16* 13.69*
I-statistic
Marginal 0.21 0.37 0.03 0.24 0.33 0.00 0.37 0.10 0.00 0.00
probability

Note: * denotes significance at the 1% level.

Both the spatial lag model and spatial error model commonly used in the
literature of strategic policy making are employed here. The empirical model
given by equation (9.3) requires the estimation of an expenditure equation
where the value of the dependent variable in a particular observation (in
spatial terms, in a particular location) is dependent on values at nearby
locations. Hence, a spatially lagged dependent variable is included as an
additional regressor. This is known as the spatial lag model or the spatial
autocorrelation (SAR) model. Using the spatial lag model allows us to test
for strategic interaction among counties. However, SAR poses some econo-
metric problems due to the fact that own and neighbor’s choices are made
simultaneously. This type of dependence, if present, violates the assumption
of independence across observations. OLS estimation of this model produces
inconsistent and biased parameter estimates (Anselin, 1988). This calls for
alternative methods of estimation7 such as the Maximum Likelihood (ML)
method.

The benefit of the SAR model is two-fold. First, the model incorporates
neighborhood effects8 by including actions of neighboring counties and esti-
mates these impacts simultaneously, thus eliminating endogeneity problems.
Second, it answers the key empirical question whether r is significantly
different from zero. The estimated value of the spatial lag parameter r,
indicates the nature of the strategic interaction. The SAR results are reported
in Table 9.3a and Table 9.3b.

As shown in the tables, the spatial autocorrelation coefficient r is positive
and statistically significant (at the 99 per cent significance level) using all
specifications of the weight matrix and across all expenditure categories. The
positive and significant parameter estimate of r indicates strategic interaction
in spending levels of neighboring counties. Similar expenditure patterns (high–
high and low–low) are found clustered together; they are strategic
complements.

The results using the WW matrix and the W10 matrix are similar. With the
WW matrix, the magnitude of strategic interaction given by the value of r,
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ranges from a low of 0.07 (0.11 under W10) for per capita expenditures on
public welfare (PPWEL) to a high of 0.38 (0.50 under W10) for PHHOSP.
This implies that among the five expenditure categories, counties are most
responsive to neighbors’ health and hospital expenditures. Specifically a $1
increase in neighbors’ spending may lead to an increase of 38 cents (or 50
cents) in own spending. In contrast, the response to the neighbors’ spending
on welfare is very low; a $ 1 increase in neighbors’ welfare expenditure calls
for an increase of 7 cents (or 11 cents) in own spending. Of note is that the
magnitude of r is consistently higher (except for per capita expenditures on
police services, PPOL) when W10 is used as compared to WW. The log
likelihood is slightly higher (except for PPOL, PHW) under W10, indicating
that the fit of the model is better under this weight specification. This is not
surprising because the WW matrix assumes that only contiguous counties are
influential on a county’s expenditure choice, whereas the W10 matrix in-
cludes a broader spectrum of spatial correlations which improves the
explanatory power of the model.

Another problem arises because expenditure levels of a county may not be
directly affected by the levels chosen by other counties, but only indirectly.
For example, counties may be exposed to common shocks – such as shocks
to income and tax base, or common central government policies or changes
in intermediate level of government fiscal policies such as intergovernmental
grants. If error terms are spatially correlated (spatial error model), OLS will
produce unbiased but inefficient parameter estimates and biased estimates of
standard errors.

Although evidence of dependence in expenditure levels was found by the
estimation of the SAR models, nonetheless, it is useful to look at alternative
estimates of the model. For example, suppose that the true value of r is zero
but there is correlation among error terms across neighboring counties. In this
case, the SAR model is likely to produce a significant and non-zero estimate
of r, indicating that expenditure levels in nearby counties are correlated. To
avoid drawing such incorrect conclusions, dependence in error terms is
modeled using spatial error models (SEM). The SEM are estimated for the
five expenditure categories. The results are provided in Table 9.4a and Table
9.4b.

In this estimation, the focus is on the spatial error correlation coefficient
l which helps to detect correlation in error terms. As shown in the tables,
the magnitude of l varies across public goods from a low of 0.01 under WW
(and 0.06 under W10) for welfare to a high of 0.51 under WW (and 0.66
under W10) for health and hospitals. Although l is statistically significant
(except for PPOL), implying that there is spatial correlation in the error
terms, the log likelihood values are uniformly higher in the previous mod-
els (SAR) than in the spatial error models (except for PHHOSP). Some
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Table 9.3a SAR results for PFIRE, PPOL and PHW

DEPVARS PFIRE PPOL PHW

MODEL WW W10 WW W10 WW W10
# OBS: 2645 2645 2645 2645 2645 2645

Const 0.59 1.12 –15.74 –14.69 –270.53 –267.83
(0.05) (0.10) (–1.17) (–1.09) (–6.85)* (–6.80)*

POPDEN 0.01 0.01 0.01 0.01 –0.01 –0.01
(13.71)* (13.86)* (13.05)* (12.99)* (–4.69)* (–4.62)*

PIGRS 0.01 0.01 0.04 0.04 0.14 0.14
(8.04)* (7.46)* (18.52)* (17.18)* (21.53)* (21.40)*

PINC 0.001 0.001 0.001 0.001 –0.004 –0.004
(2.50)* (2.49)* (3.54)* (3.47)* (–6.48)* (–6.45)*

PPTAX 0.01 0.01 0.03 0.03 0.11 0.11
(5.82)* (5.51)* (15.56)* (14.51)* (19.06)* (19.00)*

POOR 0.12 0.12 0.14 0.13 –1.34 –1.34
(1.42) (1.41) (0.89) (0.83) (–3.12)* (–3.10)*

UNEMP 0.31 0.31 0.32 –0.32 –2.65 –2.73
(2.30)* (2.31)* (1.23) (1.24) (–3.91)* (–4.02)*

NONWH 0.10 0.10 0.41 0.41 –0.84 –0.84
(3.11)* (3.05)* (6.43)* (6.37)* (–4.96)* (–4.94)*

AGE18 –1.14 –1.16 –1.09 –1.10 –0.003 –0.003
(–6.43)* (–6.46)* (–3.96)* (–3.99)* (–3.80)* (–3.82)*

AGE65 –1.01 –1.01 –1.38 –1.40 4.84 4.80
(–8.60)* (–8.62)* (–6.89)* (–6.98)* (9.11)* (9.02)*

EDUC12 0.67 0.67 0.87 0.88 2.82 2.78
(7.72)* (7.55)* (5.19)* (5.15)* (6.09)* (6.00)*

DEM 0.03 0.03 –0.01 –0.01 0.72 0.73
(0.64) (0.60) (–0.20) (–0.22) (3.06)* (3.06)*

CRIMES 0.003 0.003 0.004 0.0004 5.32 5.24
(17.93)** (17.72)** (11.71)* (11.76)* (6.97)* (6.86)*

rrrrr(rho) 0.10 0.13 0.15 0.12 0.12 0.13
(9.57)* (4.35)* (11.02)* (4.40)* (5.14)* (4.35)*

Log- –10548.58 –10547.47 –12281.10 –12289.25 –14811.59 –14814.78
likelihood

Notes: Figures in parentheses denotes t-statistics, * significant at 5%; ** significant at 1%.

diagnostic tests are conducted to assess the reliability and efficiency of the
ML estimates (see Appendix). These tests help to discern the source of
dependence in the underlying data. The estimation results from the spatial
models combined with the diagnostic tests, reiterate the relevance of taking
into account spatial relationships across counties while determining ex-
penditure interaction. Overall, the results suggest that the SEM model might
be a better fit for health and hospitals but for the remaining four categories,



A spatial analysis of spillover of public goods 139

Table 9.3b SAR results for PPWEL and PHHOSP

DEPVARS PPWEL PHHOSP

MODEL WW W10 WW W10
# OBS: 2645 2645 2645 2645

Const –82.32 –78.01 103.58 124.98
(–2.67)* (–2.54)* (1.17) (1.42)

POPDEN 0.02 0.02 0.006 0.007
(13.81)* (13.96)* (1.15) (1.44)

PIGRS 0.16 0.16 0.05 0.04
(28.40)* (29.95)* (3.75)* (2.62)*

PINC –0.002 –0.001 0.001 0.001
(–3.11)* (–3.18)* (1.10) (1.08)

PPTAX 0.03 0.02 –0.009 –0.02
(5.83)* (5.81)* (–0.65) (–1.48)

POOR –1.91 –1.90 –1.10 –0.80
(–5.04)* (–5.03)* (–1.00) (–0.73)

UNEMP 2.09 2.08 –0.96 –1.48
(3.46)* (3.45)* (–0.55) (–0.85)

NONWH –0.42 –0.42 1.30 1.18
(–2.79)* (–2.84)* (2.98)* (2.73)*

AGE18 –1.08 –1.12 2.60 2.48
(–1.68) (–1.75) (1.41) (1.36)

AGE65 –0.02 0.03 4.66 4.14
(–0.04) (–0.08) (3.47)* (3.10)*

EDUC12 1.37 1.33 –3.40 –3.69
(3.49)* (3.40)* (–3.00)* (–3.27)*

DEM 0.46 0.45 –1.68 –1.62
(2.26)* (2.21)* (–2.85)* (–2.78)*

CRIMES 0.0002 0.01 0.01 0.01
(0.20) (0.88) (3.95)* (3.60)*

rrrrr(rho) 0.07 0.11 0.38 0.50
(3.01)* (7.52)* (16.00)* (11.08)*

Log- –14207.05 –14165.14 –17406.78 –17388.57
likelihood

Notes: Figures in parentheses denotes t-statistics, * significant at 5%; ** significant at 1%.

the SAR model is appropriate, suggesting that there is evidence of depend-
ence in expenditures.

4 Conclusions
Traditional models of local government expenditure decisions have focused
on the influence of ‘own characteristics’ on the level of public goods provi-
sion. A jurisdiction’s level of spending is said to depend on its income
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Table 9.4a Spatial error model (SEM) results for PFIRE, PPOL and PHW

DEPVARS PFIRE PPOL PHW

MODEL WW W10 WW W10 WW W10
# OBS: 2645 2645 2645 2645 2645 2645

Const 0.50 0.04 –14.15 –14.50 –270.47 –271.01
(0.1) (0.01) (–0.90) (–2.31)* (–7.04)* (–4.94)*

POPDEN 0.01 0.01 0.01 0.01 –0.01 –0.01
(13.74)* (13.73)* (12.90)* (12.85)* (–4.82)* (–4.82)*

PIGRS 0.01 0.01 0.05 0.05 0.15 0.15
(8.81)* (8.86)* (19.33)* (20.08)* (24.54)* (24.51)*

PINC 0.001 0.001 0.001 0.001 –0.004 –0.004
(13.54)* (3.03)* (2.24)* (2.46)* (–6.54)* (–6.64)*

PPTAX 0.01 0.01 0.04 0.04 0.12 0.12
(8.43)* (7.07)* (13.33)* (42.77)* (21.70)* (21.68)*

POOR 0.12 0.12 0.12 0.12 –1.37 –1.37
(1.44) (1.34) (0.69) (0.82) (–3.19)* (–3.70)*

UNEMP 0.33 0.33 0.34 0.34 –2.70 –2.72
(2.46)* (2.43)* –1.31 –1.35 (–3.95)* (–4.02)*

NONWH 0.11 0.11 0.43 0.44 –0.81 –0.81
(3.38)* (3.32)* (6.62)* (6.75)* (–4.71)* (–4.82)*

AGE18 –1.12 –1.12 –1.05 –1.07 –0.003 –0.003
(–9.07)* (–6.81)* (–3.54)* (–4.68)* (–3.44)* (–3.48)*

AGE65 –1.00 –1.00 –1.39 –1.41 4.80 4.80
(–10.14)* (–8.93)* (–6.49)* (–7.84)* (9.02)* (12.44)*

EDUC12 0.70 0.70 0.95 0.96 2.97 2.97
(7.96)* (8.00)* (5.55)* (5.69)* (6.47)* (19.74)*

DEM 0.03 0.03 –0.01 –0.01 0.74 0.74
(0.66) (0.62) (–0.14) (–0.14) (3.11)* (11.40)*

CRIMES 0.003 0.003 0.004 0.004 5.30 5.31
(18.15)** (18.15)** (12.09)* (12.13)* (7.00)* (6.86)*

lllll(lambda) 0.04 0.01 0.07 0.04 0.02 0.13
(3.27)* (2.89)* (1.57) (0.65) (4.55)* (11.15)*

Log- –10556.70 –10557.25 –12296.3 –12298.36 –14824.08 –14824.09
likelihood

Notes: Figures in parentheses denotes t-statistics, * significant at 5%; ** significant at 1%.

(property taxes), the amount of intergovernmental grants it receives, prefer-
ences and demographic characteristics of citizens. Recently, additional
variables have been identified. The strategic interaction models developed in
the 1990s posit that expenditure decisions of local jurisdictions are not inde-
pendent of the expenditure levels of their neighbors. In particular, they assert
that a jurisdiction’s expenditures on public goods are influenced by its
neighbors’ expenditure levels on the same goods.
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Table 9.4b Spatial error model (SEM) results for PPWEL and PHHOSP

DEPVARS PPWEL PHHOSP

MODEL WW W10 WW W10
# OBS: 2645 2645 2645 2645

Const –84.08 –83.92 423.10 523.55
(2.72)* (–2.72)* (5.65)* (8.53)*

POPDEN 0.03 0.02 0.009 0.01
(13.68)* (13.80)* –1.81 (2.58)*

PIGRS 0.17 0.17 –0.04 –0.07
(30.58)* (30.12)* (–2.44)* (–50.09)*

PINC –0.002 –0.001 0.002 0.002
(–3.13)* (–3.25)* –1.52 –1.35

PPTAX 0.03 0.02 –0.09 –0.12
(6.92)* (6.70)* (6.83)* (–26.55)*

POOR –1.92 –1.92 –1.04 –0.41
(–5.06)* (–5.07)* (–0.98) (–0.39)

UNEMP 2.07 2.08 –0.78 –2.00
(3.43)* (3.44)* (–0.46) (–1.20)

NONWH –0.41 –0.41 1.08 0.75
(–2.68)* (–2.69)* (2.56)* (1.79)

AGE18 –1.12 –1.08 0.99 1.02
(–1.75) (–1.69) –0.58 (0.79)

AGE65 –0.06 –0.04 5.61 4.49
(–0.13) (–0.09) (4.33)* (3.66)*

EDUC12 1.41 1.43 –5.44 –6.19
(3.60)* (3.65)* (–5.14)* (–7.17)*

DEM 0.46 0.46 –1.94 –1.78
(2.27)* (2.27)* (–3.41)* (–3.36)*

CRIMES 0.0003 0.0003 0.01 0.004
(0.34) (0.34) (2.54)* (1.97)

lllll(lambda) 0.01 0.06 0.51 0.66
(3.05)* (6.05)* (22.04)* (11.40)*

Log- –14504.82 –14165.14 –17344.66 –17304.34
likelihood

Notes: Figures in parentheses denotes t-statistics, * significant at 5%; ** significant at 1%.

This chapter offers an empirical analysis of interdependence among county
governments in the US with respect to expenditures on public goods. The
hypothesis tested is that expenditure levels in a particular county are determined
by expenditure levels at nearby locations (neighboring counties) in addition to
other variables. In other words, there is spatial dependence in the data.

Using a data set of 2645 counties in the US, I find evidence of expenditure
interdependence among counties, supporting the hypothesis that counties do
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not make their spending decisions in isolation. This result is consistent with
the theoretical models of expenditure spillovers. Further, it establishes that
strategic interaction is not confined to the state governments but also occurs
at the lower-tier, county government level, a finding that to my knowledge
has not been previously uncovered.

The empirical analysis is carried out using spatial econometric techniques.
The spatial analysis reveals that inclusion of spatially lagged variables is
crucial in determining expenditure interactions among counties. Most impor-
tantly, the separate estimation of the spatial lag and spatial error models
supplemented by the various diagnostic tests allows identification of the
exact channels (lag or error dependence) of influence.

The robustness of the results is verified by employing different weight
matrices to determine neighbors. The selection criteria for neighborliness
introduce some arbitrariness in the analysis, as the theory does not provide
support for any one kind of weight(s) as opposed to the other. Thus, employ-
ing two types of weight matrices, geographic and combined, I find that the
ten-nearest neighbor matrix performs better than others.

Overall, the spatial lag models performed better for most expenditure
categories, demonstrating that county governments do incorporate expendi-
ture levels of neighboring counties into their own decision making process.
Public expenditures on all the public goods included in the analysis (except
health and hospitals), are found to be strategic complements irrespective of
the weight matrix being used.

Notes
1. The results obtained by using distance weights and combined weights are not included in

this chapter. They are available from the author.
2. Two operations are performed on all the geographic weight matrices. First, the diagonal

elements are set to zero to prevent the observation from predicting itself, wii=0. Second,
the rows of W are scaled such that they sum to 1. The latter process is known as row-
standardization in spatial econometrics literature and it performs a smoothing of the
neighboring values.

3. The 136 areas classified as county equivalents for the 1990 census include 15 organized
boroughs and census areas in Alaska; the District of Columbia; 64 parishes in Louisiana;
Baltimore City, Maryland; St Louis City, Missouri; the part of Yellowstone National Park in
Montana; Carson City, Nevada; and 41 independent cities in Virginia.

4. Rhode Island and Connecticut abolished their county governments in 1842 and 1958,
respectively. Alaska and Louisiana call their county-type governments, boroughs and par-
ishes, respectively. Four states – Maryland, Missouri, Nevada and Virginia – have one or
more incorporated places that are legally independent of any county and thus constitute
primary divisions of their states. Similarly, the portion of Yellowstone National Park in
Montana is treated as a county equivalent. The District of Columbia has no primary
divisions; the entire area is considered equivalent to a county for census purposes.

5. Census data is available at five-year intervals from 1962 to 1992. But data on all the five
expenditure variables are not available for all the years. So I chose 1992, the latest year for
which data is available.

6. In the USA counties CD-ROM, the counties are divided into four geographical levels,
namely, CMSA/PMSA, NECMA, MSA and non-MA county.
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7. The software used to conduct all the spatial econometric analyses is Matlab 7.0 and all
routines are performed using the respective files in the Toolbox, available at http://
www.spatial-econometrics.com, compiled by James LeSage.

8. Neighborhood effects are incorporated by using the spatially lagged variable, WZ, that
captures the effect of neighboring counties’ expenditures on own-county expenditures.
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Appendix A9.1 Diagnostic tests
A large number of diagnostics for spatial dependence has been suggested in
the spatial econometrics literature. The source of spatial dependence in the
underlying data can be diagnosed by the joint use of the LMerror and LMlag
tests (Anselin et al., 1996). The results from the LMerror and LMlag test are
reported in Table 9A.1 and Table 9A.2. Only in the case of PHHOSP, both the
test statistics are significant (greater than the critical value of 6.635 at the 99
per cent level). This implies presence of both spatial lag and spatial error
dependence for health and hospital expenditures. As for the remaining four
expenditure categories, none of the Lagrange Multiplier tests are significant,
thus validating evidence for the SAR model as being appropriate. This con-
firms that local policy decisions such as spending on public goods do exhibit
spatial dependence.
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10 Economics of conflict
Keith Hartley

Introduction
Conflict is usually the preserve of disciplines other than economics. De-
bates and decisions about war involve political, military, moral and legal
judgements. But there is an economics dimension of conflict, namely, its
costs. Wars are not costless: they can involve massive costs (for example
the costs of World War II). Economics has also made further contributions
in analysing the causes of conflict and in identifying potential economic
targets during conflict (for example oil fields, aircraft factories and railways
in World War II).

Surprisingly, in view of the resource costs involved, there is not a massive
economics literature studying World Wars I and II and other major conflicts
since 1945 (for example Korea, Vietnam, Bosnia, Middle East, Iraq). Recent
developments have focused on applying economic theory and modelling to
conflict, including terrorism (for example rational choice models and game
theory). These developments can help policy-makers understand the causes
of different types of conflict and the role of policy solutions such as interna-
tional agreements controlling arms races and arms exports, sanctions,
deterrence and the contribution of international peace-keeping to preventing
and resolving conflict. There remains a need for more empirical work on the
economics of conflict.

Much empirical work, including case studies of conflict, has been under-
taken by scholars from other disciplines (for example history, political science,
sociology). There is a surprising absence of applied economics studies of
wars and conflicts. As a result, there is considerable scope for the economic
evaluation of the costs and benefits of wars and conflict compared with
alternative outcomes. This chapter focuses on the empirical aspects of con-
flict, especially the costs of wars, including the recent conflict involving the
UK and USA in Iraq (the conflict was from 20 March to 1 May, 2003:
Sandler and Hartley, 2003).

It remains surprising that costs are a relatively neglected dimension of
conflict. This neglect might reflect the reluctance of governments to publish
their estimates of conflict costs for security reasons or to ensure that they do
not set voters against conflict. Or, in cases where national survival and inde-
pendence are threatened, it might reflect society’s willingness to ‘pay any
price’ for survival (for example, the UK in 1939/40). Also, where govern-
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ments publish cost estimates, they usually underestimate the costs of war.
Typically, nations involved in war overestimate their chances of victory (‘the
troops will be home by Christmas’) and/or underestimate the size of the
undertaking. Underestimating costs leads to political consensus and once a
‘cheap’ war is started, further funding cannot be refused when a nation’s
troops are in battle (Nordhaus, 2002). Nor has the cost of conflict attracted
the research interest of economists. And yet, policy-makers and voters are
unable to reach informed judgements about the likely costs and benefits of a
potential conflict when estimates are not provided for sensible and informed
choices.

This chapter reviews the available data on conflict costs, especially its
military costs, and orders of magnitude for the UK and US involvement in
Iraq are presented. It will be shown that government data on the military
costs of conflict where provided are, at best, only a partial indicator of the
true economic costs of conflict. A broad cost–benefit framework provides a
more accurate indication of the economics of conflict.

An overview
Conflict embraces a range of different situations, either national or interna-
tional. These include traditional wars between nations; civil wars, insurrections,
rebellions and revolutions often within a nation; and terrorism, which can be
either national or international (for example, the terrorist attacks on the USA
on 11 September 2001).

Economic models often start by modelling conflict as the use of military
force to achieve a re-allocation of resources (cf. private markets where re-
source allocation is based on prices and voluntary trade and exchange).
Nations invade to capture or steal another nation’s property rights over its
resources. These might include natural resources such as oil and water; or
land for agriculture or population expansion or access to sea ports or for
strategic control (for example Golan Heights); or for the acquisition of addi-
tional human and physical capital. This approach can be related to rent-seeking
models of conflict where rent-seeking involves the expenditure of resources
to achieve a transfer which does not improve social welfare: in fact, it wastes
resources. Conflict can also arise from massive inequalities in income and
wealth. Such inequalities are often a source of civil wars and revolutions
within a nation, but are also a source of international conflict as nations use
military force to achieve a re-distribution of income and wealth between
nations through the theft of property rights (for example, oil fields).

Conflict disrupts or destroys markets which depend on the voluntary ex-
change of property rights. The threat of conflict requires societies to allocate
scarce resources to protecting their lives and property, so reducing the re-
sources available for producing civil goods and services (that is, the guns v
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butter trade-off). As the probability of theft increases, there is less incentive
to produce.

Conflict involves strategic behaviour, interactions and interdependence be-
tween adversaries where these range from small groups such as terrorists,
rebels and guerrillas to nation states. Such strategic interaction means that
conflict can be analysed using game theory with its opportunities for games of
bluff, chicken and ‘tit-for-tat’. Applied to terrorism, game theory offers insights
into the behaviour of hostage-taking terrorists and a government: where hos-
tages are taken, does a government capitulate to the terrorists’ demands or does
it follow a policy of ‘no-negotiation’? There are similar strategic interactions
between nations: one nation assumes that its potential rival will behave in a
certain way and acts on this belief. The rival nation anticipates the other
nation’s belief-based actions and selects a strategy based on these beliefs.
Initially, the actions might be diplomatic and non-violent; but moves will be
made to military threats and actions if each nation perceives an advantage from
the threat of force. Alternatively, first-mover advantage might indicate a pre-
emptive military strike (for example, Pearl Harbor, 1941; Korea, 1950; Kuwait,
1990). Or, an escalation of military threats might lead to mistakes, with one
nation mis-reading another’s intentions, so resulting in armed conflict.

There are other non-economic explanations of conflict. These include reli-
gious, ethnic and grievance (desire for revenge) explanations. Others include
the desire for an independent nation state (for example, Palestine), the ab-
sence and limitations of the political mechanism for expressing preferences,
mistakes and mis-judgements (for example, the Falklands conflict, 1982);
and the relationship between peace and democracy (for example the proposi-
tion that democratic nations do not go to war with each other).

The costs of conflict: a conceptual framework
Wars are costly. They involve both one-off and continuing costs. One-off
costs are those of the actual conflict; continuing costs are any subsequent
post-conflict costs involving occupation and peace-keeping costs. For exam-
ple, the UK was involved in World War II from 1939 to 1945 with major
sacrifices of civil output as the economy became a ‘war economy’ producing
arms and munitions and supplying military personnel for the armed forces;
there were human capital costs in the form of deaths and injuries to UK
military personnel and civilians; and the destruction and damage of physical
capital. There were other costs experienced by nations which were occupied
territories, such as the provision of ‘slave labour’, the theft of property and
assets by the occupying power and a fall in living standards (starvation), as
well as a loss of freedom. Following the end of World War II, the UK and its
allies were involved in major occupation costs as they based considerable
numbers of troops in Germany for many years.
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Table 10.1 A framework for assessing the Iraq conflict

Country Costs Benefits

Military Civil

UK
USA
Other allies
Iraq

Despite the many wars, there is a surprising lack of empirical work on
the costs of conflict (and even less on its likely benefits: was war worth-
while?). A simple conceptual framework for assessing the costs and benefits
of the Iraq conflict is shown in Table 10.1. Reality is more complex. First,
consider the problems of estimating costs under uncertainty and imperfect
information.

Estimating military costs
Armed forces receive an annual defence budget. The military costs of conflict
are the additional or marginal costs arising from conflict (that is, those costs
which would not otherwise have been incurred). They comprise the costs of
preparation and deployment prior to a conflict; the actual costs of the conflict;
and the post-conflict costs which include any peace-keeping and humanitar-
ian missions and the costs of returning forces to the home nation.

For the UK–Iraq conflict, examples for the UK include the costs of trans-
porting troops and equipment to the invasion points surrounding Iraq (including
air and sea charter); orders for additional ammunition and equipment, includ-
ing urgent operational requirements; the costs of accommodating the force in
a foreign country; the additional costs of pay and allowances which would
not otherwise be incurred, including the pay of mobilized reservists; and the
costs of stock consumed (for example, ammunition; fuel; clothing; food). In
costing, a distinction might be made between preparation and deployment
costs and the actual costs of conflict and combat operations. Once combat
starts, there will be extra costs through damage and losses of equipment and
the costs of stock consumption (for example ammunition; missiles). The
costings allow for any savings identified of activities or consumption (for
example exercises) which did not take place as a result of the conflict; plus
any receipts from the sale of items (for example fuel) to other nations in the
conflict. For the UK, the Iraq conflict was the first time a conflict had been
costed under full resource accounting and budgeting principles (RAB, which
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includes depreciation and cost of capital charges). This means that the cost
figures are not comparable with earlier UK data on the costs of conflict which
were conducted on a cash basis. The UK Government’s position is that
operational expenditures in the Iraq conflict are charged to the Treasury
Reserve (MoD, 2003).

Estimating military costs is not without its difficulties. The treatment of
equipment losses in combat raises problems. Equipment which is replaced on
a one-for-one basis is a true economic cost. For example, Tomahawk cruise
missiles used in combat are likely to be replaced at a unit production cost of
£0.813 million (2003/04 prices); but the replacements might be purchased
over a number of future years. However, there are no resource costs involved
if lost equipment is not replaced. For example, lost Challenger 2 tanks and
Tornado aircraft will not be replaced, mostly because there are surplus stocks
of such equipment and production has ended. Similarly, the UK will buy
some unmanned air vehicles (UAVs) to replace the Phoenix UAVs which
were lost; but the replacements will not be Phoenix (HCDC, 2004, Q1880).

Human capital losses are even more controversial. Resource budgeting
only applies to physical capital, comprising equipment, other assets and land
holdings by the military. Also, Armed Forces pensions for death and injury
are paid outside the UK Ministry of Defence departmental expenditure lim-
its: but they are a charge to the UK Exchequer and need to be included in any
military costings. In principle, death and injury require valuations to be
placed on human life. Such valuations might be based on either a ‘willing-
ness to pay’ principle or on human capital losses which can be costed on the
basis of the forgone life-time earnings of the military personnel affected.

There are further problems. Typically, initial cost estimates of conflict
differ from final outcomes (ex ante v ex post) and decisions about involve-
ment in a conflict will be based on initial cost estimates. Usually, governments
underestimate the costs of war (Nordhaus, 2002). There are also possible
additional long-term military costs. For example, post-conflict occupation
costs might continue for many years; there are possible perverse effects
where conflict leads to a greater threat from international terrorism; and there
are possible positive or negative impacts on recruitment and retention of UK
military personnel. Against these costs, there will be savings from the ending
of UK and US military operations to control Iraq airspace.

Estimating civilian costs
For an economy such as the UK’s, a conflict with Iraq has various short- and
long-term impacts. There are possible impacts on oil prices, share prices (for
example loss of confidence due to uncertainty of war), airline business,
tourism, defence industries, private contractors, aggregate demand and future
public spending plans. For example, the conflict is likely to add to aggregate
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demand at least in the short-term (that is via the use of Treasury Reserves for
increased defence spending), with increased orders for equipment such as
ammunition and urgent operational requirements. The end of sanctions will
open the Iraq market to UK industry. These impacts also need to allow for the
counter-factual: what would have happened to the UK economy in the ab-
sence of the conflict?

There are further substantial costs imposed on Iraq, both military and
civilian. These embrace both human and physical capital losses as well as the
economic and social impacts of international sanctions against Iraq. Exam-
ples include the deaths and injury of military and civilian personnel, together
with the damage and destruction of infrastructure and housing during the
conflict and post-conflict operations. Questions then arise as to who will pay
for reconstruction?

Evidence on the UK costs of the Iraq conflict
The focus will be on military costs to the UK of the Iraq conflict (that is,
defence budget costs). There are some published data on estimates and out-
comes. In November 2002, the UK Treasury announced a £1 billion Special
Reserve in 2002/03 to provide resources for ‘overseas and defence needs in
the fight against global terrorism’ (MoD, 2003, p.71). In March 2003 the
Treasury increased this figure to £3 billion for the military campaign and for
humanitarian assistance to the Iraqi people (MoD, 2003, p.71). The author’s
estimate made in mid-2002 of the likely military costs to the UK of a conflict
with Iraq was some £3.5 billion (cash terms: based on the UK’s additional
costs of the 1991 Gulf War adjusted for inflation to 2002/03 prices using the
GDP deflator: see Table 10.5 below). The actual costs of the conflict were
much less than some of these estimates and are in the region of £1.5 billion
(resource accounting basis). However, whilst the actual costs of the conflict
were below the initial estimates, the post-conflict costs were probably higher
than expected. In assessing estimated and actual costs of the conflict, it has to
be recognized that the UK Government ‘…had not fully anticipated the
consequences of the total collapse of the Saddam regime and what the United
Kingdom’s obligations would be once hostilities had ceased’ (NAO, 2003,
p. 32).

The military cost of the conflict for the UK, including combat operations
up to end-March 2003 was £847.2 million, including £700 million for equip-
ping and deploying UK Forces to the Gulf. In addition, there are costs of
stock consumption and of damage and losses to equipment and these ‘recu-
peration costs’ are estimated at some £650 million, giving an aggregate
conflict cost of £1.497 billion (MoD, 2003, p.71: see Table 10.1). Since the
end of the conflict, there have been significant and continuing post-conflict
costs. During the conflict, UK Forces provided some 46 000 military person-
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nel. With the end of hostilities, UK Forces in Iraq were maintained at around
9500 military personnel at an additional resource cost of £1.311 billion for
2003/04 (including almost 10 000 reservists: MoD Accounts, 2004).1 Assum-
ing similar post-conflict costs for the year to end-March 2005, gives a UK
military cost figure for the conflict and subsequent peace-keeping costs of
some £4.12 billion to end March 2005, giving a present value estimate of
£3.983 billion (based on 2003 using a 3.5 per cent discount rate which is the
Treasury cost of capital charge). These are probably upper-bound figures
since the marginal costs of occupation are likely to fall over time (for exam-
ple through the use of fixed assets such as accommodation and a lower
intensity of operations). Interestingly, in 2003/04, the marginal resource cost
of UK military personnel on post-conflict operations in Iraq was £138 000
per person, compared with an average resource cost of £146 703 per person
based on all UK military personnel (DASA, 2004). This gives the surprising
result that marginal costs were only 6 per cent lower than average costs.

Tables 10.2 and 10.3 present the official published data on the UK mili-
tary costs of the Iraq conflict. Table 10.3 presents an alternative breakdown
of the £847 million of spending in 2002/03. Whilst the costs of the conflict
and occupation are estimated at some £4 billion to end March 2005, there
will be continuing costs dependent on the duration of stay for UK Forces
and the numbers of military personnel involved. A continued presence of
9500 UK military personnel will probably cost less than £1.3 billion, say,

Table 10.2 UK military costs of conflict and post-conflict, 2002–04
(£ million)

Item 2002/03 2003/04

Service and civilian manpower costs 34.6 195.1
Accommodation (including IT/communications) 83.6 77.2
Defence equipment 160.6 167.5
Air and sea charter 89.6 108.9
Stock consumption 170.2 243.2
Depreciation and write-off of fixed assets 73.9 83.1
UORs and other capital items 217.7 219.9
Other costs (welfare; currency gains/losses) 17.0 92.7
Total 847.2 1187.6

Notes:
(i) UORs are Urgent Operational Requirements; (ii) The 2003/04 figures were revised to £1.311
billion in 2004.

Source: MoD (2003).
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£1 billion for a further year to end-March 2006. On this basis, the total cost
to the UK of its military action in Iraq from 2003 to end March 2006 is
some £5.12 billion giving a present value estimate of £4.88 billion (based
on 2003). These figures are broadly consistent with the UK Government’s
announcements on its actual spending and allocation for operations in Iraq,
Afghanistan and the global fight against terror. The 2004 UK Budget an-
nounced that the total spent and set aside to 2007 for these contingencies
was £6 billion.

There is also the need to value the human life lost for military personnel.
During the Iraq conflict from 21 March 2003 to 1 May, 2003, a total of 33
UK Service personnel died in the operation (comprising 17 Army, 8 Marines,
6 Navy and 2 Air Force). Of these, 9 were killed in action, and 21 died as a
result of accidents (for example including friendly fire). Total UK military
personnel deaths in Iraq from all causes between 21 March 2003 to end-
January 2005, totalled 85. Of these, 40 were killed in action,2 with most of
the remainder being due to accidents, including road traffic accidents. In
addition, from 21 March 2003 to end-January 2004, a total of 160 UK
military personnel in Iraq were seriously injured (HCDC, 2004, Q2209). Any
assessment of the UK military casualties due to the Iraq conflict and post-
conflict operations has to address the counter-factual: how many casualties
would have arisen in the absence of the Iraq conflict (for example, deaths
from accidents including exercises)?

Table 10.4 shows annual deaths of UK Regular forces from 1995 to 2003.
Over the 5-year period 1997 to 2002, deaths averaged 147 per annum and
death rates per 100 000 strength varied from 67 to 77 per annum (the Iraq

Table 10.3 Costs of Iraq conflict: alternative data for 2002–03

Resource cost £ million

Deployment and equipping the force 476
Warfighting total (including ammunition at gross book value of 79

£64 million)
Guided weapons 61
Destroyed equipment 30
Other costs 15
Provisions on ammunition –32
Total resource costs 629
Capital costs (all pre-deployment) 218
Total costs 847

Source: NAO (2003).
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Table 10.4 Death rates of UK regular forces, 1995–2003

Numbers 1995 1996 1997 1998 1999 2000 2001 2002 2003
of deaths

Total 201 142 160 162 139 148 140 148 170
Death rates 93 64 79 77 67 72 68 72 82
per
100 000
strength

Source: DASA (2004).

conflict occurred in 2003). During the calendar year 2003, there were 20 UK
military personnel killed in action in Iraq. Total military deaths in 2003 were
170 against a 5–year annual average of 147, suggesting that up to 23 UK
military deaths might have been due to the Iraq conflict and post-conflict
operations in that year (the UK military was also involved in other overseas
deployments, namely, the Balkans, Africa and Afghanistan).

Estimating the value of UK military deaths in Iraq requires a valuation to
be placed on a life. This is a controversial area where there are major data
problems, so that the following estimates are illustrative only. The UK
Department of Transport placed a value on life of some £1.312 million in
2003 prices. This estimate was based on the willingness to pay value of a
statistical life.3 On this basis, the valuation of UK military deaths in 2003
was some £30.2 million (that is, 23 deaths). In addition, there are serious
injuries to be included in the evaluation. Lack of data meant that some
broad assumptions were needed to obtain an estimate of the numbers of
serious injuries due to the Iraq operation and the valuation of injury.4 The
resulting estimate for injuries was a figure of £10.5 million in 2003 (Jones-
Lee, 1976; 1990).

Similar estimates are required for 2004. Here, there were 10 UK military
deaths in 2004 where the military personnel were killed in action and these
were used as the basis of the number of military deaths due to the Iraq
operation. A guesstimate was also required of serious injuries due to the Iraq
operation in 2004, and these were estimated at 30. On the basis of these
figures, the valuation of UK military deaths and injury might be some £17.5
million in 2004.5 There were a further 10 military deaths from enemy action
in the period January to March 2005, at a valuation of some £13 million. The
result of adding the valuation of life estimates to UK military resource costs
are shown in Table 10.5, giving a total military cost of the Iraq operation
from the start in 2003 to end-March 2005 of over £4 billion.



Economics of conflict 155

Table 10.5 UK military costs of Iraq, 2003–end-March 2005

UK military resource UK military deaths/ Total costs
costs injuries

£4.12 billion £71.3 million £4.19 billion
£3.98 billion £69.8 million £4.05 billion
(Present value, 2003) (Present value, 2003) (Present value, 2003)

Note: Estimates for deaths and injuries are for 2003 to end-2004; Jan–March 2005 refer to
military deaths only (10 deaths) excluding injuries.

Some indication can be obtained of the alternatives forgone due to the
UK’s involvement in Iraq. The military conflict involved a one-off sum of
some £1.5 billion. Such a sum could have been used to:

i) increase the child element in child tax credits by over £200 for one year
only;

ii) reduce inheritance tax by 40 per cent for one year only;
iii) abolish capital gains tax for one year only;
iv) build about 25 more new hospitals in the year (capital costs only);
v) reduce the basic rate of income tax by about one half of one penny for

one year.

The costs of other UK conflicts
There are data on the military costs of UK involvement in other conflicts,
namely, Kosovo, Bosnia and the Gulf War. The UK involvement in the NATO
operation in Kosovo started with an air campaign in March 1999, followed by
a UK deployment of some 10 500 Service personnel in Kosovo in June 1999.
By April 2000, the number of UK Service personnel deployed in Kosovo was
3500, with the number expected to remain at that level to 2003. The addi-
tional costs of the UK’s military contribution to Kosovo over the five years
1998–2003 was estimated at some £866 million. Within this total, the costs of
the actual campaign during 1999–2000 were estimated at £342 million. How-
ever, these cost figures were not presented on a resource basis (and hence are
not comparable with the UK cost data for the Iraq conflict). Adjusting the
1999–2000 estimates to a resource basis would add an extra £30 million to
the total, giving a figure of £372 million. A similar adjustment to the total
cost figure of £866 million would increase the total to £942 million on a
resource basis (all estimates for Kosovo in 1999/2000 prices: NAO, 2000).

The UK’s additional costs of its military involvement in the former Yugo-
slavia were some £337 million; but once again, these figures were not on a
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Table 10.6 Costs of other UK conflicts

Conflict Costs as reported Costs in 2003 prices
(£ millions) (£ millions)

Kosovo: conflict 342 376
total operation 866 951

Bosnia 337 404
Gulf War: total 2.500 3.522
Gulf War: Foreign contributions 2.030 2.860
Gulf War: Net UK cost 470 662
World War II (1939–1944) 23.9 billion 695 billion
World War I 6.8 billion 211 billion

Note:
Costs for 2003 based on GDP deflator.
Kosovo 2003 costs are on an estimated resource basis; all other costs are UK additional military
costs in cash terms and not on a resource basis.
Human capital costs are not included.
Data for World Wars I and II were from DASA (2000).

resource basis (1995/96 prices: NAO, 2000). Finally, the Gulf conflict of
early 1991 involved the UK in additional military costs of some £2.5 billion
(1991 prices, cash terms). However, compared with the 2003 Iraq conflict,
the UK’s costs were reduced by contributions of some £2.03 billion from
other nations, especially Kuwait and Saudi Arabia (1991 prices: MoD, 1991,
p.26). Table 10.6 summarizes the UK’s military costs of these conflicts,
presenting the data in 2003 prices. The UK’s involvement in Iraq has been
much costlier than any of its conflicts during the 1990s. In terms of the UK
defence budget, the additional costs of conflict are supposed to be charged to
the Reserves; but it is always possible that the UK Treasury might seek to
recoup some of these costs in its future budget allocations to defence (for
example, by arguing that the defence budget is about paying for conflict). The
scale of the Iraq costs needs to be seen against an annual UK defence budget
of £31.3 billion in 2003/04 (DASA, 2004). For comparative purposes, data
are also presented on the costs to the UK of World Wars I and II.

US military costs
In September 2002, prior to the Iraq conflict, the US Congressional Budget
Office (CBO) estimated that the incremental costs of deploying a US force
to the Persian Gulf would be between $9 billion and $13 billion; combat
operations would cost between $6 billion and $9 billion per month; return-
ing the forces to their home base would cost from $5 billion to $7 billion;
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and a post-conflict operation would cost from $1 billion to $4 billion per
month (CBO, 2002). There were no such cost estimates provided by the UK
Parliamentary Committees. The CBO stressed that estimating the cost of a
military conflict with Iraq was highly uncertain because of its dependence
on many unknown factors, including the size of the US military force, the
duration of the conflict, casualties, equipment lost, reconstruction and post-
conflict commitments.

Prior to the conflict, there were a few other estimates of the costs to the
USA of a war with Iraq. A Bush administration economist (Lindsey) esti-
mated that the costs to the USA would be of the upper bound of $100–200
billion (Nordhaus, 2002, p. 60). A study by Nordhaus (2002) estimated both
the military and macroeconomic costs to the USA under two scenarios of a
short and protracted war. A short war was forecast to cost the United States
almost $100 billion and a protracted war over $1900 billion (including macro-
economic and oil market impacts at 2002 prices: Nordhaus, 2002, p. 77).
Interestingly, under the protracted war scenario, US military costs of the
conflict and occupation comprised one-third of the total economic costs of
the Iraq war. Finally, a further US CBO study completed after the Iraq
conflict estimated the US military occupation costs at between $8 billion and
$29 billion per year (2004 prices and depending on the size and duration of
US occupation Forces: CBO, 2003). In August 2003, there were over 180 000
US military personnel involved in the occupation of Iraq at a monthly cost of
some $3.9 billion (CBO, 2003, p. 1). These estimates can be compared with
US budget requests.

Over the period March 2003 to October 2004, US budget requests for Iraq
totalled $166 billion (including Afghanistan and homeland security). Within
this total, the US military build-up for Iraq was costed at $30 billion; the
conflict at $13 billion; the transition at $12 billion; post-conflict costs for the
US military in Iraq estimated at $51 billion; assistance to allies was costed at
$9.4 billion; and Iraq reconstruction costs at $22 billion. A supplementary
budget of $100 billion for Iraq was requested for fiscal year 2005/06, taking
the total budget for Iraq to $250.2 billion (excluding Afghanistan and home-
land security, or $241 billion in 2003 present value terms, using a 3.5 per cent
discount rate). Some forecasts suggest that US forces will remain in occupa-
tion in Iraq until mid-2007 at a possible cost of $36 billion per annum
(Brainard and O’Hanlon, 2003).

US military deaths in the Iraq conflict and post-conflict operations to
end-January 2005 totalled 1429, of which 1082 were due to hostile action
(US DoD, 2005). Deaths due to hostile action were taken to represent US
loss of life for military personnel in the Iraq operation (98 per cent were US
Army and Marines).6 In addition, up to end-January 2005, there were a total
of 10 770 US military personnel wounded in the Iraq operation. However,
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this total did not distinguish between serious injuries and others: hence, an
average valuation of injury was applied. On this basis, the valuation of US
military deaths and injuries due to the Iraq operation were some $5 billion
up to end January 2005.7 Again, this estimate is an illustrative order of
magnitude only. In aggregate, total US military costs for Iraq over the
period 2003 to early 2005 were some $255 billion (including budget re-
quests for 2005/06).

Comparative military cost data for other conflicts involving the USA are
shown in Table 10.7. On this basis, the US involvement in Iraq is greater than
its costs for World War I, but less than the Korean and Vietnam wars.

Table 10.7 Costs of other US conflicts

Conflict Direct costs of wars Cost as percentage of
(US$ billions, 2002 prices) annual GDP (%)

World War I (1917–18) 190.6 24
World War II (1941–45) 2896.3 130
Korea (1950–53) 335.9 15
Vietnam (1964–72) 494.3 12
First Gulf War (1990–91) 76.1 1

Note: Costs are budget costs only and exclude post-war costs of veterans’ pensions and health
benefits.

Source: Tewes (2003).

Costs for civilian economies
In addition to military budget costs, there are costs imposed on the civilian
economies of the nations involved in the conflict and ‘spillover’ costs for the
rest of the world. These include macroeconomic costs as well as the welfare
impacts of price changes. There are a few studies which estimated such
civilian economic costs prior to the conflict. Such pre-conflict estimates are
relevant as plans or expected outcomes are the basis on which choices are
made.

Nordhaus (2002) used previous experience with conflict and oil price rises
to estimate the macroeconomic costs to the USA. He concluded that ‘The
most durable economic impacts of a war are likely to be effects on oil
markets’ (Nordhaus, 2002, p. 81). In the worst case protracted war scenario,
impacts on oil markets were estimated to cost the USA some $780 billion,
and macroeconomic impacts to cost almost a further $400 billion from a total
US cost of a war of over $1900 billion (2002 prices: Nordhaus, p. 77).
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Table 10.8 Estimated economic impacts of a short war with Iraq

2003 2003–05
Conflict Phase Rebuilding Phase

Extra Government Spending
(annual percent of GDP):
USA 1.3 0.8
Europe 0.5 0.5
Japan 0.2 0.8
Australia 1.0 0.5

Loss in GDP (US $ billions, 2003 2003–2010
2000 prices): Conflict Phase

USA 34 491
Europe 47 157
Japan 33 122
Australia 2 18
TOTAL 173 1043

Source: McKibbin and Stoeckel (2003).

A Brookings study estimated the macroeconomic costs of a war with Iraq,
embracing all countries including inter-relationships. The study focused on
economic costs in the form of ‘flow-on’ effects from higher budgetary costs,
rising oil prices and greater uncertainty under scenarios of a short and long
war. For a short war, the estimated impacts on extra government spending
(defence) and on GDP are shown in Table 10.8. It was concluded ‘that even a
short war will have a significant and noticeable impact on the world economy,
but …would not lead to a recession’ (McKibbin and Stoeckel, 2003, p. 4).

The IMF has estimated the economic impacts of higher world oil prices.
Modelling the effects of a permanent US$5 per barrel increase in oil prices,
the IMF estimated that world GDP would fall by 0.2 per cent in year one and
by 0.3 per cent in years two and three (including losses for the USA of 0.3
per cent in year one and 0.4 per cent in years two and three: IMF, 2000).

Another study analysed financial market data to obtain an ex ante assess-
ment of the economic consequences of war with Iraq. The novel feature
involved analysis from the existence of a market for Saddam Securities,
which was a new future traded on an online betting exchange which only paid
if Saddam Hussein was ousted. This future’s price provided a plausible
estimate of the probability of war and suggested that war would raise the
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price of oil by about $10 per barrel. Markets expected these large immediate
disruptions to dissipate quickly, with prices returning to pre-war levels within
about 18 months, with only a minimal long-run oil dividend. Large effects
were predicted for equity markets, with war lowering the value of US equities
by about 15 per cent, especially in the consumer discretionary sector, airlines
and IT; but with the prospects of war having favourable effects on gold and
energy sectors. Nations that are closely involved in the world economy or net
oil importers were most likely to experience adverse effects from a war
(Leigh, et al., 2003).

There are also a few published estimates for other countries of the eco-
nomic impacts of war with Iraq. For the UK, one forecast suggested that the
outcome could be positive for the UK economy with modest increases in
GDP of about 0.2 per cent following the stimulus from increased defence
spending (Richardson, 2003, p.5). An NIESR analysis expected that the
major enduring economic impact of the war in Iraq would come through its
impact on oil prices. Concerns about war in Iraq probably reduced output
growth in the Euro area by 0.1 per cent in each of 2002 and 2003 and raised
inflation in 2003 by 0.1 percentage points, whilst the impacts on the UK were
probably ‘a little less’ (NIESR, 2003, p.16). In late 2004, it was concluded
that the effects of oil prices on the UK economy could probably be absorbed
without excessively high interest rates and certainly without the interest rates
which were needed for inflation control after the oil price shocks of the 1970s
(NIESR, 2004, p. 6).

Estimates are also available for Australia. One study estimated that with a
short war, Australia would experience a loss in GDP equivalent to US$18
billion over the period 2003–2010 which was viewed as ‘a very significant
adverse impact on Australia’ (but the results reflected the nature of the model
and some extreme assumptions: Richardson, 2003, p. 5).

Overall, an Iraq war was expected to have adverse economic impacts at
both the macro- and microeconomic levels. A short war was expected to
result in a loss in world GDP of over $170 billion in 2003 and over $1000
billion for the period 2003 to 2010 (see Table 10.7). In addition, there were
expected to be adverse impacts in specific markets (for example airlines,
tourism) and favourable impacts in other sectors (for example defence mar-
kets; contractor business in Iraq). Such macro- and microeconomic impacts
and costs need to be included in a complete evaluation of the costs of the Iraq
war.

Costs for Iraq
Estimates of the reconstruction costs for Iraq range from $50 billion to $100
billion, although not all of these costs were due to conflict damage: they also
reflect the neglect of Iraq’s infrastructure since the invasion of Iran in 1980
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(CBO, 2004). A CBO study considered three scenarios for Iraq’s reconstruc-
tion over the period 2004 to 2007 and these were estimated to cost between
$18 billion and $55 billion. Revenue from oil exports is expected to finance
much of Iraq’s reconstruction costs (CBO, 2004). Alternative estimates sug-
gest a US bill for Iraq reconstruction of $150 billion to $300 billion over
several years (Brainard and O’Hanlon, 2003).

There are various estimates of Iraqi deaths and injuries. By late 2004, it
was estimated that between 12 800 and 14 843 Iraqi civilians had been killed
because of the Iraq conflict, although one estimate suggested that the figure
might be as high as 100 000 civilian deaths (Observer, 2004). Another esti-
mate in 2005 concluded that the total of direct civilian deaths in Iraq lies
‘between 10,000 and 33,000…and is certainly greater than 1,000 and less
than 100,000’ (Bellany, 2005, p.14). In addition, civilian injuries were esti-
mated at some 40 000 and Iraqi military deaths of soldiers and insurgents at
between 4895 and 6370 (IPS, 2005). Offsetting these casualty figures are the
saving of life from the end of the Saddam Hussein regime’s internal security
policies and from the end of international sanctions.

Estimating the value of Iraq lives killed and injured in the conflict requires
some ‘heroic assumptions’ about average per capita incomes, the numbers of
casualties, the proportion of deaths and injuries comprising workers and the
expected working life of the killed and injured. Assuming 40 000 civilian and
military deaths (upper bound estimates given above) with half in the working
population; an average working life of 20 years; and an annual per capita
income of $2100 in 2003 suggests the value of life for Iraqis killed in the
conflict at some $840 million. Adding the value of injuries might well in-
crease the total value of Iraqi deaths and injuries from the conflict to $1
billion by end-2004.8

Costs and benefits: an overview
Table 10.9 presents a summary of the military and civilian costs of the Iraq
conflict. It confirms that actual military costs exceeded the initial estimates
and that conflict involves substantial civilian costs. Also, it shows that the
USA has borne some 97 per cent of the military costs and almost 50 per cent
of the estimated losses in world GDP. In addition, it is likely that the USA
will bear most of Iraq’s reconstruction costs, estimated at a total US bill of
between $150 billion and $300 billion over several years (that is at $5 billion
to $120 billion per year over several years: Brainard and O’Hanlon, 2003).
These confirm the costs of unilateral US action in Iraq and indicate the lost
opportunity for cost-sharing from multilateral action.

Wars are costly and involve the use of scarce resources with alternative
uses (for example, schools; hospitals; roads; social welfare spending). The
Iraq war is no exception, involving substantial costs. Using a cost–benefit
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Table 10.9 Summary of costs, March 2005

Estimated Actual
military costs military costs Estimated civilian costs

USA $100–$200 billion $255 billion (a) Lost GDP of $491 billion
over period 2003–10 (2000
prices); (b) US bill for Iraq
reconstruction: $150 billion –
$300 billion

UK $1.8 billion $7.5 billion Reduced output growth of
0.1% in 2002/03: say, $3.5
billion

Other Australia: Australia: Australia:
Allies $120 million $212 million Lost GDP of $18 billion for

2003–10

Iraq NA NA Reconstruction:
$18–55 billion (CBO) or
$150–300 billion;
Deaths/injuries:
$1 billion

Total $102–202 billion $263+ billion Lost world GDP:
2003=$173 billion;
2003–10=$1043 billion

Notes:
(i) All costs are approximations in US$ based on April 2005 exchange rates. Present value

data are not shown. Civilian costs are published estimates prior to the conflict. Like
intelligence forecasts on WMD, they can be wrong.

(ii) Actual military costs are for period to March 2005 (including planned spending for 2005/
06 for the USA). US figures based on supplementary budget estimates.

(iii) For Australia, the figures are based on an occupation force of 1350 troops for one year.
(iv) Further military costs will be incurred after March 2005, reflecting the continuing occu-

pation. Also, other allies have incurred military costs which are unknown but most are
likely to be small. UK military costs are for MoD only, excluding reconstruction costs
funded by other Government departments.

framework, any evaluation of the Iraq conflict has to address the expected
benefits of the conflict: was it worthwhile? Were the benefits of conflict
expected to exceed the costs and were the outcomes such that realized ben-
efits exceeded actual costs? Here, care is needed to distinguish between plans
and outcomes, with much of the debate dominated by hindsight. For the UK
and USA, the benefits of the war were expected to be an end to Iraq’s
weapons of mass destruction programmes (WMD), the end of the Saddam
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Hussein regime and the introduction of democracy to Iraq (with possible
demonstration effects for other Middle Eastern countries). In the event, the
intelligence about WMD was proven to be mistaken; Saddam Hussein was
captured; the first elections were held in Iraq in January 2005; and some of
the possible benefits are likely to extend over future years. It is known that to
obtain these benefits, the UK and USA spent in the region of an extra $263
billion on their military operations over the period 2003 to end March 2005
(with these costs continuing beyond March 2005). Were the benefits at least
equal to some $263 billion? This is without including costs to the civilian
economies of the UK and USA and their contributions to the reconstruction
of Iraq. Including all military, civilian and reconstruction costs gives a possi-
ble total bill for the UK and USA of some $910 billion to $1060 billion over
the period 2003 to 2010 (with forecast world costs of $1.3 to $1.6 trillion to
2010: see Table 10.8).

On the benefits side, it might be claimed that the Iraq war ‘made the world
safer from terrorism’. Studies show that terrorism imposes large costs on the
world economy: for example, the costs to the US economy of the September
11, 2001 terrorist attack was estimated to be 1 per cent of GDP in each of
2001, 2002 and 2003 (McKibbin and Stoeckel, 2003).

Various possible benefits from the Iraq war have been claimed. A list of
these is presented below:

1. End of dictatorship/tyranny and freedom for Iraq people leading to de-
mocracy

2. End of human rights abuses in Iraq
3. Greater security for Iraq
4. End of WMD and security threats to Middle East
5. Greater output of Iraq oil, lower oil prices and increased trade opportuni-

ties with Iraq
6. Spread of democracy in Middle East (beneficial externality)
7. Reduced threat from terrorism
8. Restoring credibility of US foreign policy, including war on terror and

removal of rogue nations and WMD.

Such benefits need to be assessed carefully and critically, including the
possibility of alternative and lower-cost solutions. One commentator has
concluded that ‘Apart from the fall of Saddam Hussein, America’s war against
Iraq and the subsequent occupation produced none of the results in the region
promised by those who waged it – and the opposite of what they wanted in
America’s relations to allies, alliances and international institutions’ (Bertram,
2004, p.13). Ultimately, policy-makers and societies have to make a judge-
ment about the valuation to be placed on the benefits of the Iraq war, with
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choices being made on the basis of plans in a world of uncertainty. In
democracies, voters exercise their judgement at elections (usually held after
the conflict). However, potential benefits from the Iraq war might range from
short-term success (for example, freedom now achieved for Iraq people so
that they view the war as worthwhile) to benefits over some unknown future.

Conclusion: an alternative economic solution?
Was there an alternative and lower-cost solution to the Iraq war? Economics
suggests an alternative to conflict based on the compensation principle. Be-
fore the war started, both the UK and US foreign secretaries suggested that
Saddam Hussein ‘should go’. Economics would support such a proposal with
an offer bribing Saddam Hussein to go (that is make him an offer he could
not refuse). Consider an application of this principle. Assume that, prior to
the war, the US was willing to spend, say, $100 billion on the conflict. Instead
of war, it could have offered Saddam $20 billion to leave Iraq; with a further
$50 billion to be allocated to the Iraq people (for example, for economic
development or as a gift to those families with young children); leaving the
USA with a saving of $30 billion and the UK a further saving of $7.5 billion
(all based on military costs only). Some might judge this to be an example of
a Pareto-improvement with everyone better-off and no one worse-off; and
war with its casualties and damage would be avoided.9

Notes
1. For 2003/04, MoD received additional operational expenditure of £1.493 billion against an

estimate provision of £1.748 billion. This additional expenditure comprised £1.311 billion
for Iraq; £104 million for the Balkans; £36 million for Afghanistan; and £1.7 million for
Africa: hence the total of some £1.5 billion for 2003/04. Interestingly, UK military person-
nel receive no special additional premium payments for a war (they are paid an annual
salary to provide contracted services in peace and war).

2. This assumes that the 10 deaths in the loss of an RAF Hercules in January 2005 were killed
in action. In March 2005, the interim report of the official inquiry did not rule out enemy
action as the cause of the crash.

3. Alternatively, the human capital costs used in the UK (based on Department of Transport
data for 1985) was £360 000 in 2005 prices. I am grateful to Mike Jones-Lee, University of
Newcastle for advice on this topic. See also Jones-Lee (1990) and (1976). There will, of
course, be UK Government pension payments for death and injury to military personnel but
these are not usually shown in the MoD’s expenditure limits. Nonetheless, they are an
Exchequer cost which will be part of the valuation of life figures presented in Table 10.5.
As a guide to pension costs for Iraq, an average pension for death in service is estimated at
over £450 000 (Hoon, 2005) and an average for injury is taken as a proportion of this total
(say, £150 000: exact figures depend on individual circumstances). On this basis, UK
pension costs for military deaths and injuries in Iraq for 2003 to end-March 2005 might be
some £36 million, which is about 50 per cent of the ‘true’ valuation of life as shown in
Table 10.5.

4. During 2003 to January 2004, there were 160 serious injuries of UK military personnel in
Iraq. Assume that all these injuries occurred in 2003. Some injuries would have occurred
without the Iraq conflict. The contribution of Iraq was estimated by taking the ratio of Iraq-
related deaths to total Iraq deaths (44 per cent) and applying this ratio to estimate the
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proportion of Iraq-related serious injuries which gives a figure of 71. These injuries were
estimated to be valued at £147 460, which is the figure used for serious non-fatal injury,
based on the same willingness to pay figures used by the Department of Transport for the
value of statistical life (advice provided by Mike Jones-Lee). Additional costs of injury
need to be added for non-serious injuries (valued at £11 370 per person); but there were no
published data for non-serious injury of UK military personnel in Iraq: hence, the total
figures are underestimates.

5. There were 23 UK military deaths in Iraq in 2004, of which 10 were killed in action. There
were no published data on all UK military deaths in 2004 at the time of writing: hence, it
was assumed that all killed in action died as a result of the Iraq conflict (valued at £13.1
million). At the time of writing, there were no published data on serious injuries in 2004, so
it was assumed that these injuries were a multiple of deaths (based on the 2003 multiple of
three serious injuries to each death due to the Iraq operation: hence a valuation of serious
injury at £4.4 million in 2004 (that is, 30 serious injuries at £0.15 m per person).

6. Average numbers of US military deaths over the period 1998–2002 were 858 persons per
annum. These were mostly accidental deaths with few deaths in this period from hostile
action.

7. These costs were estimated using the UK value of life figure at £1.3 million, adjusted to US
$ at an exchange rate of $1.88=£; and then further adjusting the estimate to allow for a US–
UK total productivity gap of some 20 per cent (HM Treasury, 2000). The value of injury
was based on the average of the UK values applied to serious and other injuries (£80K).
The estimates for the US military deaths/injuries do not allow for deaths/injuries in normal
peace-time operations; nor do they adjust for the inclusion of death benefits in US DoD
budget requests. As a result, they are likely to be upper-bound figures.

8. Per capita income data for Iraq are based on World Bank data for Middle East and North
African countries for 2000 ($2090). No income data were published for Iraq. These esti-
mates use average per capita income applied to estimates of the working population killed
in the war. An alternative estimate would apply per capita income to all Iraqi deaths,
resulting in a higher estimate of human capital costs.

9. Critics of this proposal focus on three objections. First, the immorality of bribing dictators;
but against this there is the immorality (and illegality?) of the Iraq war. Second, the time
consistency commitment. There is no guarantee that after accepting the bribe, Iraq will
agree to an acceptable form of democracy; but even after war and an acceptable form of
democracy, there is no guarantee that Iraq will remain democractic in perpetuity (there
could be another military coup; or a theocracy, and so on). Third, the incentives effects,
with bribes encouraging dictators to behave belligerently. Here, the option of bribes or war
will depend on the perceived economic, political and military importance of the dictator/
rogue nation.
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11 Defense expenditure and economic growth:
evidence from cross-country panel data
Rati Ram*

Introduction
The relation between defense (military) spending and economic growth has
attracted the attention of numerous scholars since Benoit’s (1973) finding of
a positive association between the two.1 Ram (1995, pp. 255–7) listed many
studies up to the mid-1990s that sought to refine or extend Benoit’s work. He
also indicated (p. 257) the main refinements and extensions undertaken by
various scholars. Dunne (1996) provided another review of the literature. Of
course, many studies have appeared since the reviews by Ram (1995) and
Dunne (1996). These consist of single-country research using time-series
methodology and a few multicountry studies in cross-section or panel-data
format. Although it is difficult to make a simple summarizing statement about
the relation between defense spending and economic growth indicated by this
more recent research, it seems the predominant pattern does not suggest a
significant positive or negative association between the two variables.2

The main motivation for the present chapter is provided by the considera-
tion that while there are many recent single-country studies that indicate a
somewhat ambiguous and variable pattern, and several cross-section esti-
mates can also be found, there is a limited amount of panel-data research that
includes a large number of countries and covers a substantial period after the
Cold War. As is well known, single-country studies are constrained by a
relatively small number of observations that limit the usefulness of time-
series procedures. Moreover, in the absence of a large number of such studies,
it is difficult to state a generalizable proposition. On the other hand, cross-
section models imply fairly severe parametric restrictions that overlook the
sizable heterogeneity in wide cross-country samples. Panel-data procedures
soften the stringency of cross-section models and, using multiperiod indi-
vidual-country information, can provide a reasonable indication of the structure
for a ‘typical’ country in the sample. In that sense, panel-data estimates can
combine the strong points of individual-country and cross-section studies.
The following are some distinguishing features of the present study:

1. It is based on panel data for 119 countries, which is perhaps the largest
cross-country sample used on this topic.
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2. The panel covers the 12–year period from 1991 to 2002 which is prob-
ably more recent than that covered in any other work on the subject.

3. The period studied has a certain degree of homogeneity in the sense that
it lies entirely in the era after the Cold War.

4. Besides the widely-used Feder-type framework, two other parsimonious
models of the defense-growth relation are also estimated. These two
models differ in the form in which the defense variable is entered.

5. While ordinary least squares (OLS) estimates are obtained as a kind of
benchmark, fixed-effects and random-effects estimates are obtained to
take advantage of the panel character of the data.

6. Besides the use of the entire sample, estimates are also obtained for four
sub-samples of less-developed countries (LDCs), developed countries
(DCs), transition economies, and major oil exporters. Since structural
differences across these groups might not be adequately captured in the
fixed- or random- effects models, it seems useful to compare the defense-
growth nexus across these groups.

7. In view of possible endogeneity of the defense spending (and invest-
ment) variables, a quick check is done on the severity of such endogeneity
by obtaining a preliminary set of instrumental-variable estimates (IVEs).

8. In addition to the estimates from pooled data, OLS estimates for the
three models are obtained from (full sample) cross-section for each year.
This is the format that has been used in most cross-country research,
although the cross-sections have often consisted of averaged variable
values over several years.

Some of the observations suggested by the estimates are the following.
First, there is tremendous diversity in the association between defense
variable and economic growth across models, country groups and time
periods. Therefore, the conclusions indicated in the literature about the
existence of a significant positive or negative effect of defense outlays on
growth may be interpreted with much caution as generalizable proposi-
tions. If one may summarize the diverse array of estimates observed in the
present study, it seems fair to say that there is no consistent pattern of a
positive or negative association. Second, the estimates seem generally simi-
lar across OLS, fixed-effects and random-effects formats. Third, IVEs are
also similar to OLS and fixed- and random-effects estimates, and any possi-
ble endogeneity of the defense (and investment) variable might not be
severe. Fourth, cross-section estimates show huge differences across the 12
sample years, indicating need for some caution in interpreting the estimates
from pooled observations.
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Models, data and the main results

Models
One of the models is the widely-used Feder’s (1983) framework that was
introduced by Biswas and Ram (1986) in the defense-growth literature. Since
this model is well known in the literature and its logic has been explained by
Biswas and Ram (1986, pp. 367–8), the details are omitted here. The basic
form of the model may be written as follows in a cross-country context

GYit = a01 + a11GLit + a21IYit + a31GMMYit + a41DCi (11.1)
+ a51TRANi + a61OILi + ui1t

where GYit denotes the rate of increase of aggregate real output in unit
(country) i and period (year) t; GL is the rate of growth of the labor force;
GMMY is the product of GM, which is the rate of growth of (real) defense
spending, and MY, which is the ratio of defense spending to aggregate output;
DC, TRAN and OIL are intercept dummies that take (respectively) the value
one if the country is a DC, transition economy or a major oil exporter, and
zero otherwise; and u’s are the stochastic error terms. The effect of defense
spending on economic growth is judged by the sign and significance of a31,
which is a composite of the ‘externality’ effect and the factor-productivity-
difference effect. That is the relevant parameter if one’s interest is in the
(total) effect of defense spending on economic growth, and not in its decom-
position between the externality and the factor-productivity-difference effects.
The parameters a11 and a21 have an interpretation that is close to the labor
elasticity of output and rate of return to physical capital, respectively. The
dummy variables reflect the difference in the intercept term for each group
from that of the base (LDCs).

It should perhaps be noted here that, despite their widespread usage, Feder-
type models of the kind specified in equation (11.1) have been subjected to
several types of criticism by various scholars, and a recent critique is pro-
vided by Dunne, Smith and Willenbockel (2004).3

It may also be noted that, despite the widespread use of defense expendi-
ture as a simple variable in the defense-growth literature, such expenditure
has at least two distinct components consisting of (a) consumption-type
outlays in the form of personnel salaries and maintenance, and (b) invest-
ment-type expenditure on equipment and infrastructure. It is possible that
composition as well as the magnitude of the total expenditure might matter
for economic growth. Following the usual practice in the literature, the
compositional consideration is overlooked in the present study.

Another model is a parsimonious framework that can be derived from a
simple production function with the conventional inputs of labor and capital
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and the addition of defense spending as another input or a ‘shifter’. Biswas
and Ram (1986, pp. 363–4) treated this as a conventional predecessor of
Feder-type models, and its basic form may be written as follows

GYit = a02 + a12GLit + a22IYit + a32GMit + a42DCi + a52TRANi (11.2)
+ a62OILi + ui2t

Models in equations (11.1) and (11.2) are very similar and the main merit
of (11.1) is that it provides a sharper interpretation of the defense parameter.

The third model is another conventional variant in which, as Biswas and
Ram (1986, p. 364) explained, MY replaces GM of equation (11.2). Although
no plausible rationale seems to have been provided for its usage, MY is a
widely-used proxy for the ‘defense burden’ in much of the mainstream growth
literature. The basic form of the model is written as follows, after replacing
GM of (11.2) by MY

GYit = a03 + a13GLit + a23IYit + a33MYit + a43DCi + a53TRANi (11.3)
+ a63OILi + ui3t

The interpretation of the parameters in (11.2) and (11.3) is fairly similar
and the effect of defense outlays on economic growth is judged by the sign
and significance of a32 and a33.

The foregoing models are highly parsimonious relative to those used in the
general literature on economic growth. However, while most models used in
the general growth literature tend to be ad hoc, that in equation (11.1) is
derived from a well-structured production function framework. Also, as Biswas
and Ram (1986, pp. 363–4) noted, the model in equation (11.2) can be
derived from an ‘augmented’ production function in which, besides labor and
capital, defense spending (M) enters as an additional regressor by way of a
shifter or a pseudo input. Moreover, the models stated above are congruent
with most specifications used in the defense-growth studies and offer a fair
variety by including the Feder-model along with two conventional formula-
tions that contain the defense variable in two different forms.

Variables and data
As in almost all such studies, annual rate of growth of real GDP is taken as a
proxy for GY. Similarly, annual rate of increase of the labor force is taken as a
proxy for GL, which is an improvement over the frequent practice of using
population growth. Rate of growth of real military (defense) spending is the
proxy for GM, and MY is the ratio of military spending to GDP. Similarly, IY
is the ratio of current-price gross capital formation to GDP. All data are taken
from the 2004 edition of World Development Indicators on CD-ROM, which
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is a good source. GY, GL, MY and IY are directly taken from the source, and
are in percentage points. Real defense spending (M) is calculated from local-
currency real GDP and MY, and GM is computed as lnMt–lnMt–1. The product
GMMY (GM¥MY) is then obtained. As already noted, annual data from 1991
to 2002 are taken, and usable information on the variables is available for 119
countries. Although the total number of potential data points is 1428, the
effective sample size varies due to some missing data and two observations
for each country being lost in differencing for instruments. Table 11.1 pro-
vides a flavor of the descriptive statistics for the sample. The Appendix
(A11.1) lists the sample countries and identifies the group to which each
belongs.

Table 11.1 Descriptive pooled sample statistics4

Variable (units) Mean SD Minimum Maximum N

GY (per cent) 3.23 5.08 –50.25 35.22 1188
GL (per cent) 1.87 1.82 –30.53 24.94 1190
IY (per cent) 21.96 7.01 1.04 60.10 1172
GM (per cent) 1.18 18.73 –145.39 145.45 1120
MY (per cent) 2.77 2.58 0.20 22.30 1138

Main results

Pooled full sample Table 11.2 contains several estimates of each of the
three models from pooled data for the entire sample of 119 countries. OLS
estimates are provided as a kind of benchmark. In addition, fixed-effects (FE)
and random-effects (RE) estimates are obtained through appropriate modifi-
cations of the basic models. As is well known, while the fixed-effects format
lets the constant term vary across the countries (and years), the random-
effects procedure allows the structure of the error terms to vary across the
countries (and years).5 Thus both models relax, in different ways, the as-
sumptions of the classical linear model in pooled data. Several significant
points may be noted from the table.

First, estimates of the Feder-type and the conventional model with GM are
very similar, and both indicate a highly significant positive association be-
tween the defense variables and economic growth. In the Feder-type models,
the parameters are for the composite variable GMMY, while the conventional
model with GM indicates the effect of rate of growth of defense spending.

Second, however, the conventional model of equation (11.3), with MY as
the proxy for defense variable, shows a very different picture in suggesting



Defense expenditure and economic growth 171

that there is little overall indication of a significant relation between the share
of defense spending in GDP and growth rate of GDP. This contrast across the
models appears instructive since some scholars have suggested that a positive
defense-growth nexus is largely a consequence of the use of Feder-type
models. It is easy to see that the conventional model with GM, which (as
noted earlier) can be derived from a production function of the form Y =
f(L,K,M), shows the same position as the Feder-type model. More important,
a comparison of the estimates from the two conventional models shows that it
is not as much the structure of the models as the form of the defense variable
that matters. If GM is used, one sees a positive association, but if MY is used
in place of GM, there is no significant association and some of the estimates
are negative.

It is interesting that while considerable attention has been given to the
models in terms of the functional form and the coverage of the variables,
there is very little discussion in the literature about the appropriate form for
the defense variable. A complete discussion of that aspect is outside the scope
of this chapter. However, some elementary points may be noted. First, in the
context of the government–growth relation, Ram (1986b, pp. 198–9) had
suggested goodness-of-fit as a possible criterion. From the data used in his
study, he indicated that the model with an MY-type variable was not favored
on that criterion. He also suggested non-nested specification test as another
criterion, which also indicated Feder-type and conventional GM-type models
to be preferred over that with an MY-type term in his data. Second, considera-
tion can be given to the underlying theoretical logic. In that perspective,
derivation of a Feder-type GMMY term is well known despite the critique
directed to the model. Also, as indicated earlier, it is possible to derive the
model containing the GM term from an augmented production function in
which defense spending enters as an additional input besides labor and capi-
tal. While an economic logic for the MY term is not evident, it is possible that
some other type of augmentation of the conventional production function
might yield the MY term in the growth equation.

Third, OLS results are very similar to (two-way) fixed-effects and random-
effects estimates in almost all cases. It is only for the conventional model
with MY that the fixed-effects estimate is different from the other two. There-
fore, the parametric flexibility introduced by the FE and RE formats, while
theoretically appealing, does not seem to matter empirically in this case.
Although F-statistics and Hausman-test reject OLS and random-effects for-
mats in favor of fixed-effects, the pattern of estimates is similar in most
cases.6

Fourth, several scholars have expressed a concern about the possible
endogeneity of defense variables in such models. Although the investment
(and even the labor) variable can be potentially endogenous, the critiques
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seem to have focused on the properties of the defense parameter. To conduct
a quick check on the severity of such endogeneity, a simple instrumental-
variable (2SLS) estimation is done of each model by treating the defense and
investment variables as endogenous and using two lags of the respective
defense variable, two lags of IY, and GL and the three dummies as instru-
ments.7 The choice of the instruments is somewhat elementary and ad hoc.
While the three regional dummies are obvious candidates for being IVs,
lagged values of defense and investment variables are taken by following the
simple rule noted by Maddala (1992, p. 462), Kennedy (2003, p. 162), and
other scholars, that in time-series observations lagged values of potentially
endogenous regressors can often be used as instruments. Inclusion of GL as
an instrument follows its treatment as a predetermined variable. Use of these
instruments may attenuate possible endogeneity of defense (and IY) variables
while permitting (predicted) investment to be affected by past values of
defense spending and thus capturing to some extent the ‘indirect’ (demand-
side or ‘crowding out’) effect of defense spending through a possible reduction
in investment. As shown in Table 11.2, the IVEs are very similar to the OLS
estimates. In fact, IVEs seem to indicate a stronger positive association
between the defense variable and economic growth in both Feder-type format
and the conventional model with GM than is suggested by OLS.8 Therefore,
while the exploration is of a preliminary kind, the estimates do not indicate
that endogeneity of defense spending and neglect of its indirect (demand)
effect, due to IY being a regressor, may lead to a spurious positive defense-
parameter, or to an understatement of the growth-retarding effect of defense
outlays.

Pooled LDC subsample Table 11.3 reports OLS, FE and RE estimates of
the three models from the pooled sample for the 67 LDCs. It may be seen that
the pattern for LDCs is similar to that for the full sample. OLS, FE and RE
estimates from Feder-type format and the conventional model with GM indi-
cate a positive association between the defense variables and economic growth,
but no significant association is indicated by the conventional model with
MY.9

Pooled DC subsample Table 11.4 shows OLS, FE and RE estimates of the
three models from pooled sample of 22 DCs. The estimates suggest three
observations. First, the predominant pattern here even in Feder-type format
and conventional model with GM is of no significant relation between the
defense variables and growth, which is a sharp contrast from the position for
the LDCs (and the full sample). The magnitudes of the defense parameters in
FE and RE formats are much smaller than for the LDCs, and these lack
significance at any meaningful level. Second, estimates from the conven-
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tional model with MY resemble those for the LDCs (and full sample), but
OLS and FEs have much larger magnitudes and show greater statistical
significance. Third, the contrast between OLS and FEs for this model in the
DC subsample is much sharper than in the LDCs or the full sample. Thus the
overall pattern for DCs seems markedly different from that for the LDCs and
the full sample.

Pooled subsample of transition economies Table 11.5 contains OLS, FE
and RE estimates for the pooled 20-country sample of transition economies.
Although magnitudes of the parameter estimates for the defense variables are
different, the overall pattern is similar to that for the DCs and thus markedly
different from that for the LDCs. As in most of the DC estimates, particularly
for the first two models, no significant relation between defense variables and
growth is observed for transition economies in any of the models or estima-
tion procedures.

Pooled subsample of major oil exporters Table 11.6 shows the estimates for
the subgroup of 10 major oil exporters. The most notable point here is the
prevalence of a negative sign on the defense parameter in Feder-type and
conventional model with GM, which is a reversal of the pattern for LDCs
(and full sample) and is also different from the position for DCs and transi-
tion economies. In the Feder-type model all estimation procedures yield large
negative parameters for the defense variable that carry high statistical signifi-
cance. In the conventional model with GM, all signs are negative, but the
significance is weaker. It is also interesting that the defense variable in the
conventional model with MY has a positive sign in all procedures and is
significant at the 10 per cent level in OLS and FE estimates. This pattern is
also different from that for other groups of countries.

Full-sample cross-section estimates Table 11.7 shows OLS estimates of the
three models for each of the 12 cross-sections. A brief consideration of these
estimates is useful since a sizable part of the literature on the topic has used
averaged cross-section data for various periods. Also, while it is true that
annual variable values are likely to have greater random (or cyclical) variabil-
ity than the numbers that are averaged over several years, the data underlying
Table 11.7 are cross-sectional segments of the pooled sample and it is of
interest to do some comparison of the 12 cross-section estimates with those
from pooled data. The most important point revealed by Table 11.7 is that
there is tremendous variability in the defense (and other) parameter estimates
across years for each model. For the Feder-type model, the defense parameter
shows a huge variation from the large and highly significant number of
–1.905 (for 1993) to a large positive number of 1.794 (for 2002) which is
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almost significant at the 10 per cent level. Moreover, these numbers are not
outliers, and there is a continuous variability between these extremes. Simi-
larly, the defense parameter in the conventional model with GM varies from
–0.048 to +0.079. The positive numbers here, however, dominate the lone
negative. It is useful to note that contrary to the view expressed by several
scholars, these cross-section estimates show the conventional model with GM
to yield a more consistent pattern of positive defense parameter than is
observed in the Feder-type framework. The defense parameter in the conven-
tional model with MY also varies substantially from –0.087 to +0.372, and
interestingly, positive numbers dominate here. The huge temporal variability
in the cross-section estimates implies that there is no clear relation between
the set of cross-section estimates and the pooled estimates in Table 11.2, and
caution is appropriate in drawing strong conclusions from either.

Some reflections on the estimates
Besides a discussion of the patterns for country groups, estimation proce-
dures and time periods, the following paragraphs contain some general
reflections and observations.

The overall pattern of the estimates does not support the conclusion re-
ported by Knight, Loayza and Villanueva (1996) that the direct effect of
military spending on investment and growth is negative and that, therefore, a
sizable ‘peace dividend’ can be realized. The difference could be due to the
country-coverage, period studied, the model used or the estimation proce-
dure. They worked with a 79-country sample for the period 1971–85, used an
augmented Solow-type model, and applied the ‘p-matrix technique’, instead
of the fixed-effects approach, to account for country-specific effects. More-
over, their estimated growth effects are valid only for transition to the steady
state. However, their results have been cited by several scholars and it is
instructive to see that very few estimates of the defense-variable parameters
in Tables 11.2 to 11.7 resemble the strong negative estimates reported by
Knight, Loayza and Villanueva (1996, p. 18) from their pooled data.

As already noted, variations in the defense-parameter estimates that are
observed across the models largely reflect the form in which the defense
variable is entered. In most cases, use of the ratio of defense spending to
GDP (MY) yields a non-positive estimate. However, the use of this form
seems ad hoc while the forms appearing in Feder-type and the other conven-
tional model can be derived from production function frameworks. It seems
the discussion in the literature should focus as much on the form of the
defense variable as on the structure of the models. A few observations on this
aspect were offered in the preceding section.

In discussions of the endogeneity problem in the defense-growth literature,
the focus appears to be on the Feder-type models. It should perhaps be
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recognized that the endogeneity problem applies also to the defense variables
used in other models, including the ratio of military spending to GDP, used in
the mainstream growth literature, and its logarithmic transform used by Knight,
Loayza and Villanueva (KLV). Moreover, the problem of potential endogeneity
applies to the investment variable and may apply even to labor and human
capital terms.

Besides suggesting that endogeneity might possibly not be a serious prob-
lem, similarity of OLS and IV estimates also suggests that the parsimonious
models used in the study do not involve a significant omitted-variables situa-
tion. Since fixed-effects format can capture to some extent omitted variables
of a ‘fixed’ type, similarity of OLS and FE estimates also indicates the
parsimonious models to be reasonable.

Since IVEs are premised on investment as well as defense spending being
endogenous, and the instruments include two lags of both, IV estimates
capture to some extent the effect of defense spending on investment. There-
fore, stronger positive defense parameters in IVEs do not seem to support the
view that defense spending lowers (crowds out) investment. The aforesaid
inference is, of course, quite indirect since investment models are not directly
specified or estimated. However, the scenario suggested indirectly by the
estimates is not supportive of the results reported by KLV (1996, p. 19), but
is in harmony with the fixed- and random-effects estimates of Smith and
Dunne (2001).10

Working with an extended version of a Barro-type growth model, Aizenman
and Glick (2003) have recently suggested that increased defense spending
might help growth if a country faces a high level of external threat. While a
comparison of the results reported here with those of Aizenman and Glick
requires much caution due to the differences in models and the samples, a
crude comparison of the estimates in Tables 11.3, 11.4, 11.5 and 11.6 does
not seem to support the position articulated by Aizenman and Glick. The
Feder-type format and the conventional model with GM indicate the associa-
tion between defense spending and growth to be negative for major oil
exporters, who perhaps face the most severe security threats, while being
strongly positive for the LDCs and insignificantly positive for DCs and
transition economies. The conventional model with MY also does not seem to
indicate a pattern of the kind suggested by Aizenman and Glick.

It is perhaps worth noting again that, contrary to the view expressed by
several scholars about the Feder-model being biased toward showing a posi-
tive and significant association between defense spending and growth, estimates
of the defense parameter in that model are strongly negative in the pooled
sample of oil exporters, lack significance at any meaningful level in pooled
samples of DCs and transition economies, and are significantly positive even
at the 10 per cent level in only four of the 12 cross-section estimates.
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Although the preceding discussion is almost entirely limited to the defense
variables, which are the focus of the study, a few other observations are also
in order. First, the fit of the models is reasonable in most cases and R2s have a
plausible pattern across models and estimation procedures.11 Second, esti-
mates of the investment parameter seem to have a generally credible range
and are fairly stable. Third, the labor parameters appear a bit high, but do not
show a major instability except in the pooled sample of oil exporters and in
cross-section estimates across years.

Several scholars have noted the difficulty of getting reliable data on mili-
tary expenditure. In particular, Lebovic (1999) indicated significant divergence
over time between the estimates of the US Arms Control and Disarmament
Agency (ACDA) and Stockholm International Peace Research Institute
(SIPRI). The variable values in the present study are taken from World Bank
(2004) whose source is ACDA. Although the numbers are likely to be con-
sistent over the period studied (1991–2002), the reported estimates may be
interpreted with some caution. It is possible that the pattern emerging from
SIPRI data might not be the same as shown here.

Despite the parametric flexibility permitted by fixed-effects (and RE) for-
mats, interpretation of such estimates based on cross-country data is not easy.
Even assuming that the data, models and econometric procedures are reason-
able, the estimates reflect the structural relationship for a hypothetical ‘average’
country, and one can say very little about the relationship in a particular
country.

Even if one could somehow get an estimate of the defense parameter for a
specific country, there is a more fundamental problem in making a policy-
relevant statement in the sense of saying whether an increase or a reduction in
defense spending will be ‘good’ for the country. It is elementary to note that
the direct primary consideration underlying a country’s defense spending is
external security and not economic growth. While greater security should
eventually lead to a higher level of economic activity, ‘optimality’ of military
expenditure cannot be judged in a simple manner by considering the defense
parameter relative to economic growth. Irrespective of whether the defense
parameter is positive or negative, it is difficult to say whether an increase or a
reduction in defense spending is socially desirable. For example, if the pa-
rameter is positive, it is not obvious that military spending should be increased.
It is necessary to compare the opportunity cost of resources needed to in-
crease military outlays with the benefits of increased growth (and security). If
the parameter is negative, there may not be a direct implication that one can
obtain a ‘peace dividend’ by reducing military spending. Again one needs to
compare the growth benefit of reduced military spending with the possible
cost of reduced security and other possible adverse social consequences. This
is the spirit of the suggestion made by Brock and Durlauf (2001) about the
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need for a social decision-theoretic framework for drawing policy-relevant
inferences from even good cross-country regression estimates. While the
complexities of such a framework may seem overwhelming, the foregoing
discussion indicates the need for much caution in drawing strong policy-
relevant conclusions from even good econometric estimates based on
cross-country (and perhaps even intracountry) data.12

Concluding observations
Using 119-country data for the period 1991–2002, this study estimates the
‘effect’ of defense (military) spending on economic growth for five groups of
countries through three models and several estimation procedures. It is perhaps
useful to recapitulate some of the more significant points. First, there is tremen-
dous diversity in the defense parameters across country-clusters, models and
time periods. It is, therefore, difficult to make any reasonable general statement
about the direction or the magnitude of the relevant parameters. Second, esti-
mates from Feder-type and one conventional model typically show a pattern
that is the opposite of what another conventional model shows, and the differ-
ence seems to be largely due to the form in which the defense variable is
entered. Third, estimates for the LDCs, DCs, transition economies and oil
exporters differ in major ways. In particular, the pattern of estimates for oil
exporters is almost the opposite of that for the LDCs. Fourth, there is huge
variability in the cross-section estimates across years as well as models. Fifth,
to the limited extent legitimate comparisons can be made with other studies, the
overall pattern of estimates seems unsupportive of the conclusions stated in
some studies, but is consistent with some others. Sixth, a preliminary compari-
son of the OLS and IV estimates indicates that endogeneity might not be a
serious problem, and also that defense spending might not ‘crowd out’ invest-
ment on a significant scale. Last, besides the numerous difficulties relating to
data availability and reliability, model choice, and appropriate estimation pro-
cedures, much caution is appropriate in drawing strong conclusions from even
‘good’ estimates due to the inherent problem of identifying a reasonable deci-
sion-theoretic framework that would enable policy-relevant inferences being
drawn from such cross-country (or even intracountry) data.

Notes
* Useful comments on an earlier version from Attiat Ott and Richard Cebula are thankfully

acknowledged. V. Cristina Iliuta provided competent research assistance. The usual dis-
claimer, of course, applies.

1. The expressions ‘defense spending’ and ‘military spending’ are used more or less synony-
mously throughout the chapter.

2. Smith and Dunne (2001) indicate a similar position from their own estimates based on
panel data for 28 countries.

3. Sheehey (1990, 1993) critiqued these models in the context of exports-growth research,
but the criticism carries over to the defense-growth studies also.



Defense expenditure and economic growth 193

4. GY denotes annual rates of increase of real GDP (in constant-price local currency); GL
stands for rate of increase of labor force; IY is the ratio (percent) of current-price gross
capital formation to GDP; GM is the rate of increase of military spending (in constant-
price local currency); and MY is the ratio (percent) of military spending to GDP. All data
are from 2004 edition of World Development Indicators on CD-ROM. The text provides
additional information on the meaning and construction of the variables. These statistics
are for the sample that includes two lags of IY, GM and MY. The sample size varies
somewhat due to data availability. Estimation is done with a common sample for each
group of countries.

5. Of course, intercept dummies for country-groups are dropped in both cases.
6. Additional information on these tests is available from the author.
7. Computations for IVEs and all other statistical procedures are done on SAS for Windows

(version 8).
8. This is consistent with the position indicated by Smith and Dunne (2001) who report a

positive association between defense spending and growth in the fixed- and random-
effects estimates for their 28-country panel data.

9. IVEs are done only for the full sample to provide an illustrative exploration of the
possible endogeneity of defense (and investment) variables and to judge crudely the
possible effect of defense spending on investment.

10. Dunne, Nikolaidou and Smith (2002a), however, indicate ‘some evidence of a negative
impact’ of military spending on investment and growth from panel data for a sample of 14
‘small industrializing’ economies.

11. As Maddala (1992, p. 369) has pointed out, there is no unique measure of goodness of fit
in IVE procedures. Adjusted-R2s reported for IVEs in Table 11.2 have been generated by
SAS and may be interpreted as somewhat loose indicators of goodness of fit.

12. The research agenda of ‘twenty questions’ for peace economists suggested by Fischer and
Brauer (2003) has some relevance here.
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Appendix A11.1 List of sample countries
Albaniaa, Algeriab, Angola, Argentina, Armeniaa, Australiac, Austriac,
Azerbaijana, Bahrainb, Bangladesh, Belarusa, Belgiumc, Belize, Bolivia, Bot-
swana, Brazil, Bulgariaa, Burkina Faso, Burundi, Cambodia, Cameroon,
Canadac, Cape Verde, Chad, Chile, China, Colombia, Croatiaa, Cyprus, Czech
Republica, Denmarkc, Ecuador, Egypt, El Salvador, Estoniaa, Ethiopia, Fiji,
Finlandc, Francec, Gambia, Germanyc, Ghana, Greece, Guatemala, Hungarya,
India, Indonesia, Iranb, Irelandc, Israelc, Italyc, Japanc, Jordan, Kazakhstana,
Kenya, Korea (South), Kuwaitb, Kyrgyz Republica, Latviaa, Lebanon, Lesotho,
Lithuaniaa, Luxembourgc, Madagascar, Malawi, Malaysia, Mali, Malta, Mau-
ritania, Mauritius, Mexico, Moldovaa, Mongoliaa, Morocco, Mozambique,
Myanmar, Namibia, Nepal, Netherlandsc, New Zealandc, Nicaragua, Nigeriab,
Norwayc, Omanb, Pakistan, Panama, Papua New Guinea, Paraguay, Philip-
pines, Polanda, Portugalc, Romaniaa, Russian Federationa, Rwanda, Saudi
Arabiab, Senegal, Sierra Leone, Singapore, Slovak Republica, South Africa,
Spainc, Sri Lanka, Swaziland, Swedenc, Switzerlandc, Syria, Thailand, Tuni-
sia, Turkey, Uganda, Ukrainea, United Arab Emiratesb, United Kingdomc,
United Statesc, Uruguay, Venezuelab, Yemenb, Zambia, Zimbabwe.

a denotes a transition economy (20 countries)
b denotes a major oil exporter (10 countries)
c denotes a developed country (DC) (22 countries)
A country that does not fall in any of the above three categories is treated as a less-developed
country (LDC) (67 countries).
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12 The demand for military spending in Middle
Eastern countries and Turkey
Julide Yildirim, Selami Sezgin and Nadir Öcal

1 Introduction
There is a great deal of empirical research on the economic effects of military
spending and yet the determinants of military spending have not been fully
investigated, especially for the Middle Eastern countries. The Middle East
has been the most heavily militarized region of the world over the past half
century. Even though a number of serious conflicts have existed among the
Arab countries since their independence following World War II, they regard
Israel as posing a common threat to all. Moreover, internal security concerns
play an important role in determining the level of military expenditure in this
region, as there has been internal civil unrest in Egypt, Bahrain, Saudi Arabia
and Yemen. Moreover, most of the Middle Eastern countries have authoritar-
ian regimes, which need armed forces for the political stability of the country.

Among other studies assessing the economic impacts of defence spending
is that of Lebovic and Ishaq (1987). The authors examined this issue for 20
Middle Eastern countries, in a framework of a Keynesian demand model for
the time period 1973–82. They estimated a three-equation model employing
panel data analysis and reported a negative effect of military expenditure on
economic growth. Abu-Bader and Abu-Qarn (2003) investigate the causal
relationship between military expenditure and economic growth for Egypt,
Israel and Syria for the last three decades. They report that defence expendi-
tures hinder economic growth for all three countries. Regarding the single
country analysis of the military expenditure–economic growth relationship,
De Rouen (2000) reports that military expenditure hinders economic growth
in Israel, whereas a positive effect of defence spending was found in Turkey
(Sezgin (1999b; 2000) and Yildirim and Sezgin (2002)). Granger causality
studies by Dunne et al. (2001) and Sezgin (1999a) have shown a negative
relationship between defence spending and economic growth for Turkey.
Additional evidence about the defence spending–growth nexus is given in
Ram (Chapter 11, this volume).

Limited empirical evidence exists regarding the determinants of military
expenditure in the Middle Eastern countries and Turkey. Chen et al. (1996)
investigate the collective action problem among Arab countries and neigh-
bouring Israel and report that up to the late 1970s Egypt was involved in a
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fierce arms race with Israel. But there is little evidence that such competition
ever existed in Jordan, Lebanon or Syria. However there has been a structural
break in the Egypt–Israeli arms race after the Camp David Peace Treaty was
signed in 1979, forcing Jordan, Lebanon and Syria to assume more responsi-
bilities and increase their military expenditures.

Seiglie and Liu (2002) examines whether an arms race exists between a
collection of dyads of developing nations, including the Middle Eastern
countries and Turkey. They report that in the Middle Eastern group, the
direction of causality of military spending is from Israel to all the Arab
countries including Egypt, Jordan, Syria and as well as Iran, but not vice
versa. For Turkey, the direction of causality is from Turkey’s military spend-
ing to that of Greece. Abu-Bader and Abu-Qarn’s (2003) findings that neither
economic growth nor civilian government spending imposed a military bur-
den, supports the hypothesis that military spending in the Middle East is
determined mainly by regional or internal threats.

Single country estimates by Sezgin and Yildirim (2002) on the determi-
nants of military expenditure in Turkey suggests that Turkish defence spending
is influenced by Greek defence burden only over the short run, but in the long
run it is determined by other factors, such as NATO commitments, fears of
Islamic fundamentalism and/or desire to suppress Kurdish militants.

The aim of this chapter is to investigate the determinants of the military
spending in the Middle Eastern countries and Turkey for the time period
1989–99, employing static and dynamics panel data estimation techniques.
The chapter is organized as follows: section 2 provides a brief overview of
the military balance for the countries that are considered in the analysis. The
determinants of military expenditure are analysed in section 3. The estima-
tion method and empirical estimates are presented in section 4. Section 5
concludes.

2 Military balance in Middle Eastern countries and Turkey
Even though there is a downward trend in the military expenditures and mili-
tary burden, (defined as the share of military spending out of GDP), in the
period 1989–94, the Middle East still remains the most militarized region in the
world. The Middle Eastern countries spent an estimated 6.3 per cent of GDP on
the military compared to a global average of 2.3 per cent (SIPRI, 2003). For
Middle Eastern governments, armed forces play an important socioeconomic
role in addition to maintaining internal security. As Rubin (2001) notes, they
absorb excess labour, which might otherwise be unemployed and thus politi-
cally disruptive (as in Egypt), and/or they can be used in development projects.
Moreover, armed forces have been seen as reliable instruments for maintaining
the political power of internal regimes. Thus, political instability of the country
as well as of the region, the spread of radical Islamic fundamentalism and
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external threats to the state have helped determine the level of military expendi-
ture. Additionally, internal civil conflicts that have taken place in Egypt, Bahrain,
Saudi Arabia (SA), and Yemen; and low-level border conflicts, such as Israel
versus Hezbollah, Bahrain versus Qatar, Saudi Arabia versus Yemen, increas-
ingly dominate regional tensions and hence contribute to the determination of
the military expenditures.

Even though a number of historical conflicts have existed among Arab
countries since their independence after World War II, they form an alliance
against Israel, which maintains an expansionist settlement policy in the ille-
gally occupied territories. Moreover, Chen et al. (1996) point out that both
Jordan and Syria had expansionist ideas. One of the main motives of Jordan
in its involvement in the Arab–Israeli wars had been the ambition to create a
Hashemite state incorporating Jordan, Iraq and parts of Palestine. Similarly,
Syria had ambitions to create Greater Syria, which resulted in the deployment
of Syrian forces in Lebanon. Syria and Iraq have been hostile to each other
for about three decades. However, the escalation of the Arab–Israeli conflict
had resulted in a number of partial coalitions among Arab countries, thus
forming a security alliance against Israel.

The US presence in the region since the first Gulf War did not solve the
long-term security problems of the southern Gulf States, SA, Kuwait, Oman,
Bahrain and UAE, even though its intervention restored Kuwaiti independ-
ence. The occupation of Iraq removed its threat at least temporarily but Iran
is still seen as a threat, especially by SA. As these countries could not build
military forces to defeat a possible Iranian or Iraqi challenge, a mutual
defence pact between southern Gulf States and both Egypt and Syria was
signed in 1991. Also in 1991, Kuwait and the US signed a ten-year defence
pact. Efforts to establish a security umbrella by Southern Gulf Countries have
been thwarted by the continuous strife among these countries. Since Egypt
signed a peace deal with Israel at Camp David, Syria has been seeking the
leadership of the Arab world. Syria has the single largest military force
bordering Israel.

Turkish security, unlike Middle Eastern countries, was mostly shaped by
its location, and its defence policies were conducted in line with NATO
strategies. During that period the Middle East was not a priority in Turkish
defence considerations. However, with the end of the Cold War, Turkey now
occupies a unique position in that it shares borders with several different
regions posing security challenges for the country (Kirisci, 1997). As a mem-
ber of the NATO Alliance, who tries to be a regional power in the
Balkan–Caucasus–Middle East triangle, Turkey is a Muslim state with a
secular system. It has close ties with the western powers, especially with the
United States and the European Union. At the same time, the sophisticated
military capabilities of some of its neighbouring Middle Eastern countries
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and the continuation of the Arab–Israeli conflict pose a serious threat to
Turkish national security.

Prior to 2000, the main threat to Turkish security came from the Kurdish
separatists. Thus, a large portion of the Turkish armed forces have been
deployed in South Eastern Turkey. Turkish authorities frequently accused
Iran and Syria of giving separatists logistic support and encouraging their
attacks inside Turkey. Syrian irredentist claims over the Hatay province of
Turkey in 1995, and reports of close Greek and Syrian defence cooperation,
accompanied by Syria granting Greece landing rights for its military planes
increased the security concerns of Turkey. Additionally, tense Turkish–Greek
relations since the 1970s over the Cyprus conflict, worsened in 1996 over the
islands of Kardak in the Aegean Sea, which nearly brought war between the
two countries.

Until the early 1970s, Turkey tried to maintain a balanced relation with the
Arab countries and the state of Israel. A growing sense of isolation on the
Cyprus issue, and to gain Islamic countries’ support brought about a gradual
change toward closer relations with Arab countries in the 1970s. In the
1980s, Turkey’s economic relations with the Middle Eastern countries grew,
attracting Arab capital into Turkey. However, the Soviet Union’s collapse and
the first Gulf War have led to a reassessment of Turkey’s regional ties, as the
Middle East now looms large as a possible source of threats (Berman, 2002).
The Israeli–PLO agreement of 1993 and the Israeli government’s pronounce-
ment that it is committed to the peace process helped the Turkish government
to adopt a more independent policy towards Israel. As Berman (2002) points
out, common worries, such as Syrian belligerence, Iran’s quest for ballistic
missiles and weapons of mass destruction, enhanced the strategic dialogue
between Ankara and Jerusalem. Since the early 1990s, strategic ties between
Israel and Turkey have evolved into a broad framework of intelligence coop-
eration, joint training, military-to-military exchanges, and cooperative defence
development. In 1996 Turkey and Israel signed an agreement on increasing
trade and joint armament manufacturing, increasing strategic military coop-
eration and intelligence sharing, which understandably caused an uproar in
the Arab public opinion and drew strong criticisms from the governments of
Egypt and Iran.

Figure 12.1 presents comparative statistics of military burdens of the Mid-
dle Eastern countries and Turkey for the period 1989–2002.1 The spike of the
burden in 1992–94 clearly reflects the impact of the Gulf War of 1991.2

Moreover, it indicates that there is little correlation between a country’s size
and its military burden. Overall, military burdens seem to be cyclical, that is
increasing with wars then receding. During the first Gulf War military expen-
ditures of the Southern Gulf States increased dramatically. It then trended
downward at the end of the war. For example, the military burden of Kuwait
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Figure 12.1 Comparative military burden of ME countries and Turkey
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increased by more than 100 per cent in that period. However, the Gulf War
did not lead to long-term and persistent increases in the military burdens of
the countries, even though it had a major effect on the economies of Iraq,
Kuwait and Saudi Arabia. The other countries in the region, especially the oil
exporting countries, managed to offset the detrimental effects of the Gulf
War, through a rise in oil revenues.

Other than the cyclical movements of the military burden, there are addi-
tional issues that shape the Middle Eastern military balance, the most important
of which is the Israeli–Arab conflict. Israel, compared to its size, has been the
only country to sustain high overall military expenditures to maintain its
armed forces and improve its quality. Unlike other Middle Eastern countries,
Israel has a modern defence industry which can produce high technology
modern arms. Among the Middle Eastern countries, only Israel has a fairly
advanced industrial base and its military expenditures are higher than those
of its neighbours. Egypt and Turkey also have a considerably advanced arms
industry, though they produce few modern weapons, mainly in the form of
assemblies of imported weapons from the United States. There has been a
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slight decrease in the military burden of Egypt, whereas Turkey is the only
country whose military burden had increased in the time period under consid-
eration. Considering that Turkey has been one of the least affected countries
in the region by the Gulf War, this increase in the military burden can be
attributed to internal considerations as well as the conflict with Greece over
Kardak Island in the Aegean Sea.

The damage of the Gulf War on the Jordanian economy had been exten-
sive, as it had to accommodate both Palestinians who escaped from the
Palestinian–Israeli war and the refugees of the Iraqi invasion. Owing to
Jordan’s political support for Iraq in the Gulf War, it lost the financial support
of the Gulf States. Despite unfavourable economic developments in Jordan
following the aftermath of the Gulf War, it has maintained almost the same
level of military burden. Like Jordan, the Lebanese military burden has been
steady at around 4 per cent, despite the economic problems arising from
years of civil war.

In short, the Middle East has been the most heavily militarized and war-
prone region in the world. It has witnessed seven major interstate wars and
many other militarized conflicts short of interstate wars. Military expendi-
tures continue to account for a significant proportion of the national budgets
of many states. The level of military expenditure of Middle Eastern countries
seems to be determined by internal as well as external security considera-
tions. It seems that every state has some conflicts with its neighbours. The
military burden in the region exhibits a cyclical movement. Even though the
First Gulf War adversely affected the military burden of the Middle Eastern
countries, it did not have a long-lasting effect.

3 Determinants of defence expenditure
In defence economics literature, there are two main approaches to explain the
level of military spending in a country or a region. The first approach is that
of the arms race models, whose focus is on the military expenditures of the
countries that are already in conflict: such as India–Pakistan (Deger and Sen,
1990; Dunne et al., 2002; Öcal, 2003); Turkey–Greece, (Kollias and
Makrydakis,1997; Dunne et al., 2002; Öcal, 2002) or Israel–Arab countries
(Seiglie and Liu, 2002; Chen et al., 1996). In arms race models military
expenditures of a country are analysed in an action–reaction function frame-
work, and is determined only by the military expenditures of its rival country.
These models, however, leave out economic or political determinants, which
could help explain the conflicting empirical findings of this type of model.

In the second approach, the shortcomings of the arms race models are
addressed incorporating in the models economic, political and military factors
in determining of the defence expenditure. Even though there are differences
regarding the choice of explanatory variables and the underlying economic
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theory, the estimated equation is virtually the same in all variants of this type of
model. The demand for military expenditure is given as a function of such
economic variables as GDP, threats to the security, military expenditures of the
rival countries, or some political factors such as the degree of the democracy, or
the nature of the state. Ball (1988) argued that in the developing countries
external security issues for defence are not the main concern, but that internal
security considerations are as important as external security considerations.
However, both single country and cross-country analyses indicate that there is a
wide range of strategic and economic factors that may influence the demand for
military expenditure. Recent studies by Sezgin and Yildirim (2002) for Turkey;
Kollias and Paleologou (2003) for Greece; Batchelor et al. (2002) for South
Africa; Dunne and Perlo-Freeman (2003) and others provide estimates for the
demand of military spending for a group of developing countries.

For the purpose of empirical analysis, Dunne and Perlo-Freeman (2003)
argue that it is important to have some theoretical framework to allow the
specification of causality and to assist in determining the functional form,
selecting the relevant variables. One such framework is the neo-classical
model of the state as a rational actor maximizing a social welfare function
subject to a resource constraint.

Following Smith (1980) and Hewitt (1991) they define social welfare W as
a function of private consumption C and security S, which is conditioned on
political, strategic and demographic variables Z:

W = W(C,S,Z) (12.1)

The level of security depends, in turn, upon the level of military expenditure
M, conditioned on demographic and strategic variables T:

S = S(M,T) (12.2)

Maximizing the social welfare function subject to a budget constraint:

Y = PmM + PcC (12.3)

where Pm and Pc are the prices of M and C relative to an income deflator,
gives a demand function for military expenditure:

M = D(Y,Pm,Pc,Z,T) (12.4)

Equation (12.4) can be rewritten as shares in Y rather than levels to give the
demand function that is commonly used in the empirical work (Smith, 1989;
1995).
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In order to have an estimable military expenditure demand function, all
variables have to be specified. As there is no specific data on military prices,
the general tendency has been to express military burden, which is military
expenditure out of GNP, as a function of

a. GNP or GDP
b. the influence of external conflicts
c. the requirements of internal security
d. domestic bureaucratic and budgetary factors
e. the influence of the armed forces themselves
f. the role of the major factors (Ball, 1988).

Although political and military influences are quite important, the most
crucial and central determinants of defence expenditure are budgetary, finan-
cial and resource constraints (Deger and Sen, 1995). Deger (1986) defined
determinants of defence expenditure as:

MB = f(INCOME,SPILL,THREAT,POP) (12.5)

In this model, countries’ defence burden (MB) is determined by its income
(INCOME), defence spending of allies (SPILL), defence spending of rival
(THREAT) and population (POP). This type of demand equation has been
estimated for several countries with mixed results (see Hartley and Sandler,
1990). The strategic variables of spill and threat are frequently lagged one-
period when time series data are used, as a nation must experience the threat
and spill before responding to it (Sandler and Hartley, 1995). The SPILL
(THREAT) variable is generally proxied by the military expenditures, or bur-
dens, of ally (rival) countries. The regional effects can be quantified as the
military expenditures of all relevant neighbours, or interstate, civil conflict and/
or regional dummy variables. Population is included to reflect the public good
nature of the military expenditure, which indicates that a large population
makes military expenditure more effective, as a large number of people benefit
from this pure public good. Dunne and Nikolaidou (2001) included non-
defence government expenditure (NG) representing the opportunity cost of defence,
and trade balance (TB) representing the openness of the economy as explana-
tory variables in the demand for military expenditure (equation (12.5) above).

4 The demand for military expenditure: an empirical analysis

4.1 Estimation method
Our aim is to estimate equations (12.4) and (12.5) using a panel sample of
selected countries. The specification of this equation is the same for all
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countries, but the values of the parameters may differ. Panel estimations
bring more information on behaviours than time series estimations. On the
other hand, there may be a potential problem that the cross-section and time-
series parameters may be measuring different things, the former the long-run
and the latter the short-run effects, which would mean that the pooled relation
is then a weighted average of the two.

The general specification of the pooled OLS model is:

Yit = a + bXit + eit (12.6)

where i denotes countries and t denotes time, which assumes that all param-
eters are the same for each country, ignoring the factors that are specific to
each country and assumes that there is no correlation between the fixed
effects and the regressors. But that is unlikely to be the case; in reality the
country-specific factors such as population, security considerations will af-
fect the relationship between economic growth and military expenditure.
Thus, the equation (12.6) specification suffers from omitted variable bias.

The omitted variable bias can be countered by the use of instrumental
variables. Alternatively, if country specific effects are assumed to be time
invariant, then the model can be written as a fixed effect model:

Yit = ai + bXit + eit (12.7)

The fixed effects estimator allows the intercept to differ across countries,
and thus ignores all information in the cross-sectional relation and where the
ai represent the country-specific effects.3

It is possible to introduce dynamics to the panel data model:

Yit = ai + bXit + gYit–1 + eit  (12.8)

However, when the usual approach to estimating a fixed effects model is
applied to the dynamic model it generates a biased estimate of the coeffi-
cients due to the inclusion of the lagged dependent variable as a regressor.
Nickell (1981) shows that the bias approaches zero as t approaches infinity.
Thus, the fixed effects estimator only performs well when the time dimension
of the panel is large.

Several alternative estimators have been proposed to estimate equation (12.8)
when t is not large. Generally equation (12.8) is estimated in differences to
transform out the country-specific effects and then a dynamic specification in
differences, with a lagged dependent variable, is allowed. However, in the
differenced equation, the errors are correlated with the lagged dependent vari-
ables. Thus an instrumental variable estimation is recommended. The Arellano
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and Bond (1991) generalized method of moments (GMM) technique uses t-2
lags of the endogenous variables discussed earlier as instruments to give unbi-
ased and consistent estimates of the coefficients. This requires that the differenced
equation does not exhibit second and higher order autocorrelation. As dis-
cussed in the next section, the demand for a military expenditure model is
estimated using both the fixed effects method and the GMM technique.

4.2 Estimation results
In section 3 a brief account of the empirical models employed in the analysis
of the determinants of military expenditure has been offered. Two variants of
the general empirical model are presented below:

LMBit = b0 + b1LYit + b2LPOP + b3LTit + b4LSit + b5LTBit (12.9)
+ b6EWit + b7CWit + b8DEMit + eit

LMGit = b0 + b1LYit + b2LPOP + b3LTit + b4LSit + b5LTBit (12.10)
+ b6EWit + b7CWit + b8DEMit + hit

where LMB denotes the logarithm of military expenditure–GNP ratio, LMG
the logarithm of military burden out of total government spending, LY is the
the logarithm of GNP at 1999 prices, LPOP the logarithm of population, LT
the logarithm of military expenditures of the enemies, LS the logarithm of
military expenditure of the allies, LTB the logarithm of trade balance, EW
external war dummy, CW civil war dummy, DEM democracy index and e (h)
error terms.4 Additionally, i denote countries and t denotes time.

Data for national income (GNP), military spending and population were
obtained from the Bureau of Verification and Compliance World Military
Expenditures and Arms Transfers (2000). All financial data are in constant
1999 US dollars. Democracy variables are obtained from Annual Survey of
Freedom Country Scores 1972–73 to 1998–99, the Freedom House annual
comparative survey. The Middle East countries in this study are grouped
according to the SIPRI classification as Egypt, Yemen, Iran, Jordan, Syria,
Turkey, Saudi Arabia, Lebanon, Oman, United Arab Emirates, Bahrain, Is-
rael, and Kuwait. Iraq is excluded from the sample, because of unavailability
of accurate data. The period covers 1989–99. The most recent data from the
US Bureau of Verification and Compliance are for 1989–99. SIPRI published
data do not go beyond 2003.5 This study uses WMEAT 1999–2000 data. Data
on conflict and rivalries were constructed by Dunne and Perlo-Freeman (2003)
and SIPRI Yearbook of 2004. However, our threat variable differs from that
of Dunne and Perlo-Freeman (2003) in that we have treated Iran in addition
to Israel as a threat to Saudi Arabia. Moreover for Turkey, Iran and Syria are
also considered as threats.
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Equations (12.9) and (12.10), (Model 1 and Model 2 respectively), are
estimated using the fixed effect model (FE) for the Middle Eastern countries
and Turkey for the time period 1989–99. The estimation results are presented
in Table 12.1. In order to investigate the possible dynamics that could not be
handled in the fixed effect model, equations (12.9) and (12.10) are estimated
by the GMM technique proposed by Arellano and Bond (1991). Table 12.2
presents the dynamic estimates (GMM). In Tables 12.1 and 12.2, Wald 1
denotes the Wald test of joint significance of the estimated coefficients,
which is asymptotically distributed as chi-squared under the null of no rela-
tionship. Wald 2 is the Wald test of joint significance of the country dummies,
whereas Wald 3 is the Wald test of joint significance of the time dummies.
Sargan denotes the test of over-identifying restrictions which is asymptoti-
cally distributed as chi-squared under the null of instrument validity. Finally,
AR(1) and AR(2) are the test of first and second order of autocorrelation of
residuals, respectively, which are asymptotically distributed as standard nor-
mal N(0,1) under the null of no serial correlation.

In all models the income term is insignificant. Dunne and Perlo-Freeman
(2003) report a similar result for a number of developing countries. They
state that as the dependent variable is the log military burden (that is LogM-
LogY), this means that the coefficient of Log Y on Log M is one, indicating
that across countries, military spending rises more or less in proportion to
income.

This can be interpreted as reflecting a combination of the role of military spending
as defensive, deterring attack, which would suggest a negative coefficient (the
larger the income, the smaller the proportion needed for deterrence) and the use of
military capability as a means of power projection, which is relevant only for
countries with higher incomes.6

In order to clarify this issue, we estimated Model 1 where the dependent
variable is the military expenditure and tested the hypothesis that the coeffi-
cient of the income variable is equal to one. This restriction was not rejected.
Therefore we dropped the income variable from both equations, and the
resulting regression estimates are reported as Model B in Tables 12.1 and
12.2.

Even though there has been an improvement in the estimates of Model 1,
as expected, there has not been much change in the estimations of Model 2.
All variables, apart from democracy, are statistically significant in this model.
Similar to the findings of Dunne and Perlo-Freeman (2003), the population
variable has a statistically significant negative value, contrary to our expecta-
tions. Several explanations may be offered: the countries with a sizeable
population could place a higher emphasis on civil consumption needs than
security needs, treating a large population as an autonomous security in itself.
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Table 12.1 FEM estimation results

Variables Model 1 Model 2

(A) (B) (A) (B)

LY 0.028 –0.221
(0.10) (–0.85)

LPOP –0.605 –0.580 0.475 0.275
(–1.55) (–2.89)*** (1.31) (1.26)

LS 1.393 1.387 0.969 1.012
(2.43)*** (2.36)** (2.12)** (2.24)**

LT –0.036 –0.036 –0.007 –0.007
(–2.03)** (–2.00)* (–0.63) (–0.57)

LTB 0.124 0.125 0.123 0.113
(1.67)* (1.73)* (1.37) (1.32)

DEM 0.0063 0.0067 –0.044 –0.047
(0.165) (0.17) (–1.50) (–1.48)

EW 0.605 0.603 0.459 0.481
(3.76)*** (3.94)*** (3.99)*** (4.21)***

CW 0.177 0.170 –0.069 –0.016
(1.56) (2.03)** (–0.73) (–0.25)

Constant 1.441 1.694 5.897 3.908
(0.537) (3.45)*** (2.30)** (9.29)***

Wald 1 c2 (8)=168.6 c2 (7)=160.3 c2 (8)=184.8 c2 (7)=195.9
[0.000] [0.000] [0.000] [0.000]

Wald 2 c2 (23)=412.0 c2 (23)=1861 c2 (23)=6592 c2 (23)=8426
[0.000] [0.000] [0.000] [0.000]

Wald 3 c2 (10)=28.50 c2 (10)=30.82 c2 (10)=37.78 c2 (10)=62.53
[0.000] [0.000] [0.000] [0.000]

AR(1) 2.401 2.437 1.342 1.198
[0.020]* [0.015]* [0.180] [0.231]

AR(2) 1.1338 1.375 1.632 1.620
[0.136] [0.169] [0.103] [0.105]

Notes: (*), (**), (***) denote significance at 10%, 5% and 1% respectively. Values in paren-
theses are heteroscedasticity consistent t-statistics and values in brackets are p-values.

Alternatively, countries with a small population may have to spend more on
high technology weaponry to compensate for the lack of a large army. As
regards the strategic variables, the spill variable, that is the military expendi-
tures of the allies, has a statistically positive effect on the military burden,
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Table 12.2 GMM estimation results

Variables Model 1 Model 2

(A) (B) (A) (B)

LMB(–1) 0.235 0.307
(2.85)*** (3.26)

LMG(–1) –0.015 –0.019
(–0.129) (–0.179)

LY 0.603 0.548
(1.31) (1.70)*

LPOP –0.222 0.304 0.513 0.788
(–0.91) (0.91) (2.21)** (2.12)**

LS 1.436 1.175 1.309 1.182
(3.54)*** (2.55)*** (3.21)*** (2.67)***

LT –0.006 0.023 –0.154 –0.152
(–0.03) (0.13) (–0.95) (–0.94)

LTB 0.074 0.083 –0.020 –0.023
(1.89)** (1.62)* (–0.36) (–0.34)

DEM –0.016 –0.0001 –0.007 0.002
(–0.39) (–0.002) (–0.17) (0.05)

EW 1.048 1.088 0.561 0.574
(4.23)*** (3.57)*** (2.69)*** (2.10)**

CW 0.553 0.252 0.129 –0.077
(1.52) (1.01) (0.81) (–0.65)

Constant –0.041 –0.049 –0.103 –0.112
(–0.649) (–0.79) (–2.29)* (–2.22)**

Wald 1 c2 (9)=9338 c2 (8)=9801 c2 (9)=945.0 c2 (8)=592.5
[0.000] [0.000] [0.000] [0.000]

Wald 2 c2 (9)=20.04 c2 (9)=26.83 c2 (9)=51.41 c2 (9)=57.28
[0.018] [0.001] [0.000] [0.000]

Wald 3 c2 (9)=20.04 c2 (9)=26.83 c2 (9)=51.41 c2 (9)=57.28
[0.018] [0.001] [0.000] [0.000]

Sargan Test c2 (44)=42.49 c2 (44)=45.11 c2 (44)=58.04 c2 (44)=60.51
[0.536] [0.425] [0.076] [0.050]

AR(1) –2.016 –1.941 –2.489 –2.410
[0.004]* [0.052] [0.013]* [0.042]*

AR(2) –0.407 0.484 0.051 0.551
[0.684] [0.628] [0.959] [0.581]

Notes: (*), (**), (***) denote significance at 10%, 5% and 1% respectively. Values in paren-
theses are heteroscedasticity consistent t-statistics and values in brackets are p-values.
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implying that countries under consideration behave as followers. However,
the military expenditures of enemies have a negative coefficient, even though
it is relatively small and marginally significant, which is contrary to our
expectations. The fact that this variable is not statistically significant in other
models may imply that this variable can be ignored as an explanatory vari-
able. Similarly, the trade balance variable, which is defined as exports over
imports, has a positive sign but is statistically significant only in Model 1.
The existence of an external war appears to be an important determinant of
military burden with a highly significant positive coefficient. The civil war
variable is found to be statistically significant only in the Model 1A, with a
comparatively small coefficient.

It has been mentioned in section 4 that when the time dimension of panel
data is not large, the application of the fixed effect estimation method to a
dynamic model may generate biased coefficient estimates. Thus, in order to
investigate the possible dynamics that could not been handled in the fixed
effect model, equations (12.9) and (12.10) are estimated by the GMM tech-
nique proposed by Arellano and Bond (1991). Table 12.2 presents the results.
As reported in Table 12.2, the estimation results are close to those of FE,
except that the threat variable is statistically insignificant. When the dynam-
ics are taken into account, the results suggest that the previous year’s military
burden appears to be an important determinant of the military burden. All
diagnostics are satisfactory, and the Sargan test does not reject the validity of
the instrument set.

5 Conclusions
Although the determinants and the economic effects of military spending
have been investigated empirically for a number of countries, the empirical
evidence regarding military spending of the Middle Eastern countries is
scant. The Middle East has been the most heavily militarized region of the
world for over the past half century. For Middle Eastern governments, both
internal and external security issues play an important role in the determina-
tion of the military burden. Civil strife in a number of Middle Eastern countries,
in addition to the never-ending Arab–Israel conflict, accounts for this high
level of military spending in the region.

This chapter provides an empirical analysis of the determinants of military
spending in the Middle Eastern countries and Turkey for the period 1989–99,
employing both static and dynamic panel data estimation methods. The em-
pirical findings suggest that the external security considerations, military
spending of allies and trade balance significantly affect the military burden of
the Middle Eastern countries and Turkey. When the dynamic effects are taken
into account, it emerges that the previous year’s military burden is also an
important determinant of the military burden. Contrary to previous empirical
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findings for developing countries, the threat variable turned out to have a
negative effect on the military burden. The democracy variable on the other
hand did not seem to have any effect on the military burden.

Overall, considering the turbulent political situation in the Middle East
since 1990, our results may not be surprising. In spite of the existence of civil
conflict in many Middle Eastern Countries as well as Turkey, external war
considerations are the major determinant of the military burden. Additionally
the military spending of the allies positively affects the military burden,
suggesting that there does not seem to be a free rider problem in the region.

Notes
1. The military burden of Kuwait between 1990–92 was excessive, reaching 117 per cent in

1991, which would dwarf military burdens of other countries. Thus they have been scaled
down so that a clear picture could be obtained.

2. The military burden data which is used to construct this figure is presented in Appendix
A12.1.

3. However, if the number of countries, hence the number of dummy variables is likely to be
large, there may be degrees of freedom problems. In that case we can apply within
regression in which we partition regression analysis.

4. Please see Appendix A12.2 for the definitions and sources of the spill, threat, external and
civil war data.

5. SIPRI gives data for national currencies and constant dollars for specific years. In WMEAT
and SIPRI, the base year of constant dollar series changes in every yearbook. Each book
provides data for ten years. Therefore, it is difficult to construct a reliable data set, as
converting all data estimation involves a long, complicated procedure and is problematic.

6. Dunne and Perlo-Freeman (2003), p. 31.
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Table A12.2 Spill, threat, external war and civil status of countries

External Civil
Spill Threat war war

Bahrain Israel
Egypt Israel 89–99
Iran Israel
Israel USA Mideast 89–99

(excluding Israel)
Jordan Israel
Kuwait USA Israel 90–91
Lebanon Israel 89–90
Oman Israel
Saudi Arabia Israel, Iran
Syria Israel 90–91
Turkey NATO Iran, Syria, Greece 89–99
United Arab Emirates Israel
Yemen Israel 91–99

Sources: Dunne and Perlo-Freeman (2003); SIPRI (2004).

Data sources: ACDA World Military Expenditure and Arms Transfers (1999–2000): National
Income, military spending, government spending and population data are obtained from ACDA
WMEAT. IMF International Financial Statistics (Various Issues): Trade balance data which is
defined as imports/exports ratio is obtained from IMF IFS yearbooks. Freedom House Annual
Comparative Survey: Democracy data is obtained from Freedom House Surveys.
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13 Fiscal policy and direct democracy:
institutional design determines outcomes
Lars P. Feld and Gebhard Kirchgässner*

1 Introduction
Whether institutions matter for economic policy outcomes is much debated
among economists. Based on the arguments by North (1981, 1990), political
institutions, as part of the formal and informal rules that protect property
rights, are considered to shape economic performance of jurisdictions.
Acemoglu, Johnson and Robinson (2004) for example argue that economic
(and political) freedom is a precondition to private investment in physical as
well as human capital, and thus to innovations and technological progress.
Proper governance hence causes economic growth. Glaeser et al. (2004)
question the proposed causal relationship by contending that institutions
cannot have a positive impact on economic outcomes unless citizens have
developed the human capital to arrive at reasonable policy choices. More-
over, the concepts of economic and political freedom as well as their
measurement are much too imprecise to obtain conclusive evidence on the
impact of institutions on economic performance. Glaeser et al. (2004) sug-
gest that the constitutional or legal provisions in different countries need to
be investigated in order to find out whether institutions matter at all.

Feld and Voigt (2003, 2006) follow that suggestion and emphasize the role
of the judiciary in protecting private property rights. They report evidence for
a sample of 73 countries that a higher de facto independence of the highest
(constitutional) court increases economic growth. De facto judicial independ-
ence is measured by the constitutional provisions for the judiciary in the
different countries and the extent to which the political system in those
countries lives up to judicial independence. Persson and Tabellini (2000,
2003) investigate the differences in economic policy between presidential
and parliamentary systems, as forms of organizing the executive branch in a
democracy, as well as between majoritarian systems and proportional repre-
sentation, as different possibilities to elect legislatures. They find that
parliamentary systems have a higher productivity because they pursue better
anti-diversion policies. Moreover, larger electoral districts and direct voting
over individuals under plurality rule promote better policy.

Key to the understanding of Persson and Tabellini’s (2000, 2003) results
on economic performance is the underlying impact of constitutional provi-
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sions on fiscal policy. Based on theoretical arguments for political failures (as
opposed to market failures), like the fiscal commons or rent-seeking prob-
lems, they develop a theory of the impact of presidential/parliamentary
democracy and majoritarian/proportional representation systems on fiscal
policy outcomes. They argue that spending is lower in presidential and
majoritarian systems and provide evidence for cross-sections of 60 to 80
countries as well as panel data for 60 countries between 1960 and 1998 that
spending under both systems is indeed 5 per cent lower than under their
opposites. This particularly holds with respect to broad redistributive pro-
grams like welfare spending.

The comparative analysis of the impact of direct and representative democ-
racy on economic policy outcomes follows along similar lines of thought.
Like the comparative institutional analyses of judicial independence, the
executive branch and the legislature, the studies on direct democracy adopt a
comparative perspective, that is policy outcomes in existing systems of direct
democracy are compared to policy outcomes in existing systems of repre-
sentative democracy. Similarly, the political economy of direct legislation
starts from the diagnosis of political failure and it is able to present extensive
evidence. As the surveys by Pommerehne (1990), Kirchgässner, Feld and
Savioz (1999), Feld and Kirchgässner (2000), and more recently by Lupia
and Matsusaka (2004) as well as Matsusaka (2005a, 2005b) emphasize on the
basis of Swiss and US evidence, instruments of direct democracy are a useful
means to correct political failures and lead to more favorable policy out-
comes than pure representative democracy. In addition, the political economy
of direct legislation has however gained from the advantage of conducting
very detailed analyses by which the impact of individual institutional provi-
sions on economic policy outcomes could be identified.

This incentive to study the details of institutional provisions is derived
from another strand of the literature. Since California’s Proposition 13 and
the subsequent tax revolts in the US, and intensified by the discussion on the
rationale of the Stability and Growth Pact in the EU, economists try to figure
out which kinds of institutional restraints induce sound fiscal policies, but
allow for sufficient short-term flexibility in fiscal policy to counter adverse
business cycle developments. According to the survey on the effects of fiscal
institutions on fiscal policy by Kirchgässner (2002), instruments of direct
democracy are more successful in restricting fiscal policy than formal fiscal
restraints or instruments of fiscal federalism. This overall evidence has led to
investigations into the details of successful provisions in the different institu-
tional areas, among them direct democracy, formal fiscal restraints and fiscal
federalism, and the interactions between different fiscal institutions, for ex-
ample whether referendums and initiatives are complements or substitutes for
each other.
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In this chapter, we are taking stock of the comparative analyses of direct
and representative democracy and discuss to what extent fiscal outcomes
under both regimes deviate from each other and how this result could be
explained. It is argued that these differences in policy outcomes occur be-
cause representatives deviate from citizens’ preferences. Referendums and
initiatives thus help to enforce citizens’ preferences in a democracy to a
larger extent than legislatures and the executive in a pure representative
democracy. Our main goal in this chapter is to go beyond existing surveys in
that we emphasize the more differentiated approaches instead of making
general statements on policy differences in direct and representative democ-
racy. For example, it is not direct and representative democracy in general
that are compared, but referendums and initiatives that are focused. More-
over, the importance of the fiscal referendum is emphasized, mandatory and
optional referendums are distinguished, the exact provisions of mandatory
fiscal referendums, like the so-called spending thresholds, are underlined,
and interactions with the signature requirements of popular initiatives are
considered. Finally, we draw on recent work which allows to assess the
relative efficiency of direct and representative democracy.

The empirical evidence in the comparative analysis of direct and repre-
sentative democracy is nearly exclusively obtained from the US and Swiss
state and local levels. This is natural because a considerable variation in
these institutional provisions is combined with sufficient fiscal autonomy in
spending and taxation only in these two OECD countries. Our emphasis is
even more strongly on Swiss evidence, in particular because the three most
recent surveys by Lupia and Matsusaka (2004) and Matsusaka (2005a,
2005b) have a closer look at the US experience. Starting from Swiss evi-
dence, the US evidence is reported in order to provide a comparison between
both countries.

Beginning with a description of particular institutions of direct democracy
as they can be found at the Swiss cantonal level, the working of direct
democracy is theoretically analyzed in section 2. The goal of this section is
the development of hypotheses on the impact of referendums and initiatives
on fiscal policy. In section 3, the evidence of direct democracy and economic
policy outcomes is reported, followed in section 4 by a discussion of the
results and an outlook for future research.

2 How direct democracy works
Direct democracy can affect public finances directly and indirectly. On the
one hand, referenda or initiatives can directly restrict representatives to the
fiscal policy preferred by citizens by the actual decision taken. On the other
hand, representatives anticipate citizens’ preferences in order not to provoke
an optional referendum or a popular initiative or to prevent a defeat at the
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ballot box. Direct democracy could thus work without a referendum or initia-
tive actually taking place. These effects can only be analyzed properly if the
details of different direct democratic provisions are distinguished. In this
chapter, we therefore start with a brief description of direct democracy in
Switzerland by particularly focusing on the fiscal referendum in order to
illustrate the richness of these institutions. Then we discuss the preconditions
for a proper functioning of direct democracy, before we analyze the incen-
tives provided by referenda and initiatives in more detail.

2.1 Direct democracy in Switzerland
Institutions of direct democracy exist in many different countries and vary
accordingly.1 But some basic facts can be extracted from that variation. First,
it is important to notice that a pure direct democracy hardly exists any more.
In developed countries with a certain degree of democracy, representative
democracy either in its parliamentary or presidential form is realized. Institu-
tions of direct democracy are added to the representative part of the democratic
system without necessarily replacing representative decision-making. The
only exceptions are town meetings at the US and Swiss local levels as well as
cantonal meetings in two rural Swiss cantons. In this meeting-style direct
democracy, political decisions are taken by the citizens at a central place
where they personally meet and raise their hand to decide. Second, one form
of variation in institutions of direct democracy results from the distinction
between the constitutional and the statutory level. In some countries, consti-
tutional amendments are decided by referenda, in others, statutory issues are
directly decided.

Third, another sort of variation comes up from the distinction between
referenda and initiatives. In the case of referenda, a constitutional or statutory
proposal which has been developed before by the executive and the parlia-
ment must or could be decided by the citizens. In the case of popular initiatives,
citizens or a group of them propose constitutional amendments or new stat-
utes and collect a pre-specified number of signatures in order to have their
proposal placed at the ballots. This could be in a more or less detailed
fashion. Both instruments can thus be distinguished according to the assign-
ment of agenda-setting power. In the case of referenda, agenda-setting power
rests with representatives; in the case of initiatives, citizens possess agenda-
setting power. Fourth, there is another variation in the referendum case.
Referendums can either be mandatory or optional. Mandatory referendums
are required and binding for particular laws or constitutional amendments.
Optional referendums only take place if a pre-specified number of signatures
has been collected by citizens in advance. Although the optional referendum
appears to be similar to an initiative, it still resembles the referendum more
closely (hence the name). Optional referenda and initiatives have in common
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that signatures must be collected, but they differ with respect to agenda-
setting power.

Provisions of direct democracy do not only vary across countries, but also
at the sub-central levels in the different countries. In prominent cases, like the
US, direct democracy only exists at the state and local level while the federal
level is exclusively organized as a representative democracy. This is different
in Switzerland where direct democracy, in the sense of a representative de-
mocracy with referenda and initiatives, exists at the federal, cantonal and
local levels. The variation indicated above can be particularly observed at the
Swiss sub-federal levels (Lutz and Strohmann, 1998; Trechsel and Serdült,
1999; Micotti and Bützer, 2003). Most importantly, fiscal referenda exist as a
particular kind of referendum at the Swiss sub-federal level that is designed
to affect fiscal policy directly. According to Trechsel and Serdült (1999,
p. 37), the fiscal referendum is the most complex instrument of direct democ-
racy at the Swiss cantonal level. Because of its importance for fiscal policy
outcomes and because it is used in most empirical studies on fiscal policy as
an indicator of direct democracy in Switzerland, we concentrate on the fiscal
referendum in the following instead of discussing statutory (constitutional)
referenda.

Basically, a referendum is called fiscal if statutes or budgetary decisions are
put to a referendum test only because of their financial characteristics. It must
be accompanied by an explicitly calculated expenditure, bond or any other
financial obligation. Legally, fiscal referenda are specific administrative refer-
enda which always affect single legal acts. In the Swiss cantons, fiscal referenda
are used for decisions on spending projects, bonds, taxes, state shareholding of
private firms or real estate. The most important form is the mandatory fiscal
referendum which affects all new, recurring or non-recurring spending projects
that exceed a specific spending threshold. In 1996, the spending thresholds for
non-recurring new spending projects varied between the 13 cantons with a
mandatory fiscal referendum from 250 000 SFr in the canton of Schwyz to 25
million SFr in the canton of Lucerne (see Table 13.1).2

In the case of optional fiscal referenda, signature requirements are imposed
in addition to spending thresholds. The signature requirements vary from 100
signatures in the canton of Obwalden to 10 000 signatures in the canton of
Berne, or from 0.49 per cent of the electorate in the canton of Obwalden to
4.28 per cent in the canton of Jura. The time to collect signatures ranges from
30 to 90 days. The optional fiscal referendum is thus more difficult to use
because signatures must be collected. However, the spending thresholds are
lower compared to the mandatory referendum. In order to compare these
different provisions of fiscal referenda in one indicator, Stutzer and Frey
(2000) have proposed an index which varies from 1 for a low extent to 6 for a
high extent of direct democratic decision-making.
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Table 13.1 The fiscal referendum in Swiss cantons in 1998

Canton Non-recurring Recurring
Expenditureb expenditureb Signature Frey-

Stutzer
Optional Mandatory Optional Mandatory requirement Indexa

ZH 2–20 20 0.2–2 2 5000 4
BE 2 0.4 10 000 3.75

(until 1995:
6000)

LU 3–25 25 3-25 25 3000 4
(since (since
1995) 1995)c

UR 0.5 1 0.05 0.1 300 4.5
SZ 0.25 0.05 2000 4.625
OW 0.5 1 0.1 0.2 100e 5
NW 0.25 5 0.05 0.5 250e 5
GL 0.5 0.1 4
ZG 0.5 0.05 1500 4
FR 0.25% 1% 0.25% 1% 6000 3
SO 1–2 2 0.1–0.2 0.2 1500 6
BS 1 0.2 2000 4.25
BL 0.5 0.05 1500 4.75
SH 0.3–1 0.3 0.05–0.1 0.05 600 5
AR 0.25 0.5 0.05 0.1 200e 5
AI 5% 1% 4
SG 3.15 15 0.3–1.5 1.5 4000 4
GR 1–5 5 0.3–0.5 0.5 3000 4
AG 3 0.3 3000 4.5
TG 1 3 0.2 0.6 2000 5
TI 0.2 0.05 7000 2.75
VDd 3
VS 0.75% 0.25% 3000 1

(since 1994)
NE 1.5% 1.5% 6000 2

(since 1992)
GE 0.125 0.06 7000 1
JU 0.5% 5% 0.05% 0.5% 2000 2.5

Notes:
aThe index is calculated for fiscal referendums on the basis of the methodology suggested by
Stutzer and Frey.
bIn 1000000 Swiss Francs or in %, if explicitly noted.
cUntil 1995 the fiscal referendum was very complicated (Trechsel and Serdült 1999, 262–4).
dThe canton Vaud abolished the fiscal referendum in 1978. Proposals with financial implica-
tions are subsumed under the optional statutory referendum without telling anything about
spending thresholds.
eCantons with cantonal meetings between 1980 and 1996, 1997 or 1998.

Sources: Lutz and Strohmann (1998); Trechsel and Serdült (1999); Stutzer and Frey (2000),
Feld and Schaltegger (2004).
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Apart from the introduction of mandatory fiscal referenda in the former
cantons with cantonal meetings (Nidwalden in 1996, Appenzell a.Rh. in 1997
and Obwalden in 1998), there have been no changes in fiscal referendums
since 1996. One exception is the canton of Vaud, which has recently intro-
duced an optional fiscal referendum. Trechsel and Serdült (1999, pp. 37) have
documented the development of direct democracy at the cantonal level since
the 1970s. Given that constitutional changes occur only seldom, there were
relatively frequent changes in constitutional provisions for fiscal referen-
dums. For example, the mandatory fiscal referendum lost ground as compared
to the optional fiscal referendum. Moreover, the fiscal referendum captures
more spending proposals today than in the year 1970. The size of spending
projects has increased considerably during the last 30 years while spending
thresholds are usually fixed in absolute terms such that spending proposals
between 0.2 and 0.3 per cent of total spending have to be decided in a
mandatory fiscal referendum, and spending proposals of 0.025 and 0.15 per
cent of total spending in an optional referendum despite increases of spend-
ing thresholds in some cantons. The standard deviation in spending thresholds
has declined from 0.32 in 1970 to 0.09 in 1995 (mandatory fiscal referen-
dums) and from 0.1 in 1970 to 0.05 in 1995 (optional referendum). It is
evident that there is an important variation of provisions of direct democracy,
demonstrated with respect to the fiscal referendum across cantons, but less so
across time. This underlines the importance of the Swiss sub-federal level as
a laboratory to study the impact of direct democracy under relatively favorable
conditions.

2.2 Preconditions for the proper functioning of direct democracy
Given the description in section 2.1, the fiscal referendum appears to be so
complicated that the natural question emerges whether citizens are able to
understand this complexity at all. One of the most often heard criticisms in
the discussion about direct democracy is that citizens are cognitively unable
to take proper decisions in referenda and initiatives (Lupia and Matsusaka,
2004). Opponents of direct democracy thus question whether citizens can
conduct a sustainable fiscal policy. This argument is akin to the one made by
Glaeser et al. (2004) that human capital is a precondition for the proper use of
democracy. It is obvious that citizens’ ability to take informed decisions is a
precondition for a proper functioning of direct democracy. Because we have
discussed the information transmission in direct and representative democ-
racy in more detail already,3 we only summarize the more recent analyses.

Representative democracy obtains its information theoretic justification
from a division of labor argument. Just as a patient trusts her doctor to
diagnose her illness correctly and select the most successful and useful treat-
ment, representative democracy is a means to delegate political decisions to



222 The Elgar companion to public economics

representatives as the informed specialists. As in the case of the customer
relationship between doctor and patient, citizens cannot afford however to
unrestrictedly delegate decision-making power to the government and the
parliament because they risk representatives deciding against the citizens’
preferences. In pure representative systems, politicians have to stand in peri-
odic elections. Marino and Matsusaka (2004) show that an additional veto
possibility between election days is an efficient instrument to restrict political
decisions to citizens’ wishes.

This control function of referenda is not rendered ineffective due to the
complexity of decisions. In direct democracy, citizens’ demand and the
supply of information to citizens increase because of the incentives to have
sufficient information if political issues are directly decided. There is in-
deed empirical evidence supporting the argument that the information
advantage of representative democracy is not important and that citizens
are basically able to judge complicated political issues. First, Benz and
Stutzer (2004) present evidence for referendums on European Union issues
as well as for different political issues in the Swiss cantons that citizens are
better informed when they can participate in direct democratic decision-
making. Second, citizens can use shortcuts and simple rules of thumb to
gain sufficient information on complex issues, in particular to distinguish
the different positions of special interests. Lupia (1994) and Gerber and
Lupia (1999) report evidence on the use of shortcuts in initiative cam-
paigns. Bowler and Donovan (1998, p. 168) present evidence that citizens
are not fully informed on the details of a referendum or an initiative pro-
posal, but

appear to be able to figure out what they are for and against in ways that make
sense in terms of their underlying values and interests. Failing that, others appear
to use a strategy of voting ‘no’ when information is lacking or when worries about
general state conditions are greatest. Just as legislators do, these voters make
choices purposefully, using available information.4

Lupia and Johnson (2001) contend that citizens have sufficient information
even if politicians are badly informed and provide biased information to their
electorates. Key for the understanding of this argument is the competition
between candidates that reveals information biases such that they lose impor-
tance in the aggregate. Nicholson (2003) provides evidence for 78 Californian
initiatives between 1956 and 2000 that citizens use several transmission
channels to notice initiatives and therewith obtain an important amount of
information. For 142 Swiss referenda and initiatives between 1981 and 1999,
Kirchgässner and Schulz (2005) find, however, that citizens had a signifi-
cantly lower probability of voting for a referendum or an initiative, the higher
the complexity of the political issue at stake.
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Given that evidence, it could also be expected that citizens are able to take
reasonable decisions in fiscal policy. The use of rules of thumb to evaluate
political issues is not much different from far-reaching intertemporal con-
sumption and investment decisions under bounded rationality in private
markets. Lupia (2002) argues that citizens are the better informed about
political issues the more important the issue is, because the supply of infor-
mation due to competition between interest groups is better suited to citizens’
needs. The information problems can be expected to be even less serious in
the case of fiscal decisions because the policy under question is evaluated in
monetary terms such that a better comparison between alternatives is possi-
ble. From the procedural point of view, it cannot be decided whether
representative democracy has an advantage as compared to direct democracy
in fiscal policy decisions.

2.3 Mandatory fiscal referenda and control
A sustainable fiscal policy on the one hand demands that citizens’ prefer-
ences are reflected in expenditure and revenue decisions. On the other hand,
it should not lead to a situation in which current generations benefit from
higher expenditure but shift the burdens on future generations. Such a
possible bias resulting from time-inconsistent behavior of the individuals
has to be weighted against the bias which might result from government
and parliament following their own preferences. The fiscal referendum is
one possibility to reduce differences between the citizens’ and their repre-
sentatives’ interests.

According to the democratic ideal, the political outcome would reflect the
interest of the median voter in a pure direct democracy with simple majority
rule. If we arrange citizens’ preferences with respect to expenditure decisions
from low to high expenditure the median voter is the citizen who divides
those who want higher expenditure from those who prefer lower expenditure.
Thus, he transforms a minority into a majority. However, such a pure direct
democracy does not exist, even in Switzerland. There are many reasons why
expenditure decisions in a representative democracy do not reflect the prefer-
ences of the majority of the citizens, that is of the median voter.5 On the one
hand, the interests of the politicians in government and parliament might
deviate from the ideological preferences of the citizens because the selection
process is insufficient. There are several examples when the Swiss parliament
changed proposals of the government and the voters rejected them. On
1 December 1996, for example, a majority of 67 per cent (with a turnout of
47 per cent) rejected the new labor law in an optional referendum
(Kirchgässner, Feld and Savioz, 1999, p. 26). The reason for this defeat was
that the median-right majority in the parliament did not follow the compro-
mise negotiated by the government but changed it in a way which was more
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in favor of their clientele but met resistance from the trade unions as well as
the churches. This common resistance led to the defeat at the polls. Without
the optional referendum, this law might have been passed.

Further deviations from the citizens’ preferences might result from the
representatives following their personal interests. This does not necessarily
imply corruption. In many cases, the line which indicates what is (still)
permissible is – in many situations – not unambiguous. Thus, politicians
sometimes use public institutions and/or public finances for private purposes.
More important, however, might be situations in which deviations from the
preferences of the citizens result from prestigious projects or too high admin-
istrative costs.

Additional distortions result from the impact of the public bureaucracy and
of interest groups. The bureaucracy has an informational advantage com-
pared to the government and the parliament, which it can use to demand too
large budgets in order to serve its own purpose (see, for example, Niskanen,
1971). These supply-side factors coincide with demand from interest groups
for political rents. Stigler (1971) had already pointed to the fact that public
bureaucracies might be ‘captured’ by interest groups. Small interest groups
with homogeneous interest have better chances in the rent-seeking process
than large groups with rather diverse interests. Thus, special interests might
be more successful in the political process than broad, common interests.

Finally, especially in a coalition government, but also with respect to the
impact of interest groups and the behavior of parties in a parliament, there is
the fiscal commons problem. Each interest group, each party (in a coalition
government) as well as each member of the government tries to get as high a
share as possible from the government’s budget. If they are successful, the
benefits of the expenditure projects are concentrated while the costs are
distributed among the taxpayers. As these incentives exist for all parties or
members of the government, respectively, an overuse of the budget can be
observed which results in higher expenditure than the citizens demand, in-
creased budget deficits and public debt.6

It is not unavoidable that such deviations from the citizens’ preferences
arise in the process of a representative democracy. There exist, however,
incentives in these directions. The output depends on political institutions
and the degree of competition between political actors. The fiscal referendum
can play an important role as an instrument for the citizens to selectively
control and sanction their representatives. They allow deviations from the
expenditure level the majority demands only to the extent that the status quo
already deviates from this level.7

Theoretically, such deviations do not have to result in higher expenditure.
Expenditure might also be smaller. Nevertheless, as the fiscal referendum
prevents the realization of expenditure projects which are too large or too
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small, but – contrary to an initiative – cannot force parliament to spend more,
it has an asymmetric effect and restricts government activity. This also holds
if the over-exploitation of the fiscal commons is the reason for expenditure
that is too high. In the government or the parliament, this over-exploitation in
the interest of special groups or parties can be realized by – implicit or
explicit – logrolling.8 The latter is, however, hardly possible in a referendum.
A referendum on the revenue side might also prevent special interest groups
from getting particular tax reductions. In this way, the fiscal referendum
might not only lead to lower expenditure but also to lower deficits and public
debt.

On the other hand, it is highly debatable whether direct democracy quite
generally favors or restricts the influence of spatial interest groups. It depends
on whether such groups are easily able to influence the result of a referen-
dum. It might be the case that financially powerful groups have this ability. In
a recent survey, Lupia and Matsusaka (2004) present the existing US evi-
dence: financial power may enable an interest group to influence voters in
order to reject a proposal, but it is hardly sufficient to bring about a positive
decision in the group’s interest.9 This is compatible with Swiss evidence
provided by Kirchgässner and Schulz (2005) which shows that the share of
Yes-votes is drastically reduced (and the number of No-votes slightly, but not
significantly increased) whenever citizens do not feel themselves to be com-
petent. This feeling of incompetence might be increased when powerful
interest groups agitate against a proposal. This again increases the asymmet-
ric effect of the fiscal referendum: it is a means to reduce, but hardly to
increase public expenditure.

There are also other possibilities relating to how interest groups might
affect policy outcome in a direct democracy. Matsusaka and McCarty (2001)
analyze the impact of interest group threats to seize a referendum on the
behavior of parliamentarians. If interest groups are better informed about
citizens’ preferences than representatives, they can try to make them believe
that their own position is better reflecting citizens’ preferences than the draft
legislation of the government. Such a malicious deceit with the threat of a
referendum might lead to a change in the draft bill in the parliamentary
process because the politicians are uncertain about the true political wishes of
the citizens. This might finally result in policy measures which are in the
interest of the interest group but not of the general public. This holds for the
optional referendum, but it might similarly hold for initiatives: in both cases
anticipation of the (true or misrepresented) citizens’ interests might have an
impact on the parliamentary process.

There is no big difference between the optional statutory referendum and
the fiscal referendum. Using the threat of a referendum, interest groups can
try to influence not only the draft legislative proposal but also planned ex-
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penditure projects which might lead to an outcome which is further away
from the position of the median voter than the original proposal of the
government and parliament. In the case of the optional fiscal referendum,
however, the citizens themselves will demand a referendum whenever the
final outcome of the parliamentary process is too far away from their own
preferences, taking into account the cost of collecting signatures. Further
reaching expenditure decisions in the interest of special interest groups can
only get through if the groups are easily able to positively influence voters.
As mentioned above, the empirical evidence shows the opposite.

This indicates that direct democratic rights can not only control, but also
have an information function in the democratic process. Politicians in gov-
ernment and parliament often lack detailed information about citizens’
preferences with respect to the level of publicly provided services. Even if
they do not intend to follow their own preferences, those of their party or
their clientele, because of insufficient information they might make the wrong
decision. A fiscal referendum might improve the level of information.
Matsusaka (1992) argues that this is (another) particular purpose of direct
popular rights, and he presents empirical evidence for referenda in California
which took place more often when distributive questions had to be decided
than when procedural or administrative questions were at stake.

2.4 The role of institutional design of fiscal referenda
Up to now, the spending thresholds that have to be passed before an optional
or mandatory referendum can take place have not yet been discussed. Feld
and Matsusaka (2003a) as well as Martin (2004) stress the importance of
such thresholds. There are two major impacts such thresholds can have. First,
a fiscal referendum can only reduce fiscal expenditure in accordance with the
preferences of the citizens if expenditure projects actually (or potentially)
pass such a threshold. Trechsel (2000) provides some evidence that an in-
crease in such thresholds reduces the frequency with which fiscal referenda
take place: the higher the threshold, the less restrictive a fiscal referendum is
and, correspondingly, the less we can expect that the actual fiscal policy is
guided by citizens’ preferences.

Second, such thresholds provide incentives to design expenditure projects
to be as small as possible. This appears to be effective as it encourages
politicians to use taxpayers’ money economically. On the other hand, it might
induce them to split projects (or, for example, to rent buildings instead of
buying them) in order to remain below the limit. There is evidence for such
behavior in the Swiss cantons which have a fiscal referendum and this, of
course, somewhat reduces the effectiveness of the fiscal referendum, but it
does not deny that this referendum has a considerable impact on policy
outcomes.
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While too high limits render the fiscal referendum rather ineffective, no
limits at all might cause even more problems. If there were the necessity (or
the threat) to have a referendum about every expenditure project, transaction
costs would considerably increase, and citizens would soon be overburdened
by the many ballots. Secondly, there are also informational reasons why
citizens themselves should only make important decisions. If we accept the
informational argument presented above, delegation is used in the political
process in order to utilize specialized knowledge to the benefit of the general
public. Aghion and Tirole (1997) as well as Marino and Matsusaka (2004)
argue that only partial delegation could provide too few incentives for spe-
cialization. Thus, the advantage of delegation would be lost if the regulations
are too restrictive. The purpose of expenditure limits is to make full delega-
tion for specific expenditure or levels of expenditure possible but to give the
citizens the possibility of a veto (and thus to have only partial delegation)
whenever expenditure projects are above a certain spending level. Thus, there
is a trade-off between an effective control of the representatives by the
citizens (which demands low spending thresholds) and the advantages of
specialization and delegation (which demands rather high spending thresh-
olds).

Compared to the mandatory referendum, the optional referendum is –
ceteris paribus – less restrictive, not taking into account different expenditure
limits. However, the interplay between expenditure limits and signature re-
quirements can lead to a situation in which the optional referendum is more
restrictive than the mandatory referendum. If the limit is the same, the op-
tional referendum is less restrictive because of the costs of collecting
signatures.10 This is, of course, depending on the signature requirement. The
optional referendum can be more restrictive if the difference between the
limits of the optional and mandatory referendum is large and the costs for
collecting the signatures are low (Martin, 2004).

Finally, there might be interrelations between the fiscal referendum and the
statutory initiative. The purpose of both instruments is to bring political
outcomes in line with the preferences of the citizens. While the referendum
can be used to prevent the introduction of laws or the realization of expendi-
ture projects which are too far away from the citizens’ preferences, the latter
enables citizens to introduce statutory or constitutional rules which have the
consent of the majority of voters but not of the political elite. Thus, the
position of the agenda setter is changed: because citizens themselves can
propose laws or constitutional amendments they can co-decide about which
topics are politically relevant and when decisions have to be made.

With respect to fiscal policy decisions, the fiscal referendum might prevent
new projects from being realized which do not find the support of citizens.
With the statutory initiative, new projects (or the abolition of current projects)
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can be demanded by the citizens. Depending on the political system, this
might be possible without any activity in the parliamentary process.11 Thus,
the initiative can increase expenditure, while the fiscal referendum can only
reduce it. Nevertheless, as Feld and Matsusaka (2003a) show, there is some
substitutability between the fiscal referendum and the initiative, and when-
ever citizens have both possibilities, if they want to reduce public expenditure
they will use the instrument which is less costly for them.12

2.5 Summarizing the potential impact of fiscal referenda
The arguments provided in section 2 show that many different provisions
have to be considered in order to fully understand how referenda and initia-
tives work. We have exemplified the working of referenda by focusing on
fiscal referenda. They are, however, accompanied by additional provisions
like, for example, spending thresholds that have to be taken into account. The
main results from this section could be summarized as follows:

● The purpose of the (fiscal) referendum is to control (fiscal) decisions
which are made in the representative part of the political system.
Citizens can reject expenditure projects which are not in accordance
with their preferences. There are several reasons why this might hap-
pen, be it due to the private interest of the politicians or due to the
impact of powerful interest groups. Projects might imply higher or
lower expenditure than the citizens demand.

● In the case of a mandatory fiscal referendum new spending projects
which exceed a specific spending threshold can deviate from citizens’
preferences to the extent that the status quo deviates from citizens’
spending preferences. Thus, the median voter cannot fully enforce his/
her preferences in a representative democracy with referendums. How-
ever, a correction towards citizens’ preferences could be hypothesized.

● In the case of an optional fiscal referendum, the maximum spending
deviations that citizens tolerate increase with the costs of collecting
signatures. Given the same spending threshold, the optional fiscal ref-
erendum is thus less restrictive than the mandatory fiscal referendum.
A reduction of spending thresholds could, however, compensate for the
reduction in the restrictive impact. Optional and mandatory fiscal ref-
erendums can thus reinforce each other given smart choices of spending
thresholds and signature requirements.

● The impact of the statutory or constitutional initiative on fiscal policy
depends on signature requirements as well. In general, the initiative
also restricts fiscal policy outcomes in the direction of median voter
preferences such that citizens can use initiatives as substitutes for fiscal
referenda depending on the cost at which each instrument of direct
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democracy is available. Since fiscal referenda serve as a veto of spend-
ing proposals that citizens dislike, they become directly effective when
the initiative encounters implementation problems (Gerber, Lupia and
McCubbins, 2004).

● Another important difference between initiatives and referenda can be
found in the agenda setting. In the case of (fiscal) referenda, agenda
setting is with the government and the parliament while citizens have
agenda-setting power in the case of initiatives.

● Spending thresholds determine how restrictive a fiscal referendum could
be. The higher the spending thresholds, the less restrictive a fiscal
referendum. However, spending thresholds also serve to establish par-
tial delegation. Full delegation for spending proposals below the
threshold is important in order to provide incentives for representatives
to remain sufficiently informed.

● According to current scientific knowledge, there are no information
problems of citizens that could invalidate the control function of direct
democracy. Citizens can use shortcuts to gather sufficient information.
Moreover, interest groups do not have a stronger influence in direct
democratic procedures compared to purely representative democratic
systems.

3 The evidence of direct democracy and economic policy outcomes
The arguments from section 2 only emphasize the possible impact of direct
democracy on policy outcomes. In several studies, these hypotheses on the
relationship between direct democracy and economic policy have been tested
empirically. This empirical evidence has mainly been provided for the US
and Switzerland. The advantage for empirical research in both countries not
only consists in the considerable variation of provisions of direct democracy
at the sub-federal level, but also in an important fiscal autonomy of the states/
cantons and local jurisdictions in both countries. Fiscal policy could actually
be influenced by political decisions in these jurisdictions, and is not pre-
determined by political decisions at the central level. The US and Switzerland
are thus exceptional compared to other countries where either instruments of
direct democracy do not vary sufficiently between jurisdictions, or where
fiscal policy decisions are much more centralized. The empirical evidence
surveyed in this section mainly stems from Swiss cantons and local jurisdic-
tions. We report the US evidence in addition in order to make comparisons,
but do not consider it in the same detail as the Swiss evidence, because it has
been extensively discussed in three recent surveys (Lupia and Matsusaka,
2004; Matsusaka, 2005a; 2005b).
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3.1 Broader concepts of direct democracy
Pommerehne (1978) conducted the first systematic empirical analysis on the
impact of direct democracy on economic policy. Using cross-sectional data
for the 110 largest Swiss cities and the average of the years 1968 to 1972, he
investigated the impact of direct democracy on the local budgetary process.
The evidence he obtained indicated that public spending in local jurisdictions
with direct democracy more strongly reflected the preferences of the median
voter than in local jurisdictions without instruments of direct democracy.13

For the same data set, Schneider and Pommerehne (1983) analyze the in-
crease of local public spending between 1965 and 1975. In a simulation
analysis, they show that the increase in public expenditure in local jurisdic-
tions with direct democracy – ceteris paribus – was about 3 per cent lower
than in those with pure representative democracy which amounted to 9.6 per
cent. In these analyses, local jurisdictions are classified as direct democracies
if there is an optional or mandatory referendum on fiscal issues or if citizens
can directly decide on fiscal outcomes in town meetings. The fiscal issues
considered are taxes, spending and bonds. The definition of direct democracy
used in these early studies is thus broad without focusing on a specific
instrument of direct democracy. Moreover, neither study follows a rigorous
test strategy.14

The distinction between particular instruments of direct democracy is also
lacking in several other studies. A variable of direct democracy that has
gained some prominence is the index developed by Stutzer and Frey (2000).
Not only does it aggregate the different components of fiscal referendums as
illustrated in Table 13.1, but it also considers constitutional or statutory
initiatives, optional statutory and constitutional referendums and so on in one
single indicator. Using this variable, Schaltegger (2001) analyzes total spend-
ing and the spending structure of the Swiss cantons and local jurisdictions
(aggregated at the cantonal level) in a panel of 26 cantons between 1980 and
1998. He finds significantly lower cantonal and local spending in cantons
with a higher extent of direct democracy. A closer look at the spending
structure reveals that the overall reduction originates from significantly lower
education, welfare, health, police and justice spending. These spending re-
ductions are partly compensated for by significantly higher spending for the
economy in direct democratic cantons which mainly comprises agricultural
subsidies. Administrative spending, cultural, environmental and infrastructural
spending are not significantly different in cantons with direct democracy.
Schaltegger and Küttel (2002) corroborate these results for cantonal spending
(excluding the sum of local spending of the cantons) during the same time
period using a slightly different econometric specification. They additionally
present evidence of lower cantonal tax revenue in direct democratic cantons.
In a further variation of the econometric specification applied to the same
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data set, Schaltegger (2003) reports significantly lower cantonal spending, in
particular education and welfare spending, in cantons with more direct de-
mocracy.15

These results by Schaltegger using the index of direct democracy find
support from a more recent study by Feld and Kirchgässner (2005a) on the
basis of the same data set. They report significantly lower cantonal spending
and revenue as well as significantly lower tax revenue in cantons with a
stronger extent of direct democracy while budget deficits are not significantly
lower. Feld and Kirchgässner (2005b) show that this also holds for cantonal
and local budget deficits. However, public debt is significantly lower in
cantons with more direct democracy. These studies provide additional insights
in the quantitative effects of direct democracy. Simulations on constitutional
reforms that capture a change of the direct democracy index from the lowest
index value (in the canton of Geneva) to the highest value (in the canton of
Obwalden) induce a spending reduction of 1642 SFr. This corresponds to a
reduction of 15.51 per cent in cantonal spending (related to the cantonal
mean). The respective simulated reduction in cantonal revenue amounts to
1468 SFr (14.19 per cent) and in tax revenue to 860 SFr (15.49 per cent)
(Kirchgässner and Feld, 2004). Cantonal debt per capita is 3131 SFr lower
for the same range of the direct democracy index.

Using the same data set again, Feld, Kirchgässner and Schaltegger (2003)
provide evidence that the significantly lower cantonal tax revenue originates
from significantly lower income and wealth (property) taxes in the direct
democratic cantons, while profit and capital taxes are not affected. Indirect
taxes do not play a role at the Swiss cantonal and local levels. Moreover,
these authors provide evidence that the more direct democratic cantons use
user charges and fees more than broad based taxes to finance their budget.
According to the results of Schaltegger and Feld (2003), spending and rev-
enue in the more direct democratic cantons is less centralized to the cantonal
level.

Feld, Fischer and Kirchgässner (2004) corroborate the negative relation
between the index of direct democracy and welfare spending. They provide
additional evidence for the period 1981 to 1997 that the income distribution
in the cantons as measured by Gini coefficients is significantly more unequal
in more direct democratic cantons. Controlling for the initial level of income
inequality, direct democratic cantons close the gap between high and low
incomes more effectively if primary income is particularly unequally distrib-
uted. Put differently, income redistribution is more pronounced in direct
democracy than in representative democracy if income inequality appears to
be a more pressing problem. Direct democracy thus appears to conduct a
more targeted income redistribution than representative democracy in which
there is much income redistribution among specific interest groups.
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Corroborating evidence for sub-periods can be found in Vatter and Freitag
(2002) who report a negative correlation between the index of direct democ-
racy and cantonal spending per capita or welfare spending per capita, respectively,
for the sub-period 1988 to 1998. They find no significant effect of direct
democracy on administrative spending or tax revenue per capita during that
sub-period. As well as using a shorter time period, this study uses a different
econometric specification. In addition to the index of direct democracy, these
authors use the number of actually held fiscal referenda per year as an explana-
tory variable. The more fiscal referenda take place, the lower is total cantonal
spending, social welfare spending and administrative spending per capita.

A question addressed by several authors who use the index of direct
democracy is the efficiency of direct democracy. For example, a significantly
lower size of public sector in direct democracy could be positively evaluated
as many economists would contend. Lower spending might, however, also be
the result of an insufficient extent of vote trading in direct democracy, as
Breton (1996) conjectures, such that spending is inefficiently low. The results
by Pommerehne (1978) and Gerber (1999) support the hypothesis that the
evidence on the impact of direct democracy on fiscal policy indicates rela-
tively more efficient outcomes in direct than in representative democracies.
However, the fact that (fiscal) policy outcomes are closer to median voter
preferences need not indicate higher efficiency although it might be normatively
appealing from the theory of democracy. It is thus relatively difficult to assess
the efficiency of fiscal policy outcomes.16 Indirect evidence for a higher
efficiency in direct democracy is provided in studies on tax morale.
Pommerehne and Weck-Hannemann (1996) show for the years 1970 and
1978 that tax evasion is significantly lower in cantons with more direct
democracy in budgetary issues. Taxpayers evaded – ceteris paribus – 1500
SFr per capita a year less in direct than in representative democratic cantons.
The indicator they use is the cantonal aggregate of provisions of direct
democracy at the local level as collected by Pommerehne (1978). This dummy
variable has the value of one if the majority of the local jurisdictions of a
canton has direct democracy (as defined above) on taxes, spending or bonds,
and is zero otherwise. The construction of this variable makes sense because
a large part of the cantonal tax administration is decentralized to the local
level.17 These empirical results are corroborated by Feld and Frey (2003) for
the years 1978, 1985, 1990 and 1995 using the Stutzer–Frey index of direct
democracy, and by Torgler (2002) using the indicator of tax morale from the
world value survey. Moreover, Feld and Frey (2002) report evidence that tax
authorities in direct democratic cantons treat their taxpayers in a significantly
more friendly way than those in representative democratic cantons.

If citizens’ willingness to pay taxes is higher, the more satisfied are they
with the public services provided; the results on tax evasion indicate a higher
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satisfaction and thus a higher efficiency with the public sector in direct
democracy. The existing studies on life satisfaction, however, do not provide
unambiguous results. While Frey and Stutzer (2000, 2002) find a signifi-
cantly greater life satisfaction in more direct democratic cantons using survey
data, Dorn, Fischer, Kirchgässner and Souza-Poza (2005) demonstrate that
these results are not robust to the inclusion of cultural variables or to different
survey data sets. In both studies, the Stutzer–Frey index of direct democracy
is of course used.

While the evidence on the demand side is thus inconclusive, the evidence
on the supply side is more convincing. Already Pommerehne (1983) reports
evidence for the 103 largest Swiss local jurisdictions in 1970 that garbage
collection is more efficient in direct than in representative democracies. He
analyzes costs and prices of local garbage and finds that average refuse
collection costs (per household) are – ceteris paribus – lowest in cities with
direct legislation and private garbage collection. These costs are about 10 per
cent higher when garbage collection is organized privately instead of pub-
licly. In cities with representative democracy, the costs of private garbage
collection are about 20 per cent higher than in direct democracies. Average
costs of garbage collection are highest in cities with representative democ-
racy and public organization (30 per cent higher than in the first case). Direct
democracy is measured in this study in the same fashion as in Pommerehne
(1978). For a panel of the Swiss cantons from 1970 to 1996, Barankay (2002)
reports significantly lower infant mortality rates and a higher share of college
degrees in more direct democratic cantons, suggesting that this indicates a
higher quality of public goods in the cantons. Fischer (2005) finds that the
significantly lower education spending in direct democratic cantons affects
student achievement in reading and mathematics negatively, while the direct
effect of direct democracy on student achievement in mathematics is positive.
She conjectures about a shift of resources from reading to mathematics in
direct democratic cantons, but does not provide any conclusive results.

Finally, Feld and Savioz (1997) adopt a macroeconomic perspective and
analyze the impact of direct democracy on GDP per employee as a measure
of labor productivity. As a measure of direct democracy, they use the data of
Pommerehne and Weck-Hannemann (1996).18 For a panel of the Swiss can-
tons from 1984 to 1993, they find that direct democracy increases cantonal
GDP per employee by 5 per cent compared to representative democratic
cantons.19 In this chapter, the authors also address a potential reversed causal-
ity: that the rich cantons can afford more direct democracy. However, they do
not find any empirical support. Moreover, the impact of direct democracy
remains robust if additional control variables are included. These results are
corroborated by Freitag and Vatter (2000) for the Swiss cantons from 1983 to
1997 with respect to the actual use of fiscal referendums. In addition, direct
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democratic cantons have higher economic growth per capita. Moreover,
Blomberg, Hess and Weerapana (2004) report evidence for 48 US states
between 1969 and 1986 that GDP per employee in states with a popular
initiative grow significantly faster than those without initiatives. However,
this is already evidence on specific instruments of direct democracy.

3.2 The differentiated impact of fiscal referenda
In sum, this evidence speaks in favor of the hypothesized additional restric-
tion on representatives imposed by direct democracy as discussed in section
2. The effect, however, is theoretically predicted mainly for particular instru-
ments of direct democracy as the fiscal referendum or the popular initiative.
Additional provisions like signature requirements, spending thresholds or
collection days could affect the extent of the restrictions imposed by these
instruments of direct democracy. The widely used index of direct democracy
measures these detailed provisions in an arbitrary fashion. It summarizes the
different instruments without being able to capture the differential impor-
tance of single instruments or the relationships between them. The different
impacts are simply additively linked. Indeed, Trechsel (2000), Barankay
(2002) and Barankay, Sciarini and Trechsel (2003) report evidence that sig-
nature requirements, collection days and spending thresholds affect the use of
direct democratic mechanisms significantly. The indirect effects of (fiscal)
referendums and initiatives as well as the relationships between them are not,
however, captured by these studies. In more recent studies, additional insights
are thus obtained from the institutional details.

Feld and Kirchgässner (2001a) analyze the impact of mandatory fiscal
referenda on total expenditure of the 26 Swiss cantons using yearly data from
1986 to 1997. According to their results, cantonal spending per capita is –
ceteris paribus – significantly lower by about 6.5 per cent in cantons with
mandatory fiscal referenda than in those without. For the period 1980 to
1998, Feld and Matsusaka (2003a) report a reduction of 1314 SFr (18 per
cent) in cantonal spending per capita if a canton has a mandatory fiscal
referendum. They additionally control for the spending thresholds such that
this estimate is reported for the median of spending thresholds. Following the
rationale of Matsusaka (1995), both studies also control for the signature
requirement of statutory initiatives. Feld and Kirchgässner (2001a) also con-
trol for formal fiscal restraints (TELs) as an additional instrument of fiscal
policy in the cantons. Schaltegger (2002) corroborates these results using a
slightly different econometric specification. In addition, he investigates inter-
action effects between fiscal referenda and formal fiscal restraints without
finding any significant results of the interaction terms however. Schaltegger
and Feld (2004) demonstrate the robustness of these results when additional
constitutional provisions of the Swiss cantons are controlled for.
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Forms of fiscal referenda also exist at the Swiss local level. Feld and
Kirchgässner (2001a) analyze their impact on local spending per capita for a
cross-section of 132 of the 137 largest Swiss local jurisdictions in 1990 and
corroborate the cantonal results qualitatively: local public spending is – ceteris
paribus – significantly lower in local jurisdictions with fiscal referenda. Quan-
titatively, the restrictive impact of fiscal referenda is more important at the
local level, however. Local spending per capita is 20 per cent lower in cities
and communities with fiscal referenda than in those without.

Feld and Kirchgässner (2001a) report similar results for public revenue. In
a panel study for the cantons and the years from 1986 to 1997, they find
significantly lower cantonal revenue in cantons with fiscal referenda as well
as lower local public revenue for the 132 local jurisdictions in 1990. The
restrictive impact of the fiscal referendum is again lower at the cantonal level
(with 11 per cent) than at the local level (with 21 per cent). Schaltegger
(2002) and Schaltegger and Feld (2004) corroborate the cantonal results for
the period 1980 to 1998. With respect to the structure of public revenue of the
26 cantons between 1980 and 1998, Feld and Matsusaka (2003b) find a
stronger dampening effect of fiscal referenda on revenue from direct taxes
than on revenue from user charges and fees.20 The results obtained by Feld,
Kirchgässner and Schaltegger (2003) for the direct democracy index are thus
corroborated for the mandatory fiscal referendum. Thus, the financing of
public services in cantons with fiscal referenda more strongly follows the
benefit principle of taxation than that in cantons without fiscal referenda.

In a recent study, Funk and Gathmann (2005) report similar results on
spending and revenue growth. Using ten-year averages for 25 Swiss cantons
(one canton was founded in 1979 only) and the period from 1950 to 2000,
they report a cumulated spending growth that is significantly lower (by 17 per
cent) in cantons with mandatory fiscal referenda. Revenue growth is even
17.8 per cent lower if a mandatory fiscal referendum exists. Investigating the
spending structure, they find significantly lower cantonal welfare, education
and administration spending and cantonal tax revenue in cantons with fiscal
referenda. Local expenditure and local revenue are significantly higher in
cantons with fiscal referenda without compensating for the restrictive effect
on the respective cantonal fiscal policies.

Fiscal referenda thus affect the interrelationships of the different jurisdic-
tional levels. Feld, Schaltegger and Schnellenbach (2004) report evidence
that the cantonal share of the sum of cantonal and local spending, revenue
and tax revenue is – ceteris paribus – significantly lower in cantons with
fiscal referenda than in those without. The impact of the fiscal referendum is
in particular significantly affecting centralization of education, health, wel-
fare and economy expenditures. Moreover, the cantonal share of revenue
from income and wealth (property) taxes as well as fees and user charges is
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significantly lower in cantons with fiscal referenda. These results are again in
line with the findings for the direct democracy index (Schaltegger and Feld
2003).

Fiscal referenda also have an impact on public debt. Using a simultaneous
equations model, Feld and Kirchgässner (1999) investigate various aspects of
fiscal policy. For the 131 largest Swiss local jurisdictions in 1990, they
simulate that representative democratic jurisdictions would have had a 10 000
SFr and 45 per cent lower gross debt per capita if they introduced a fiscal
referendum.21 In addition, they report a 5 per cent higher ratio of own rev-
enue from total revenue as well as a 14 per cent higher median tax rate in
local jurisdictions with fiscal referenda. The results on the impact of fiscal
referenda on local public debt are corroborated in other econometric analyses
(Feld and Kirchgässner, 2001a; 2001b). In addition, Kiewiet and Szakaly
(1996) present evidence for 49 US states and the years 1961 to 1990 that
states with bond referenda on guaranteed public debt had 33 per cent lower
public debt per capita. However, in the case of Swiss cantons, only contra-
dicting evidence exists. Feld and Kirchgässner (2001a) report significantly
higher cantonal budget deficits in cantons with mandatory fiscal referenda
between 1986 and 1997, but no significant effect on public debt. Extending
the data period to the years 1980 to 1998 (Schaltegger, 2002; Schaltegger and
Feld, 2004), there is no significant effect of fiscal referenda on cantonal
budget deficits, while cantonal public debt is significantly lower. This effect,
however, is not robust to the inclusion of additional variables or changes in
the estimation method. This could also be demonstrated on the basis of the
estimation results reported by Freitag and Vatter (2004) for the two sub-
periods 1984–1990 and 1991 to 2000: depending on the econometric
specification a significantly negative impact of mandatory fiscal referenda on
cantonal debt results. Küttel and Kugler (2002) report evidence for 15 Swiss
cantons during the period 1990 to 1998 that cantons with fiscal referenda
have significantly lower yield spreads. These effects reflect confidence of the
financial markets in the fiscal prudence induced by fiscal referenda.

Finally, Feld and Schaltegger (2005) investigate the impact of fiscal refer-
enda on the size of federal grants received by the cantons. The most important
part of the federal grants to the cantonal level are matching grants. Because a
canton has to provide own cantonal resources for the spending projects that
are funded by the federal level, fiscal referenda could actually have an influ-
ence on the size of the matching grants received. The authors report
significantly lower matching grants – ceteris paribus – in cantons with fiscal
referenda. The estimated effects are quantitatively important. Simulating the
impact of fiscal referenda on the size of matching grants received if the
cantons without fiscal referenda introduced them, the reductions vary from
364 SFr per capita to 102 SFr per capita.
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3.3 The impact of differences in design of fiscal referenda
Feld and Matsusaka (2003a) additionally analyze the impact of the spending
thresholds provided in the cantonal constitutions to shape the use of fiscal
referenda. According to their estimates, the quantitative impact of fiscal refer-
enda varies inversely with the size of the spending thresholds. The higher the
spending thresholds, the less restrictive are fiscal referenda. The spending
reduction induced by fiscal referenda is reduced from 1389 SFr per capita for
a spending threshold of 500 000 SFr to 845 SFr per capita for a spending
threshold of 15 million SFr. The restrictive impact falls monotonically over
the whole range of spending thresholds, but remains statistically significant
even for high levels of spending thresholds.

3.4 The interaction between fiscal referenda and initiatives
Finally, Feld and Matsusaka (2003a) also empirically investigate the relation-
ship between fiscal referenda and statutory initiatives. The impact of popular
initiatives on fiscal policy have mainly been investigated for the US states
and local jurisdictions. Matsusaka (1995) reports a significantly negative
effect of the statutory initiative on spending of US states and local jurisdic-
tions between 1960 and 1990. In Matsusaka (2004), the data basis is extended
without inducing any qualitative differences in these results. A statistically
significant effect of the initiative on public spending only results if the signa-
ture requirement for the initiative is below 10 per cent of the electorate. For
the years 1902, 1913, 1932 and 1942, Matsusaka (2000) finds significantly
higher spending per capita in initiative states. Similar results are obtained for
public revenue by Matsusaka (1995, 2004). Moreover, initiative states have a
significantly more intense use of user charges than broad based taxes and
they decentralize spending and revenue to a significant extent. These results
for the US states with initiatives are thus pretty much in line with the impact
of the fiscal referendum found for the Swiss cantons. Investigating the rela-
tionship between fiscal referenda and initiatives is thus natural.

For the 26 Swiss cantons and the years from 1980 to 1998, Feld and
Matsusaka (2003a) report evidence that higher signature requirements for the
statutory initiative are associated with significantly higher cantonal spending.
A facilitated use of the initiative should thus lead to lower cantonal spending.
If the initiative and the fiscal referendum were strategic substitutes, the spend-
ing thresholds of the fiscal referendum and the signature requirements for the
statutory initiative should interact with each other. Feld and Matsusaka (2003a)
thus calculate the effect of a marginal variation of the spending threshold
keeping the signature requirement of the initiative at a specific value and vice
versa. For example, a canton with a mandatory fiscal referendum, a spending
threshold of 500 000 SFr and a signature requirement for the popular initia-
tive at 0.7 per cent spends 105.64 SFr less per capita and year than the same
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canton without fiscal referendum. In general, the effect of the fiscal referen-
dum on public spending given the spending threshold increases quantitatively
and thus exerts a more restrictive impact on public spending, the higher the
signature requirement for the statutory initiative is. Initiatives and fiscal
referenda are thus strategic substitutes according to the Swiss evidence.

3.5 Summarizing the main results
The empirical analyses for the Swiss cantons and local jurisdictions (as well
as the US states) indicate that direct democracy induces lower public spend-
ing and revenue, lower tax revenue, lower public debt, lower tax evasion and
a higher economic performance as measured by GDP per employee. A slight
disadvantage of some of the studies consists in the indicators for direct
democracy used because the differentiated impact of single instruments of
direct democracy could not be assessed in this case. In particular for the fiscal
referendum, the following results are found:

● The mandatory fiscal referendum induces lower public spending and
revenue at the Swiss cantonal and local level. These empirical findings
are robust across different research designs and time periods investi-
gated. There is no significant impact of fiscal referenda on budget
deficits while public debt in cantons with fiscal referenda is lower. The
latter effect, however, is not robust.

● Looking at the spending structure, there is a robust negative impact of
fiscal referenda on welfare and education spending. With respect to the
revenue structure, cantons with fiscal referenda finance their spending
more strongly by user charges than by broad based taxes. Nevertheless,
policies to conduct income redistribution at the Swiss cantonal level
appear to be more targeted in cantons with fiscal referenda. Moreover,
cantons with fiscal referenda receive fewer matching grants per capita
than those without fiscal referenda.

● Fiscal referenda induce less centralization of spending and revenue.
There are, however, no unambiguous results on the impact of fiscal
referenda on the efficiency of the public sector, although GDP per
employee is higher in cantons with fiscal referenda.

● The conjectures that the size of spending thresholds matter for the
restrictive impact of fiscal referenda can be substantiated by empirical
results. The higher the spending thresholds for the mandatory fiscal
referendum, the less restrictive the fiscal referendum on public spend-
ing. However, there are still significant negative effects of fiscal referenda
for relatively high spending thresholds.

● Statutory initiatives and fiscal referenda are strategic substitutes. For
given spending thresholds, the fiscal referendum restricts public spend-
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ing more strongly, the higher the signature requirement for the statu-
tory initiative. Citizens use the instrument that is relatively less costly
to use.

4 Discussion and open questions
This survey on the impact of direct democracy on fiscal policy offers a
relatively consistent picture. (Fiscal) referenda are hypothesized to restrict
representatives by means of a kind of veto procedure: whenever citizens do
not like (fiscal) policy outcomes agreed upon by representatives, the fiscal
referendum provides for a means to reject representatives’ proposals outright.
Initiatives allow citizens to propose their own policies. They thus shift agenda-
setting power. How strongly instruments of direct democracy restrict
representatives depends on the detailed provisions that shape their use. The
more costly it is for citizens to use fiscal referenda or initiatives, the less
restrictive these instruments could be. The empirical evidence largely sup-
ports the arguments on the impact of direct democracy. Direct democracy
induces lower spending and revenue and increases economic performance.
Asking whether direct democracy is for better or worse, there is more con-
vincing evidence that it is for better.

As Matsusaka (2005b) has recently put it, there are many open questions in
this area of research. First, how instruments of direct democracy interact with
the institutions of representative democracy is rarely investigated. It is un-
clear whether direct democracy has different impacts in presidential or
parliamentarian systems, whether the legislature or the executive are more
heavily affected by instruments of direct democracy or how they interact. The
recent experience with the strategic use of the threat of an initiative by
Governor Schwarzenegger is an example of potential impacts of interactions
between direct democracy and the executive. Second, what Matsusaka (2005b)
calls the division of labor between direct and representative democracy re-
mains in the dark. Could it be better to have instruments of direct democracy
at the disposal for specific kinds of decisions, say distributive issues? Does
the kind of issues decided imply anything for the use of direct democracy at
different levels of government? For example, should referenda and initiatives
be more heavily used at the federal level because more redistribution is
taking place at the federal level? Or should direct democracy have less impact
there because international relations are at stake? Third, the interaction of
instruments of direct democracy with other institutions that might affect the
budgetary process needs to be investigated. How do fiscal federalism and
direct democracy interact? Do formal fiscal referendums put stronger re-
straints on fiscal policy than fiscal referendums? Do they serve as complements
or as substitutes? While there is some evidence (Schaltegger and Feld, 2004;
Feld and Kirchgässner, 2005b) there are many questions that are still open.
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Fourth, much remains to be done to complete the picture on the policy
impact of direct democracy. The investigations on the efficiency of direct
democracy have just begun. There are first studies on the impact of direct
democracy on the performance of students to assess its impact on education.
Studies on crime, environmental outcomes, and so on, however, wait to be
conducted. Does direct democracy actually reduce the ability of jurisdictions
to conduct policy reforms or does it enhance the ability to innovate in the
public sector? Fifth, there is a general conflict between democracy and the
rule of law. Investigating this potential conflict is one of the most interesting
questions for future research. How does direct democracy interact with an
independent judiciary? No easy answer should be expected.

Finally, it should be noted that the evidence on the impact of direct democ-
racy on fiscal policy outcomes is much more comprehensive and more conclusive
than that on any of the issues discussed at the international level. While the
evidence on economic or political freedom is struggling to find variables that
capture the institutional provisions sufficiently precisely, this problem is fully
resolved for provisions of direct democracy. In contrast to the studies on the
impact of presidential/parliamentarian democracy or majoritarian/proportional
representation systems on fiscal policy outcomes, the political economy of
direct democracy is able to provide extensive evidence from different authors
largely supporting the main results reported in this chapter. And indeed this is
evidence that institutions matter for fiscal policy.
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1. For the provisions of direct democracy in the different countries see the websites of the
C2D at the University of Geneva, the websites of the Initiative and Referendum Institute,
and the Initiative and Referendum Institute Europe. IRI Europe (2005) has also recently
published a Guidebook to Direct Democracy with particular reference to Switzerland.
Matsusaka (2004) describes the US institutions in more detail. For direct democracy at the
German sub-federal level see the Center for Direct Democracy at Marburg University.

2. For recurring spending, the spending threshold is about 10 per cent of that for non-
recurring expenditure.

3. See Frey and Kirchgässner (1993), Kirchgässner, Feld and Savioz (1999), Feld and
Kirchgässner (2000) and Kirchgässner (2000).

4. Quoted according to Lupia and Matsusaka (2004, p. 469).
5. Today, the different possibilities for this outcome are common knowledge among public

choice scholars. See, for example, Mueller (2003).
6. In the Swiss context, problems of the fiscal commons are discussed by Schaltegger and

Feld (2004). A more general analysis is given by Weingast, Shepsle and Johnson (1981).
7. See Feld and Kirchgässner (2001a) or Feld and Matsusaka (2003a) and the references

given there. These considerations go back to Romer und Rosenthal (1978, 1979) and are
applied to fiscal referenda.

8. Logrolling is also the mechanism which makes ‘Pork-Barrel-Politics’ in the American
Congress possible. See again Weingast, Shepsle and Johnson (1981).

9. See for the US especially Garrett (1999), Gerber (1999), Garrett and Gerber (2001) as
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well as Gerber and Phillips (2004). For Switzerland see Kirchgässner, Feld und Savioz
(1999). Stratmann (2005) has recently questioned the earlier results and presented evi-
dence that campaigning of supporting interest groups is at least as productive as that of
opposing interest groups.

10. In a certain sense, signature requirements and expenditure limits are substitutes.
11. This holds, for example, for California. In Switzerland, however, every initiative at the

federal or cantonal level can be discussed in the parliament, and the parliament not only
recommends the initiative for acceptance or rejection but can also make (and not too
rarely does make) a counter-proposal which is also brought to the polls. Thus, the parlia-
mentary process is not suspended if an initiative is launched.

12. Switzerland neither has a fiscal referendum nor a statutory initiative at the federal level.
Therefore, in order to prevent specific expenditure, sometimes a constitutional initiative is
used.

13. Gerber (1996, 1999) reports similar evidence for the US states. For two political issues,
parental consent laws and capital punishment, she shows that initiatives correct policy
outcomes towards the preferences of the median voter. While Pommerehne (1978) uses
aggregate data and evaluates the median voter model according to statistical criteria,
Gerber measures the preferences of state median voters directly by using opinion polls.

14. We do not discuss the different econometric specifications in detail. The theoretical
starting point of the early studies is the median voter model, requiring that median
income, the median tax price and population size are included in the model as controls.
The more recent studies deviate from the median voter model by arguing that it is not
valid in representative democracies. However, income, population size, the age structure
of the population, population density or urbanization as well as further fiscal or legal
institutions like grants, tax competition or formal fiscal restraints are controlled for. In
addition, extensive robustness tests are conducted for example by analyzing the impact of
outliers/influential observations, the inclusion of additional variables, or using alternative
estimation procedures. The results of the studies reported in this section can be regarded
as relatively robust empirical results.

15. The variations in the econometric specification stem from three sources. First, the authors
extend the model by the inclusion of different instruments of Swiss fiscal federalism,
including interaction terms between fiscal federalism and direct democracy. Second, the
socio-demographic controls vary. In general, the models become comprehensive over
time. Third, spending or revenue is calculated in per capita or in log terms.

16. An exception is Noam (1980), but the efficiency measure is not easy to interpret.
17. For theoretical arguments concerning why citizens evade fewer taxes in a direct than in a

representative democracy see Pommerehne, Hart and Feld (1997).
18. Kirchgässner, Feld and Savioz (1999) obtain similar results by using a fiscal referendum

indicator.
19. In a cross-section analysis for the year 1990 the difference in GDP per employee amounts

to 15 per cent.
20. Freitag, Vatter and Müller (2003) report a negative impact of the fiscal referendum on the

cantonal tax burden. In addition to results on tax revenue supporting the evidence reported
above, they use an index of cantonal and local income tax burdens between 1992 and
2000. This index is, however, constructed in a way that mainly captures the cross-section
variation such that a panel data analysis is not very useful.

21. Excluding the city of Zurich, which has an extreme level of gross debt and must therefore
be considered an outlier to all statistical criteria, the simulated difference still is 4500 SFr,
or 24 per cent.
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14 Direct democracy and the Tiebout exit
Nirupama Devaraj

1 Introduction
The problem of getting consumers to reveal their preferences for collective
public goods has been a vexing problem for a policy maker. Back in the
1950s Samuelson (1954) recognized that it would be difficult to induce the
consumer-voter to accurately reveal his/her preferences for collective goods.
This assessment was refuted by Tiebout in his seminal paper of 1956 wherein
he posits that the consumer-voter in effect reveals his/her preferences for
collective goods by exercising the exit choice also known in the literature as
‘voting with one’s feet’. Thus, the consumer-voter in selecting a location to
reside moves to that community that best satisfies his/her preference for the
public goods under the assumption of perfect and free mobility. Tiebout’s
hypothesis is dependent on the ability of the individual to move freely across
communities and on the fact that there exists at least one community or
jurisdiction providing the individual’s preferred fiscal package.

The choice of individuals in the public goods setting depends on the political
institutions. Political systems differ in the manner in which economic agents
interact and this influences the fiscal outcome. The two polar political regimes
within which an individual makes his/her choices are autocracy and democracy.
In an autocracy the decision-making power lies in the hands of the dictator. In a
democracy, the collective choice is determined by the median voter.

A democratic system can either be a representative democracy, a direct
democracy or a combination of both. In a representative democracy, deci-
sions over public sector choices are delegated to an elected body of
representatives. In a direct democracy, the decision-making process is vested
in the hands of the voters. Voters in a direct democracy are the agenda-setters
exercising their choice through referendums and initiatives.

The political institutions have an impact on the fiscal and other public
sector outcomes. The expectation is that fiscal choices made under a repre-
sentative democracy are likely to differ from those under a direct democracy.

In this chapter I examine the fiscal outcomes under the two alternative
political regimes – a representative democracy and a direct democracy frame-
work within a representative form of government where the voters have the
option of voice, through initiatives and referendums, as well as exit. The
question the empirical analysis seeks to answer is whether voters under direct
democracy exercise the option of exit less frequently than in the case where
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voice is not allowed. The US states are used as the setting for the investiga-
tion. The process consists of initiatives and referendums.

The chapter is organized as follows. Section 2 provides a discussion of the
fiscal process in a direct democracy. The theoretical framework, data and
estimation results are presented in section 3. Section 4 concludes.

2 Direct democracy: initiatives and referendums
In a direct democracy, for an issue to be placed on the ballot it has to go
through a process of qualification for the ballot. This requires the formation
of a group, whose members undertake the task of obtaining the necessary
signatures and to inform voters on the issues to be placed on the ballot. Since
voter participation through the exercise of voice is required to bring about a
change in the status quo, the group will make all efforts to inform voters on
the benefits of changing the status quo.

In theory, an initiative can be proposed by a single individual. However,
the initiative becomes a viable option only when there are a sizeable number
of individuals involved with the common objective of qualifying a measure
for the ballot. Thus, the direct democracy process is similar to the formation
of a club, where individuals come together to consume a set of common
public goods; in this case, qualifying the measure for the ballot and the fiscal
package (outcome) if the ballot measure passes.

Initiatives are of two types, ‘direct’ and ‘indirect’. Direct initiatives are
those where constitutional amendments and statutes, proposed by the people,
are directly placed on the election ballot and subsequently submitted to the
people for their approval or rejection. The state legislature has no role in this
process. Indirect initiatives, on the other hand, involve statutes or amend-
ments proposed by citizens although a petition must first be submitted to the
state legislature in a regular legislative session. If the legislature fails to
approve the statute or amendment or amends the proposal in a manner that is
not acceptable to the proponents of the proposal, the proponents may proceed
to collect the additional signatures if required, to have the original proposal
submitted to the voters.

In addition to initiatives, voters participate in the political process through
referendums. This is a process by which the citizens have the power to reject
laws or amendments proposed by the legislature. Referendums are of two
forms, popular and legislative. A popular referendum refers to a process by
which citizens have the power to refer, (through a petition) specific legisla-
tion that was enacted by their legislature to the voters to either accept or
reject it. In contrast a legislative referendum takes place when a state legisla-
ture, an elected official, state appointed constitutional revision commission or
other governmental agency or department, submits propositions to voters for
their approval or rejection.1
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Table 14.1 An overview of the state-wise direct democracy process

States with Date Type of process available
initiatives or popular process
referendums was adopted Initiatives Popular referendums

Alaska 1959 Yes Yes
Arizona 1912 Yes Yes
Arkansas 1909 Yes Yes
California 1911 Yes Yes
Colorado 1912 Yes Yes
Florida 1972 Yes No
Idaho 1912 Yes Yes
Illinois 1970 Yes No
Kentucky 1910 No Yes
Maine 1908 Yes Yes
Maryland 1915 No Yes
Massachusetts 1918 Yes Yes
Michigan 1908 Yes Yes
Mississippi 1992 Yes No
Missouri 1906 Yes Yes
Montana 1904 Yes Yes
Nebraska 1912 Yes Yes
Nevada 1904 Yes Yes
New Mexico 1910 No Yes
North Dakota 1914 Yes Yes
Ohio 1912 Yes Yes
Oklahoma 1907 Yes Yes
Oregon 1902 Yes Yes
South Dakota 1898 Yes Yes
Utah 1900 Yes Yes
Washington 1912 Yes Yes
Wyoming 1968 Yes Yes

Totals 27 states 24 states 24 states

Source: Initiative and Referendum Institute at the University of Southern California.

The procedure whereby a citizen can exercise voice through initiatives or
referendums varies across states. It suffices to mention here that once a
measure is on the ballot the general requirement for passage of a ballot
measure is a simple majority, except in a few states. The exceptions are
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Figure 14.1 Usage of initiatives and passage rates

Nebraska, Massachusetts and Mississippi. These states require a majority
provided that the votes cast on the initiative equal a certain percentage of
total votes cast in the election.2 Moreover, in no state does the Governor have
the right to amend or repeal a ballot measure while California is the one state
where the legislature has no power to repeal or amend an initiative.

Table 14.1 provides an overview of the instruments of direct democracy
and their uses by US states. As seen from the table there is a wide variation
among states in the use of initiatives.

Figure 14.1 shows their usage of direct democratic measures since 1901 by
decade and passage rates. From the data, one notes that the early part of the
twentieth century had seen a lot of usage of the direct democratic process, but
such a use fell in the 1950s and in the 1960s. Usage has rebounded since the
1970s although the passage rates seem to have stabilized.

3 Theoretical and empirical analysis
The section begins with a brief review of exit and voice literature. Since the
exit literature is well known as well as voluminous, the review presented
below focuses on those studies that have dealt with both voice and exit
options.

Feld (1997) investigated the link between Tiebout’s ‘voting with feet’, and
voice ‘voting by participation’ in a setting that allows voice as compared to
one that does not.
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The basic tenet of the exit-voice models is that a citizen of a jurisdiction,
county or state when faced with actual public services (and tax price) which
differs from his preferred or desired services, will express his discontent by
either emigrating (exit) to another community offering another fiscal pack-
age, or staying and protesting in the political process (voice). What makes the
citizen opt for the one (exit) or the other (voice) clearly depends on political
as well as economic factors. Since Tiebout’s 1950 theoretical construction it
was recognized that for the citizen to use the exit option there must exist
sufficient alternatives in public goods provisions in different communities to
satisfy the preferences of individuals.

The voice option, for it to be exercised, depends on the political setting and
the decision-making process that the voters can use. This process varies from
a pure direct democracy to a representative democracy with referendums and
initiatives. The effectiveness of voice is said to depend on a person’s loyalty
to the institution.

Building on the earlier works of Hirschman (1970), Orbell and Uno (1972)
and Sharp (1984), among others, Feld develops a spatial model which
‘operationalizes the exit, voice and loyalty framework with respect to the
horizontal organization of a federal state’ (p. 459). Simply stated, the model
contrasts the outcomes on fiscal matters (increasing taxes) where the elected
government is not restricted by either fiscal competition or referendum, with
those where one or the other restriction applies. In the first case, the political
choice is that which serves the interests of the government or the political
party. If on the other hand a referendum on tax policy were allowed, then the
government’s proposal would only be implemented if it garnered majority
votes. A referendum thus presents the implementation of governmental self-
interested policy.

Contrast this outcome with a situation where the political setting does not
allow a referendum to take place. If ‘exit’ is possible (that is the conditions
for exit are met), individuals who do not like the government proposal have
the option to move to another jurisdiction where the tax-expenditure package
meets with their preferences. Fiscal competition (jurisdictions compete to
attract residents) may give rise to an outcome corresponding to the referen-
dum outcome. Thus, the argument is made that exit and voice in a model of
fiscal competition may be viewed as ‘perfect substitutes’ (p. 461).3

Sharp uses a survey sample responses to test propositions advanced by
Hirschman (1970) regarding exit, voice and loyalty. She tests a series of
hypotheses using data from a 1978 national sample survey on the quality of
urban life conducted by HUD. The question the study asks is: ‘How likely is
it that perceived problems with local government can realistically be viewed
as reasons for moving out of the community?’ Decomposing movers (those
who moved from their community), those who were dissatisfied with their
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local governments (exit motive) and those who moved for other reasons (such
as housing problems and so on), Sharp reports that 35 per cent of the re-
spondents indicated that dissatisfaction with their local government was the
reason for moving. Of the rest, crime accounted for 32 per cent followed by
housing problems with 11 per cent.

To investigate the use of voice in lieu of exit, Sharp calculated responses to
two questions: ‘Have you ever personally gone to see, or spoken to or written
to some local official about some need or problem?’ and ‘Have you ever
worked with others in the neighborhood to try to solve some local problems?’
(p. 72).

In the HUD survey, 34 per cent of respondents reported having talked to
others (second question) and 41 per cent said that they had contacted their
local officials to address their concerns (first question).

To empirically evaluate the link between exit and voice the author con-
trasted the behavior of two groups of the sample population, less educated
and betted educated. For the less educated group, exit was ‘linked’ with lower
political participation (voice). Among the better educated group, exit had less
impact on the political participation of this group. In short, the evidence
seems to suggest that the decreased impact of voice as a result of the exercise
of the exit option is confined to the less educated group in the sample (p. 74).

Orbell and Uno (1972) applied the exit and voice framework to
neighborhood problem solving. They reasoned that voice is a more effective
method than exit in solving neighborhood problems, although the exercise of
voice versus exit is conditional upon the socio-economic status of the indi-
vidual.

Using survey data across 150 census tracts from Columbus, Ohio they find
that higher-status whites are likely to exercise both exit and voice in the face
of neighborhood problems. On the other hand, lower-status whites in urban
areas were more prone to exit than voice. For the higher-status group both
mechanisms were equally efficient. For the other group, the authors reasoned
that the complexity of issues in urban areas makes the exit option a more
viable cost strategy. In suburban areas voice seems to the dominant option
among both high-status and low-status individuals though demographic char-
acteristics did influence the outcome. Blacks were more likely than whites to
use ‘voice’ in response to neighborhood problems.

3.1 The model
The theoretical model spelled out below is basically a two equations choice
model consisting of a utility function and a budget constraint. Its basic
structure follows that of Deacon and Shapiro (1975). It differs from their
model in that it incorporates the political framework within which the indi-
vidual citizen-voter makes the decision to exit his/her original community.
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The following assumptions are made:

● Exit is an option of last resort as the individual faces tangible and non-
tangible costs of exiting a community in terms of costs of relocation,
ability to obtain employment and alienation from a familiar
neighborhood.

● Even though a Tiebout equilibrium may exist initially, there is the
possibility of exit as people’s preferences change over time, and/or the
fiscal packages offered by the various jurisdictions change. In any
jurisdiction there will be a proportion of the population that will exer-
cise exit.

Let the consumer-voter’s utility function be given by

U U x q d ck
i i

k
i

k k k= ( , , ( )) (14.1)

The subscript k refers to the kth jurisdiction and the superscript i refers to
the ith individual. xi

k is the individual’s consumption of a vector of privately
provided goods, qk is a vector of the publicly provided good, and dk is the
dummy variable representing direct democracy. dk = 1 if the voter has the
option of exercising voice and 0 otherwise.

The utility the voter derives from political participation (direct democracy)
is assumed to depend on the costs incurred in getting an initiative to a vote.
This cost, ck, is proxied by the legal requirements, signature requirements,
circulation period, and legislative power over the direct democratic process
and so on.

The demand for private goods by individual i (variable xi in equation 14.1)
may be written as

x x I pk
i

k
i

k
i

k= ( , ) (14.2)

where Ii
k is the consumer’s income. The private good is chosen as the numeraire

good whose price pk is equal to 1.
From equation (14.1) and (14.2), the indirect utility function for individual

i is

V V q I c dk
i

k
i

k k
i

k k= ( , , , ) (14.3)

where qk is now the level of public expenditure.
The individual’s budget constraint is given by:

I w h t Tk
i

k k k k= - (14.4)
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where wk is the average wage; hi
k is the number of hours worked; tk is the tax

rate; and Tk is the tax base. Assuming that the number of hours worked is
fixed and that the tax base is the wage base, that is, wk = Tk and substituting in
equation (14.3), we get the following equation:

V V q w t c dk
i

k
i

k k k k k= ( , , , , ) (14.5)

Socio-economic and political factors, qk are added to equation (14.5) as a
proxy for the cost of exit which is assumed to impact the location choice of
the individual. Thus the indirect utility function is given as

V V q w t c dk
i

k
i

k k k k k k= ( , , , , , )q (14.6)

Equation (14.6) expresses individual i’s utility in terms of levels of in-
come, expenditures on the public good and the tax price of the public good.
The two additional variables ck and dk are the variables that are associated
with political participation. An individual is expected to move from the
original location, say a, to another location, b, if the utility associated with
moving to b exceeds that of a.

V Va
i

b
i< (14.7)

Comparing fiscally induced migration from a location where voice is not
an option, dk=0, (the case for exit) with a situation where voice is allowed, the
expectation is that fiscally induced migration will be below (everything else
the same) the level in locations where voters can only exercise the exit
option.

From the theoretical construct, the empirical model to be estimated is
given by equation (14.8)

Y d c Gi k k k k k= + + + + +b b b b b q e0 1 2 3 4 (14.8)

where
Yi = 1 if individual i exits, and 0 otherwise
dk = 1 if the origin state permits direct and indirect initiatives, and 0 other-
wise.
ck = vector of direct democracy variables (only if origin state permits initia-
tives)
Gk = vector of fiscal and economic variables
qk = other variables

Using equation (14.8), I test the hypothesis that individuals’ exit behavior
is limited by the prevalence of direct democracy. In the theoretical model the



250 The Elgar companion to public economics

decision to exit is conditional upon both the fiscal package available and the
political set-up if the individual is allowed to exercise voice. In the empirical
analysis the location is not the jurisdiction but the state, since in the US most
of the initiatives and referendums take place at that level.

The null hypothesis is:

H0: There is no difference in the voter’s behavior in direct democratic
states. Voice has no impact on the exercise of the exit option by the
voter.

H1: There is a difference in the voter’s behavior between representative
and direct democracy states.

The null hypothesis of no difference is rejected at the 5 per cent level of
significance.

The individual’s exit decision is made on the basis of the status quo, given
by the option a in comparison with the option b, which is assumed to be the
best potential location choice of the voter.

V V q w t c da
i

a
i

a a a a a a= ( , , , , , )q

and

V V q w t c db
i

b
i

b b b b b b= ( , , , , , )q

As stated earlier, the individual migrates from a to b only if

V Va
i

b
i<

I estimate a binary choice model (the logistic model) where the dependent
variable for the decision to exit, Yi, is 1 if the individual exits and 0 otherwise.
The model is estimated using the maximum likelihood method of estimation
which assumes a logistic distribution of the sample.

Data description The data on migration is drawn from the Public Use
Microdata Samples of the 1990 and 2000 census. The sample is composed of
heads of household over the age of 18. The Census Bureau defines the head
of household as any household member in whose name the property was
owned or rented and if no such person existed then another adult is selected.

The data on migration was obtained from the individual’s response about
their state of residence in 1985 and 1995 respectively.4 The direct democracy
variables in the estimated equation have been obtained from the Initiative and
Referendum Institute at the University of Southern California. Because the
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initiative process is the measure that gives voters the most agenda control
over the legislative process, the focus of this chapter will be on those states that
allow for initiatives (direct and indirect). As there are significant variations
between states in the process and usage of direct democracy, the estimation
results are likely to be indicative of not only the impact of the availability of
voice but also its viability as an alternative to exit, on voter choices.

The mobility sample: descriptive statistics While the focus of the empirical
analysis is on the political process as a determinant of voters’ location choices,
their behavior as ‘movers’ or ‘non-movers’ is clearly influenced by their
socio-economic characteristics. Table 14.2 gives a description of the sample’s
attributes for those individuals who reported a current state of residence that
differed from home state of residence five years earlier between the two time
periods, 1990 and 2000. A discussion of the political and fiscal characteristics
of the states sample follows.

Variable definitions are given in Table 14.3. In Table 14.4 summary statis-
tics of initiative states sample are reported. Location-specific characteristics
are reported Table 14.5.

Direct democracy sample Data reported in Table 14.4 convey information
about the cost of the direct democratic process in states that permit initiatives,
whereas the information given in Table 14.5 provides data on some economic
and political variables (such as median score of democrat legislature) that are
likely to have a significant impact on location choices.

The outcome of the direct democracy process is measured by the passage
rate. As shown in Table 14.4 ballot measures that were successfully approved
increased from 45 per cent in the 1980s to 60 per cent in the 1990s. The cost

Table 14.2 Summary statistics of mobility sample: individual specific

Exit 1990 2000

Age in years 39.2 41.3
Percentage with children aged 0–17 41.5 33.6
Percentage completed high school 90.1 92 
Percentage married 54.1 50.35
Percentage employed 77.6 74.25
Percentage black 8.1 8.4
Average total pre-tax personal income 27 880 42 297
Percentage male 71.6 67.55
Number of observations 80 004 79 918
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Table 14.3 Definitions of variables and data sources

Variable definition Source

Surppc Fiscal surplus per capita in state of Government Finance
residence in 1985 (1995) averaged over Statistics (GFS) –
a ten-year period from 1980–1989 US Census Bureau
(1990–1999)

Taxburden Average tax burden in state of residence GFS
in 1985 (1995) averaged over a ten-year
period

Undiff Rate of unemployment in state of Bureau of Labor
residence in 1985 (1995) averaged over Statistics
a ten-year period

Demleg Median democrat legislature score in Almanac of
state of residence in 1985 (1995) American Politics
averaged over a ten-year period

Initiative Dummy Variable = 1 if home state in Initiative and
1985 (1995) permits initiatives Referendum Institute

Votinf Dummy Variable= 1 if home state in Initiative and
1985 (1995) permits initiatives Referendum Institute

LegRepeal Dummy Variable = 1 if home state in Initiative and
1985 (1995) allows legislative repeal of Referendum Institute
the initiative measure

Sign Percentage of signatures required to Initiative and
qualify an initiative measure for ballot Referendum Institute

Qualdiff Qualification difficulty index score of Bowler and
home state in 1985 (1995) Donovan (2004)

Legisinsln Legislative insulation index score of Bowler and
home state in 1985 (1995) Donovan (2004)

involved in proposing initiatives is proxied by the average signature require-
ment, average circulation period and a dummy variable which takes the value
of 1 if the state legislature publishes voter information pamphlets. The effi-
cacy of the initiative process is measured by the legislative repeal variable
which takes the value of 1 if a passed initiative can be repealed by the state
legislature. With the exception of five states, legislative repeal or amendment
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Table 14.4 Summary statistics of initiative states sample

Direct democracy 1990 2000

Percentage of sample that permits initiatives 46 48
Average number of initiatives proposed 9.3 1.5
Fiscal initiatives as a percentage of total initiatives 38 41

proposed
Initiatives passed as a percentage of initiatives proposed 45 60
Percentage of states that publish voter pamphlets 62.5 60.8
Average signature requirement (as a percentage of 2002 2.49 2.46

population)
Percentage of states that permit legislative repeal 82.6 79.2
Average index of qualification difficulty 3.8 3.9
Average index of legislative insulation 4.8 4.9

Table 14.5 Summary statistics of states sample: location-specific

Summary statistics state sample 1990 2000

Tax burden (state and local taxes as a percentage of 9.7 10.25
income)

Fiscal surplus per capita (total state revenue– total $182.2 $498.98
state expenditure in current $)

Average rate of unemployment (in per cent) 7.12 5.42
Median score of state’s democrat legislature 0.61 0.57
Number of observations 49 49

Note: Fiscal surplus is positive. But in the Buchanan–Goetz terminology this is a negative
surplus in the sense that the tax price paid by the individual exceeds the value of the service
received.

of the ballot measure is permitted in most states.5 This variable measures the
extent of control that the voters exert on the policy-making process.

The variables discussed above may not completely capture differences in
the implementation process of direct democracy across states. To be able to
account for such differences, Bowler and Donovan (2004) have constructed
an index that ranks states on the basis of qualification difficulty, that is, how
easy or hard it is to qualify an initiative measure to the ballot. They also
scored states on the basis of how easy or difficult it is for the legislature to
amend or repeal outcomes produced by a successful initiative. The ranking of
states on the basis of both indices is given in Appendix (A14.1). The index
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ranges from 0 to 6 for the qualification difficulty measure with higher values
implying greater difficulty. The legislative insulation measure ranges from 1
to 9, with higher values implying greater ability of the legislature to affect
initiatives.

State-specific characteristics State-specific economic and political variables
for 49 US states are given in Table 14.5. As discussed earlier, individual
location choice is a function of the fiscal package and the political institu-
tions.

In the choice model the citizen-voter exercises his/her exit decision by
choosing the location that closely matches his/her preferences. But since not
all fiscal decisions are made directly by the voter, the fiscal package available
in a location will have an impact on the migration decision of the voter even
in direct democracy states.

The fiscal package is defined by these two variables: the fiscal surplus and
the tax burden. The tax burden is expected to be positively related to exit. The
tax burden is measured as the sum of state and local taxes, as a percentage of
total income. This variable is measured for the home state of residence of the
individual.

The fiscal surplus per capita is measured as the average difference between
total state revenue and total state expenditure divided by total population for
the 1980s and the 1990s (see note to Table 14.5). This variable is measured
for the home state of residence of the individual in 1985 for the 1990 sample,
and 1995 for the 2000 sample. It is worth noting that the fiscal variables enter
in the estimated equation in levels and not as differences although the theo-
retical models of both Tiebout and Buchanan and Goetz (1972) suggest that
the differences and not levels influence the decision of exit. This was not
pursued here, as such formulation is associated with a conditional logit
method of estimation.

In addition to the fiscal variables, the unemployment rate is included as
indicative of the potential opportunities of relocation.

Finally, the median score value of democrat is indicative of the characteris-
tics of the political regimes in the state. This variable is measured as the
average median value of the fraction of democrats in the state senate and the
fraction of democrats in the state house for the 1980s and the 1990s. The
median democrat score for the legislature is computed for the home state of
residence. The presence of a democrat legislature could have a positive
impact on exit given the conventional assumption that a democrat legislature
is likely to vote for higher public expenditures and higher taxes. Given that a
large number of initiative measures were aimed at tax and expenditure limita-
tions, it is therefore likely that individuals in states where democrat legislatures
are the majority, may exercise more exit than in those states where republi-
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cans dominate in the legislative branch of government. This contention, how-
ever, needs to be qualified since a large number of initiative measures placed
on the ballot were concerned with distributional issues as well. Since a
democrat legislature is likely to vote for redistribution, this variable (demo-
crat legislature) may reduce exit.

Results The two equations estimated are referred to as Model 1 and Model
2. Model 1 estimates the impact of direct democracy, as measured by the
initiative dummy variable, on exit behavior. The dependent variable is EXIT
which takes the value of 1 if a person had a different state of residence in
1990 (2000) from the home of residence in 1985 (1995).

Model 1 is estimated by equation (14.9):

Exit surppc taxburden un demleg
initiative age highschool black
empd linctot vot legrpeal
sign

i k k k k

k k k k
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k i

= + + + +
+ + + +
+ + + +
+ +

b b b b b
b b b b
b b b b
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inf

(14.9)

From Model 1 results shown in Table 14.6 we can see that the initiative
dummy has a negative and significant impact on the exit decision. As hypoth-
esized, voice does act as a substitute to exit up to the point where the cost of
exercising voice becomes prohibitive, then the exit option is exercised. The
log odds of exit decrease significantly when the possibility of exercising
voice through the initiative becomes available or in other words when the
initiative dummy is equal to 1.

Exit and voice being imperfect substitutes, the expectation is that an in-
crease in the cost of one is equivalent to lowering the opportunity cost of the
other. Cost of the initiative process is measured by the signature requirement
variable (sign) and the publication of a voter information pamphlet (votinf).6

The possibility of legislative repeal of a qualified initiative is measured by the
dummy variable LegRepeal.

As the percentage of signatures (sign) required in qualifying a measure to
the ballot increases, the proponents of the initiative have to spend more on
personnel and infrastructure to gather signatures which may increase the cost
per capita of the initiative. An increase in signature requirements would
translate into fewer initiatives being proposed. Since the fiscal package can-
not be altered without putting measures on the ballot, the voter is more likely
to resort to exit in the case of higher costs as the opportunity cost of exit is the
equivalent cost of voice. This is confirmed from the results of the estimation
of Model 1 (2000 sample) where an increase in the signature requirement had
a positive and significant impact on the likelihood of exit. For the 1990
sample the coefficient is not significant.
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Table 14.6 Migration choice and the initiative process

Exit Model 1

1990 2000

Surppc 0.0004 0.00004
(0.00003)** (0.00001)***

taxburden 0.013 0.032
(0.003)*** (0.004)***

Un –0.03 –0.24
(0.003)*** (0.006)***

demleg –0.17 0.19
(0.03)*** (0.04)***

Initiative –0.19 –0.19
(0.02)*** (0.02)***

Age –0.004 –0.003
(0.0003)*** (0.0003)***

Highschool 0.60 0.59
(0.01)*** (0.015)***

Black –0.32 –0.30
(0.02)*** (0.015)***

Empd –0.29 –0.23
(0.01)*** (0.01)***

Linctot 0.1 0.10
(0.005)*** (0.005)***

Votinf –0.34 –0.09
(0.1)*** (0.014)***

Legrepeal 0.5 0.26
(0.01)*** (0.016)***

Sign –0.005 0.024
(0.006) (0.006)***

Constant –2.24 –3.005
(0.07)*** (0.068)***

Number of observations 387492 406348

Log likelihood 191619.71 –194838.95

Notes:
*** refers to significant coefficients at the 1% level of significance.
** refers to significant coefficients at 5% level of significance.

Figures in brackets refer to standard errors.
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State governments that publish voter information pamphlets facilitate the
initiative process by providing information to voters, on the ballot measure.
This aids in defraying the costs of the initiative to citizen groups that may not
have the resources, like interest groups, to publicize the initiative.7 Thus, in
states where the government facilitates the initiative process, the dummy
variable votinf has a negative and significant impact on the exit decision for
both the 1990 and 2000 samples.

It is worthwhile to reiterate that the US direct democratic process is con-
tained within the representative democratic system and therefore the interaction
between the legislature and the initiative process is a significant determinant
of the substitutability of voice for exit. In some states the legislature is
insulated from the direct democratic process. In other words, the state gov-
ernment can overturn or alter the intended legislative outcome of a successful
initiative. In such a case, the voter does not perceive the voice process to be
an effective one and therefore is more likely to choose the exit decision. This
is evident from the coefficient on the variable legrepeal which is positive and
significant for both samples.

Under the initiative process, the voter can vote only on one measure but the
exit decision is made in response to a fiscal package. Thus, an issue has to be
a significant element in the voter’s fiscal package for voice to be an equal
alternative to exit. Therefore, we should find evidence that individuals exer-
cise the exit option to obtain the preferred fiscal package even when voice is
available. In the estimation, the fiscal package is measured by the average
level of per capita fiscal surplus (surppc) and the average level of the tax
burden (taxburden).8 Tax burden turned out to be significant in both samples.
Both for the 1990 and 2000 samples coefficients were of the correct sign and
significant at the 1 per cent level.

Model 2 incorporates the fiscal variables in the exit model.
Model 2 is estimated by equation (14.10)

Exit surppc taxburden un demleg
fiscsurp age highschool black
empd linctot

i k k k k

k k k k

k i

= + + + +
+ + + +
+ + +

b b b b b
b b b b
b b e

0 1 2 3 4

5 6 7 8

9 10

(14.10)

In Model 2, I interact the fiscal surplus variable (surppc) with a fiscal
dummy variable (fiscsurp) that takes the value of 1, if the ratio of fiscal
initiatives proposed to total initiatives proposed is greater than 0. This meas-
ure is an indicator of the role played by tax and expenditure measures as
signaling devices to the legislature of voter preferences.9

From the findings in Table 14.7 it is evident that exit was less likely in
those states where the initiative process was used to legislate on fiscal issues.
This is the case in both the 1990 sample and the 2000 sample. The greater the
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Table 14.7 Migration choice model and fiscal initiatives

Exit Model 2

1990 2000

Surppc 0.0006 0.0001
(0.00005)*** (0.00002)***

Fiscsurp –0.0004 –0.00007
(0.00005)*** (0.00002)***

taxburden 0.2 0.04
(0.003)*** (0.004)***

Un –0.043 –0.09
(0.003)*** (0.004)***

demleg –0.12 0.38
(0.3)*** (0.036)***

Age –0.004 –0.003
(0.0003)*** (0.0003)***

Highschool 0.6 0.6
(0.014)*** (0.02)***

Black –0.32 –0.3
(0.015)*** (0.01)***

Empd –0.27 –0.22
(0.01)*** (0.011)***

Linctot 0.08 0.1
(0.005)*** (0.005)***

Constant –2.17 –2.9
(0.07)*** (0.07)***

Number of observations 387492 409977

Log likelihood –192671.4 –196700.09

Notes:
*** refers to significant coefficients at the 1% level of significance.
** refers to significant coefficients at 5% level of significance.

Figures in brackets refer to standard errors.

number of fiscal initiatives as a ratio of total initiatives proposed in the home
state in 1985 (1995), the less is the likelihood of an individual exiting that
state as a consequence of the fiscal package.
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4 Conclusion
Public choice theory has long focused on the influence of the political system
as a determinant of voter choices. Different political systems impose different
costs on the voters from exercising their choice and also provide different
incentives. It is a proven fact that voters gain utility not only from the
outcome of the political process but also from participating in the political
process.

This chapter has examined the role played by direct democratic institu-
tions in the US, with specific reference to the initiative process, in influencing
voter choices. Tiebout’s hypothesis, which has been theoretically and em-
pirically verified by a significant number of studies, posits that in
representative democracies voters’ preferences are expressed on the basis
of exit from a community that did not match their preferences for the fiscal
package.

A direct democratic system of initiatives and referendums provides alter-
natives to the voters to exercising a Tiebout exit as a mechanism of preference
revelation. Voice, or direct voting on issues by voters, is available to voters in
24 out of 50 states in the US. These states provide another option to voters,
aside from exit, to obtain their preferred fiscal package. It is a collective
process, unlike exit, and therefore it is not a perfect substitute to exit. Find-
ings reported in the chapter suggest that in states where voters can express
their preferences through voice (initiatives), they are less likely to utilize the
exit option as a means of obtaining their preferred fiscal package. But for
voice to be a viable option, certain conditions have to be met

● The voter is able to make informed decisions in that the direct demo-
cratic process is information-intensive. This is not always the case
under a purely representative democracy where the voter elects a can-
didate who belongs to a political party whose agenda includes a whole
spectrum of issues and not just fiscal issues.

● The voter obtains utility by participating in the decision-making proc-
ess and is therefore less likely to be dissatisfied with the fiscal outcome
that is chosen.

As neither exit nor voice is costless and since the costs involved in the
exercise of exit are borne by the individual, whereas the cost of voice is
shared by the community, the exit–voice trade-off is not time-invariant. Low-
ering the political participation costs would make the voice option more
attractive to the voter and lessen the need to resort to exit.
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Notes
1. This type of constitutional referendum may be either constitutionally required (in the case

of constitutional amendments) or because the legislature, government official or agency
chooses to submit the proposal directly to the people. Every state except Delaware requires
state constitutional amendments to be placed on the ballot for voter approval or rejection.

2. Thirty-five per cent in Nebraska, 30 per cent in Massachusetts and 40 per cent in Missis-
sippi. Wyoming requires an amount in excess of 50 per cent of those voting in the preceding
general election. In Nevada an initiated constitutional amendment has to receive a majority
vote in two successive general elections.

3. Feld qualifies this argument by pointing out the requirements for it to hold.
4. Households living in Hawaii and District of Columbia were dropped from the sample.
5. California, Florida, Illinois, Michigan and Mississippi.
6. The length of the circulation period was excluded on the basis of an analysis of the features

of the initiative process. Additionally the ballot circulation process subjectively differs
across the initiative states and these differences cannot be captured in a single measure.

7. Gerber (1999) showed that, like business groups which have access to financial resources,
citizen groups have access to personnel to influence legislation. She bases her findings on
extensive surveys of activities of interest groups and campaign finance records from 168
direct legislation campaigns. Her study suggests that citizen groups are more effective in
using direct legislation to pass new laws than economic interest groups and cautions that
money is not equivalent to influence. Nonetheless the cost of the initiative is of significant
interest to the voter.

8. As shown in Table 14.6, coefficients in the exit model both for the 1990 and the 2000
sample indicate that on average, voters are likely to exit from locations that provide a larger
negative surplus.

9. The reason for using a dummy variable is because the data is on fiscal initiatives proposed
and not fiscal initiatives passed, and therefore such a measure would help determine the
effectiveness of fiscal initiatives as a whole, though a more ideal measure would be the
number of fiscal initiatives that were actually passed.
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Appendix

Table A14.1 Bowler and Donovan ranking of states on the basis of
qualification difficulty and legislative insulation

State Qualification Legislative
difficulty* State insulation index**

Oregon 0 California 1
California 1 Arkansas 2
Colorado 1 Arizona 3
North Dakota 1 Michigan 3
Arkansas 2 North Dakota 3
Ohio 2 Oregon 3
Michigan 2 Colorado 4
South Dakota 2 Idaho 4
Idaho 2 Oklahoma 4
Arizona 3 South Dakota 4
Washington 3 Utah 4
Oklahoma 3 Washington 4
Montana 3 Illinois 5
Missouri 3 Nevada 5
Massachusetts 3 Alaska 6
Utah 3 Florida 6
Nebraska 4 Missouri 6
Maine 4 Montana 6
Nevada 4 Nebraska 6
Florida 4 Ohio 6
Illinois 4 Mississippi 7
Alaska 5 Maine 8
Mississippi 5 Massachusetts 8
Wyoming 6 Wyoming 9

Notes:
* Higher score is equivalent to greater difficulty.

** Higher score is equivalent to greater insulation.

Source: Bowler and Donovan (2004).
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Figure A14.1 Initiative usage by decade
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15 An extension of the rational voter model
Richard J. Cebula and Gordon Tullock

Introduction
Many economists, political scientists, policy makers, journalists and others
have long been intrigued by and have long been attempting to resolve the
problems that are encountered, within a democratic process and system, in
inducing voters to reveal their true preferences for public and quasi-public
goods and services. Explaining the so-called ‘paradox of voting’ has occu-
pied the minds and efforts of numerous scholars. Participating in the election
of public officials (voting) and expressing preferences (voting) for a variety
of referendums on a wide range of issues is a fundamental component of the
determination of the magnitude and form of government outlay (and tax)
decisions, and hence plays a significant role in efficient societal resource
allocation. The perception that the voter participation rate in the US is not
only low relative to the other industrialized democratic nations but also has
even been in a state of modest decline, albeit erratically so, during the last
several decades therefore is an issue of increasing concern.

Since Downs (1957) first introduced the theory of the ‘rational voter’,
there have followed numerous and varied theoretical extensions and empiri-
cal studies to enhance, test, and better understand the theory or variants
thereof in a variety of both ‘real world’ and ‘experimental’ contexts (for
example, Tullock, 1967; Buchanan, 1968; Riker and Ordeshook, 1968; Brazel
and Silberberg, 1973; Ashenfelter and Kelly, 1975; Wolfinger and Rosenstone,
1980; Kafoglis and Cebula, 1981; Cebula and Kafoglis, 1983; Ledyard, 1984;
Aldrich and Simon, 1986; Morton, 1987; Piven and Cloward, 1988; Cox and
Munger, 1989; Morton, 1991; Teixeira, 1992; Aldrich, 1993; Green and
Shapiro, 1994; Verba, Schlozman and Brady, 1995; Leighly, 1996; Lapp,
1999; Greene and Nikolaev, 1999; Knack, 1999; Matsusaka and Palda, 1999;
Putnam, 2000; Cebula, 2001; Copeland and Laband, 2002; Mueller, 2003;
Barreto, Segura and Woods, 2004; Cebula, 2004; Borgers, 2004; and Feddersen,
2004).

The complexity of voting behavior is perhaps best exemplified in the work
by Buchanan and Tullock (1962), which itself has been the subject of exten-
sive attention and examination. Moreover, the possibility of voting in alternative
ways, such as ‘voting with one’s feet’, is exemplified by the work of Tiebout
(1956) and Tullock (1971), among others. The hypothesis of ‘voting by tax
evasion’ has been introduced by Cebula (2003), whereas Copeland and Laband
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(2002), Cebula (2004), and in a limited sense, Barreto, Segura and Woods
(2004), have empirically investigated a theory of ‘expressive voting’. To
some extent, Cebula (2003) and Copeland and Laband (2002), respectively,
reflect efforts to identify non-traditional ways in which to vote vicariously
and/or to introduce non-traditional or non-demographic variables that may
explain voting behavior. Interestingly, the study by Copeland and Laband
(2002) may do more to identify the characteristics of people most likely to
vote than it does to explain why eligible voters decide whether to vote or not
vote per se.

As a rough generalization, voting is high, frequently 95 per cent or more,
when elections are first introduced. On the whole, it tends to fall off as people
become more and more accustomed to and perhaps bored by the election
process. There are exceptions to this rule; Norway, for example. Non-voters
pay a small fine in Australia, which may lead to a lower level of information
for the average voter. Some uninterested voters vote only to avoid the fine.
Some uninterested voters may be confused by the use of the Hare method of
proportional representation.

Concern regarding low as well as declining voter participation rates in the
US is expressed frequently in the media and elsewhere. As observed by
Putnam (2000, p. 31), ‘With the singular exception of voting, American rates
of political participation compare favorably with those in other democracies’.
Putnam (2000, p. 31) observes that ‘We are reminded each election year that
fewer voters show up at the polls in America than in most other democracies’.
Putnam (2000, p. 32) proceeds to observe that ‘Turnout has declined despite
the fact that the most commonly cited barrier to voting [“burdensome regis-
tration requirements”] has been substantially lowered.’

Because election outcomes can have very profound implications for societal
and government resource allocations, the underlying free-rider problem in
voting may carry a huge price tag. The size of government outlays generally
and the specific directions in which public expenditures are directed influ-
ence the well-being of the society as a whole, both in the short run and the
long run. So, ‘What determines voter participation, or the lack of it, in the
US?’ And, ‘Why are voter participation rates in the US declining?’ Once
there is a better understanding of the answers to these questions, perhaps
there will also be a better answer (or better answers) to the question ‘How
can the US voter participation rate be increased?’ There are people, of course,
who do not think that increasing the number of voters is a desirable objective.
After all, the non-voters are less likely to be deeply interested and well-
informed about the voting issues.

Accordingly, the purpose of the present study is to investigate empirically
the determinants of the aggregate voter participation rate in the US in a
framework that is broader and hopefully more useful than previous empirical
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analyses of voter turnout and the rational voter framework. The focus in this
study is on the perspective that the decision as to whether or not to vote may
involve ‘Rational, self-interested individuals [who]…engage in behavior that
is not motivated directly [or solely] by a [simple] benefit–cost calculation…’
(Copeland and Laband, 2002, p. 351) as to whether their individual votes will
‘count’, that is, make a difference in the (an) election outcome. For example,
it is argued here that a factor such as strong public approval of the incumbent
President per se may increase voter turnout. Indeed, it is argued in this study
that this factor, along with other factors such as enthusiasm over the Presi-
dential nomination and election process, the Vietnam War (or perhaps in
principle any protracted, unpopular or controversial war), and the public’s
disillusionment with the election/voting process as a consequence of the
Watergate scandal, along with the public’s own economic well-being (pros-
perity) may combine to affect voter turnout significantly and hence the election
of public officials whose decisions largely determine the allocation of public
funds to the myriad forms of public outlay options that exist. Expressed
somewhat differently, this study seeks to investigate empirically the determi-
nants of aggregate voter participation rates over time in a fashion that includes
macro-level, time-series variables that can potentially be viewed as eliciting
‘expressive voting/non-voting’ or ‘emotional voting/non-voting’ by eligible
voters as a whole.

The framework
Typically, studies of the rational voter model for the US have employed
cross-section data to determine the predictive capacity of various demo-
graphic and election-specific factors on voter participation. Unfortunately,
most of these studies have failed to produce robust empirical support for the
hypothesis. One of the arguably more comprehensive of these studies, that by
Matsusaka and Palda (1999), adopts nearly 40 variables in a cross-section
analysis of voting behavior in an effort to quantify the extent to which voter
turnout can be explained. However, despite the large number of right-hand-
side variables considered, this study collectively explains only about 15 per
cent of voter turnout. Matsusaka and Palda (1999, p. 442) conclude that
‘most of the inability to predict who votes appears to come from non-station-
ary factors.’ Matsusaka and Palda (1999) proceed to suggest two possible
paths for future research. The first is to search for non-demographic vari-
ables. This suggestion is echoed and pursued in the more recent study using
LOGIT techniques on micro cross-section data for even-numbered years
from 1986–1996 by Copeland and Laband (2002). The second suggestion is
to adopt aggregated voting data, which might allow the estimations of models
with greater explanatory power, as in Cebula (2001). Finally, in a related
study, Greene and Nikolaev (1999, p. 224) argue that ‘cross-section results…do
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not control for time’, suggesting then that the use of time series may be a
more fruitful avenue to pursue in order to explain voter turnout behavior. It
should be observed that all three of these suggestions are adopted in the
present study.

Paralleling the rational voter model, it is hypothesized in the present study
that the probability that a given eligible voter will actually vote, PROBV, is an
increasing function of the expected gross benefits (EGB) associated with
voting, ceteris paribus, and a decreasing function of the expected gross costs
(EGC) associated with voting, ceteris paribus. Thus, it follows that:1

PROBV = f(EGB, EGC), fEGB > 0, fEGC < 0; f(EGB–EGC) > 0 (15.1)

In interpreting EGB and EGC, this study argues that these concepts require
a very broad, encompassing interpretation. For instance, in most major elec-
tions, the marginal probability that one vote will make a difference is
approximately zero. Nevertheless, certain circumstances or factors can poten-
tially increase the expected benefits from voting. For example, when there is
an issue (be it economic or non-economic in nature) that an eligible voter
feels particularly strongly about, voting may provide subjective benefits to
the would-be voter because it has served as an emotional release or outlet.
That release may consist of expressing either approval or disapproval regard-
ing the particular issue in question. From a different perspective, in some
cases citizens who vote may take great personal pride in doing so and thus
derive subjective benefits because they feel they have fulfilled an important
‘civic duty’. Alternatively, certain circumstances can potentially reduce the
expected benefits from voting. For instance, if a circumstance makes one feel
disenfranchised from the government (and/or the election process), for exam-
ple, if a would-be eligible voter feels that his/her elected officials may (are
likely to) betray them, the would-be voter is discouraged and shies away from
‘wasting’ his/her time and effort bothering to vote. Naturally, there are also
factors that can influence the expected costs of voting, broadly interpreted as
including opportunity costs. Accordingly, this study proceeds with the notion
that the decision to vote or not to vote can be impacted profoundly by a host
of varying, often subjective, but nonetheless powerful circumstances. This
study claims in fact to have identified a number of these factors and to have
thus extended the rational voter context so that it more satisfactorily and
more extensively explains the actual aggregate voter participation rate.

The analysis commences with a question/hypothesis that has never been
empirically tested in the literature prior to this study. In particular, ‘Does the
voter participation rate increase when voters strongly approve of the per-
ceived job performance of the incumbent President?’ To begin, it is observed
that the public’s approval rating of the US President (PRESAPP) has for
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decades been measured scientifically, adopting sound intertemporally compa-
rable polling methodologies. The present study considers the time period
1960–2000. Over this 41-year period, the mean public approval rating of the
sitting President was 48.13 out of a possible 100.0, with a standard deviation
of 8.78. It is hypothesized here that the public has a greater incentive to vote,
particularly during Presidential election years, when eligible voters are espe-
cially pleased with (that is, strongly approve of) the incumbent President’s
job performance. In other words, voting allows the voters to express their
positive feelings towards the President; therefore, voting provides voters with
the opportunity to derive subjective satisfaction (benefits) from expressing
feelings. Accordingly, it is hypothesized here that the greater the public
approval rating of the incumbent President/Administration, the greater the
voter participation rate, ceteris paribus.

It is also hypothesized that Presidential elections offer an opportunity for
individual eligible voters to vote for a potentially very powerful and impor-
tant policy maker (the President of the US) in conjunction with voting for
numerous other candidates for public office, not to mention a variety of
referendums. Thus, during Presidential election years (PRESDUM), a given
trip to the ballot box provides this additional potentially very important
opportunity (voting for the Presidency) at approximately zero marginal cost
and hence provides an added incentive to vote. Reasonably, the prospect of
voting in such an important election also tends to invoke a high degree of
emotional enthusiasm typically missing in most other election years (Copeland
and Laband, 2002). Such enthusiasm can be generated /fueled by a variety of
circumstances, including such considerations as the following: the large number
of and diverse character of the Presidential primaries and the drama attendant
thereto; the national party nominating conventions, complete with specula-
tion over prospective Vice Presidential running mates; the issuance and
distribution of bumper stickers, buttons, hats/caps, signs, shirts, sweatshirts
and other clothing apparel exhibiting campaign slogans; controversial issues
that arise during Presidential primaries, election campaigns and party plat-
form formulation (for example, ‘right-to-life’ proponents versus those
advocating ‘choice’ and abortion rights, environmental issues, including can-
didates’ records and positions, term limitations for the US House of
Representatives and the US Senate, campaign finance reform, terrorism, Mid-
dle East issues, civil rights, affirmative action, health care issues, public
subsidies to religious organizations and religious providers of education,
same-sex marriage, tax burdens, tax reform, tax equity, corporate accounting
fraud, corporate accountability, negative campaigning and character assassi-
nation of opposing candidates); and issues stressed by the media, including
the application thereto of a variety of poll results, some of which are legiti-
mate in their use of generally accepted polling techniques and many others
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that certainly do not adopt generally accepted polling techniques (such as
those based on simple internet voting on issues being covered by the media),2

released to the public through the various media en masse on a regular basis.
Consequently, it is argued in this study that the voter participation rate is
increased by the broad assortment of quantifiable and emotional issues gener-
ally associated with Presidential candidate posturing, campaigning, polling,
nominating, and voting for one candidate or another during the Presidential
election years, ceteris paribus. Moreover, at such times, the psychological
rewards/benefits from fulfilling one’s ‘civic duty’ may well be especially
pronounced.

The US military involvement in the Vietnam War, which escalated sharply
in 1965, clearly can be regarded as having generated intense emotional re-
sponses among the US electorate. The controversy over the Vietnam War was
in part reflected in numerous anti-war demonstrations, riots in a wide variety
of venues, disruptions of national political party conventions where Presiden-
tial and Vice Presidential candidates were being nominated, virulent and
almost constant ‘hawk’ versus ‘dove’ debates, and daily media coverage
(along with numerous magazine articles and a number of controversial books)
dealing with POWs, MIAs, the number of casualties and wounded, and the
general chaos and ‘carnage’ that came to characterize, if not symbolize, the
Vietnam War. Arguably, the Vietnam War created intense emotional responses,
including an intensified effort to disengage from the Vietnam War by electing
‘new’ candidates to key political offices. Indeed, the Nixon election victory
over Hubert Humphrey in 1968 might even (although complicated by George
Wallace’s candidacy) be interpreted in part as an emotional expression for
change. It is hypothesized here that the Vietnam War (VIETNAM) elicited
increased public interest levels and emotional reactions that raised voter
interest and participation since the said participation provided the benefit of
expressing one’s feelings on this major issue.

The Watergate scandal (WATERGATE), which surfaced in 1972, resulted
ultimately in the impeachment of President Nixon in 1974 and in his subse-
quent resignation in August, 1974. Arguably, the idea that a President of the
US could have been culpable of effectively attempting to control the choice
of Presidential nominee of the opposing party and to interfere with and
indeed corrupt the process by which the US President was to be elected,
undoubtedly for many Americans represented a form of betrayal. The elec-
tion process came under question, that is, for at least some of the electorate
the value of voting came into doubt. Clearly, the effects of the events sur-
rounding the Watergate scandal, for many Americans, meant that the expected
benefits of voting were seriously diminished. Accordingly, it is hypothesized
that the Watergate scandal led to a decline in the voter participation rate,
ceteris paribus.
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It is also hypothesized that the more prosperous the economy is, for exam-
ple, the higher is the public’s real disposable income (PCRDI), the greater the
opportunity cost of voting. Indeed, if the public is becoming increasingly
prosperous, they may not wish to take the time to vote, and instead prefer to
use the time to continue ‘earning’, that is, enhancing their economic well-
being and pursuing ambitions. Alternatively, the public simply might prefer
to use the time to enjoy the fruits of their increased prosperity. Accordingly, it
is hypothesized that the expected cost of voting rises as the pool of eligible
voters becomes increasingly prosperous, ceteris paribus.

Based on the framework outlined above, it follows that equation (15.1) can
be rewritten as:

PROBV = f(PRESAPP, PRESDUM, VIETNAM, (15.1¢)
WATERGATE, PCRDI), fPRESAPP > 0, fPRESDUM > 0,
fVIETNAM > 0, fWATERGATE < 0, fPCRDI < 0

Predicated upon the model in equation (15.1¢), the investigation of the
determinants of the aggregate voter participation rate involves estimating the
following regression equation:

VPRt = a0 + a1 PRESAPPt–1 + a2 PRESDUMt + a3 VIETNAMt (15.2)
+ a4 WATERGATEt + a5 PCRDIt–1 + a6 TREND + et

where:
VPRt = the aggregate voter participation rate in the US in year t, expressed as
a percentage;
a0 = constant term;
PRESAPPt = the average Presidential approval rating in year t–1, on a scale
(index) of 1 to 100, such that a higher public approval is revealed by a higher
index number;
PRESDUMt = a binary variable for Presidential election years: PRESDUMt =
1 during Presidential election years and PRESDUMt = 0 otherwise;
VIETNAMt = a binary variable for the years during which the US was militarily
involved in the Vietnam War, such that VIETNAMt = 1 for those years and
VIETNAMt = 0 otherwise;
WATERGATEt = a binary variable for the years following the public disclo-
sure of the Watergate break-in and ensuing scandal, such that WATERGATEt

= 1 during those years and WATERGATEt = 0 otherwise;
PCRDIt–1 = per capita real disposable income in year t–1, expressed in 1996
dollars;
TREND = a linear trend variable;
et = stochastic error term.
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The study period runs from 1960 to 2000. VPRt is measured only for even-
numbered years. This is because even-numbered years are when all members
of the US House of Representatives and one-third of the US Senate are
elected and, on alternate even-numbered years when the President is also
elected. In most venues, the odd-numbered years typically do not correspond
to the election of large numbers of ‘significant’ officials. The VPRt data were
obtained from: http://www.infoplease.com

The data for variable PCRDIt–1 were obtained from the Council of Eco-
nomic Advisors (2003, Table B-31). The data for the Presidential approval
rating were obtained from: http://www.geocities.com/americanpresidencynet/
approval.htm

The Augmented Dickey–Fuller and Philips–Perron tests both confirm that
the series for variable PCRDIt–1 is stationary only in first differences. Hence,
in the estimations provided below, the variable PCRDIt–1 is expressed in first
differences. The series for the variable PRESAPPt–1 was found to be station-
ary in levels. Finally, the VPRt series was found to be stationary in levels with
a trend variable; consequently, a linear trend variable (TREND) is included in
the model estimations.

Empirical findings
Estimating equation (15.2) by ordinary least squares (OLS), using the White
(1980) heteroskedasticity correction, yields the following:

VPRt = +44.92 + 0.054 PRESAPPt–1 + 13.79 PRESDUMt + 1.67 VIETNAMt

(+2.37) (+27.29) (+4.29)

–6.17 WATERGATEt – 0.002 zPCRDIt–1 – 0.158 TREND
(–9.19) (–3.13) (–2.76)

DW = 1.93, Rho = –0.05, F = 140.93, R2 = 0.985, (15.3)
adjR2 = 0.978

where terms in parentheses are t-values and z is the first differences operator.
In equation (15.3), all six of the estimated coefficients exhibit the expected
signs, with four statistically significant at the 1 per cent level and a further
two statistically significant at beyond the 5 per cent level. The coefficient of
determination (R2 or adjusted R2) indicates that the model explains effec-
tively 98 per cent of the variation in the dependent variable, which far
exceeds the explanatory power of any other published study to date. Finally,
the F-ratio is statistically significant at far beyond the 1 per cent level.

The estimated coefficient in equation (15.3) on the PRESAPP variable is
positive and significant at the 3 per cent level. This finding suggests, as
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hypothesized earlier in this study, that when the public strongly approves of
the job performance of the incumbent President, they turn out in greater
numbers than otherwise would be the case in order to express that strong
approval. Voting becomes a vehicle for expressing positive feelings toward
the President and his job performance; conversely of course, when the Presi-
dent’s approval rating is low, lower voter turnout is observed.The estimated
coefficient in equation (15.3) on the PRESDUM variable is positive and
statistically significant at the 1 per cent level. This evidence confirms the
hypothesis proffered above that voter participation rates increase during Presi-
dential election years, when the outcome of the election is perceived as more
important, so that the potential benefits from voting are greater while presum-
ably reflecting emotions ranging from simple enthusiasm, perhaps almost
reminiscent of ‘cheerleading’ (Copeland and Laband, 2002; Cebula, 2004;
Barreto, Segura and Woods, 2004) to stronger emotional responses to the
candidates themselves, the party platforms and/or the candidates’ positions
on sensitive issues such as abortion, the environment, affirmative action,
terrorism, same-sex marriage and the Middle East.

The coefficient on the VIETNAM variable is positive, as expected, and
significant at the 1 per cent level. This finding may be interpreted as suggest-
ing a strong emotional pull by the ‘war’ issue of voters to the polling booths,
perhaps in the hope of creating a change in US policy regarding military
involvement in Vietnam. The documented unpopularity of the Vietnam War,
along with intense controversy over the War, appears to have led to increasing
voter participation. The lesson from these findings may be that protracted
‘unpopular’ wars are likely to induce increased voter participation and, argu-
ably, voting patterns that are of a nature that is likely to be, on balance, at
least somewhat anti-incumbent. Clearly, the absence of a protracted unpopu-
lar and/or controversial war may then reduce the voter participation rate.

The coefficient on the variable WATERGATE is negative, as expected, and
significant at the 1 per cent level, suggesting that the Watergate scandal acted
to discourage voter participation. Presumably, the role of President Nixon in
the Watergate scandal, especially given the alleged objective of affecting a
Presidential election outcome, reduced the expected benefits from voting.
Arguably, the Watergate scandal created a degree of cynicism among many
US voters and quashed their interest in the electoral process.

The coefficient on the PCRDI variable in equation (15.3) is negative and
significant at the 1 per cent level. This result suggests strongly that the higher
the per capita disposable real income among the US electorate, the greater
the opportunity cost (expected gross costs) of voting. Consequently, the voter
participation rate is reduced by this prosperity. Ironically, that very same
prosperity is likely to be placed in greater long-run jeopardy when eligible
voters decide against exercising their right to vote in a democratic society.
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To demonstrate the robustness of the framework presented in this study as
well as the robustness of the empirical results provided in equation (15.3), a
second estimate of the basic model, one that drops the least statistically
significant variable in that estimate (PRESAPP) from the system, is provided
in equation (15.4). The OLS estimation in equation (15.4), as was the case in
the previous estimate, adopts the White (1980) correction for heteroskedasticity.
The results are as follows:

VPRt = +48.67 + 14.28 PRESDUMt + 1.304 VIETNAMt – 6.83 WATERGATEt

(+30.38) (+2.47) (–9.98)

–0.002 zPCRDIt–1 – 0.196 TREND
(–3.08) (–2.91)

DW = 1.89, Rho = 0.01, F = 180.99, R2 = 0.984, (15.4)
adjR2 = 0.978

All of the estimated coefficients in equation (15.4) have the expected signs
and are statistically significant at the 2.5 per cent level or beyond. Thus, the
results shown in equation (15.4) are entirely compatible with those in equa-
tion (15.3) above, adding further both to the credibility of the empirical
results found in that equation and to the viability of the expanded rational
voter model presented in this study.

Conclusion
This study has endeavored to broaden the rational voter model context so as
to improve understanding of voter participation rate determinants in the US
and, implicitly, so as to improve forecasting of and promote higher levels of
voter participation. Alternatively stated, perhaps the insights into voting deci-
sion determinants provided in this study will help to enhance the ability to
increase the aggregate voter participation rate.

In any case, using aggregate time series covering the period 1960–2000,
this study has obtained several significant results. First, the voter participa-
tion rate tends to be higher, by roughly 2.4 percentage points (according to
estimation (15.3)), when the public strongly approves of the job performance
of the incumbent President. This finding is unique in this literature. Second,
the opportunity to vote for the office of President, ie, in a Presidential elec-
tion year, acts to elevate the voter participation rate, perhaps by as many as
13–14 points. In principle, this finding comes as no surprise (for example,
Copeland and Laband, 2002), although the magnitude of the effect is quite
impressive. Third, the Watergate scandal discouraged the electorate suffi-
ciently to reduce the voter participation rate, perhaps by as many as six to
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seven percentage points. This is a very significant finding, especially given
the gradually declining voter participation rate since 1960. Fourth, the Viet-
nam War had a positive and statistically significant impact on voter
participation, apparently between one and two percentage points. This issue
may to some extent have galvanized an otherwise somewhat free-riding,
somewhat apathetic public into a voter coalition with a somewhat greater
propensity to vote in order to promote a specific agenda. This finding may be
capable of being generalized into a rule of thumb by which it is possible to
conjecture that any unpopular war, particularly a protracted one, might well
act to elicit a greater voter turnout and perhaps even result in the election of a
new Administration. Finally, the greater the per capita real disposable income
of the US electorate, the lower the aggregate voter participation rate, ceteris
paribus, arguably because the opportunity cost to voting (in the short run) is
rising. Apparently, the very prosperity that has evolved in this democratic
system may endanger its long-run future as the free-rider problem proceeds
unabated.

Notes
1. Some students point out that the likelihood of influencing the outcome of an election is less

than the likelihood of being killed in an auto accident on the way to the voting booth (cf.
Cebula, 2001).

2. Such ‘polls’ involve neither random sampling nor representative samples; rather, ‘voters’
(who indeed may not even be eligible to vote in a ‘voting booth’) express their views,
perhaps voting multiple times when expressing strong views. The demographic composi-
tion of the voter pool is unknown, and the number of votes cast per voter is unknown.
Furthermore, many voters are unable to participate due to lack of access to the internet or
lack of such access at the time of live airing of the television program.
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16 A preliminary analysis of the Presidential
approval rating
Richard J. Cebula*

1 Introduction
Presidential approval ratings are potentially important in a variety of practical
ways. Clearly, if the approval rating of the incumbent President is either very
high or very low, respectively, it reasonably follows that the prospects of re-
election of that President/Administration are likely to be enhanced or diminished
(Campbell and Mann, 1996; Jones, 2001). In addition, to the degree that the
sitting President has a high public approval rating, there very likely will be
‘political coattails’ for other candidates of the same political party affiliation,
perhaps especially those aspiring for election to a national office, to ‘ride on’
once election day arrives. Furthermore, a higher public approval rating is likely
to increase the inflow of political contributions to the coffers of the President’s
political party for financing election or re-election campaigns. On another
front, a higher Presidential approval rating could well enhance the prospects for
successfully achieving the President’s political agenda by increasing his influence
over Congress (Edwards, 1998; Canes-Wrone, 2004). In other words, high
public approval ratings can provide the President with leverage to pressure
Congress into passing legislation, including appropriations bills; naturally, a
President with only low public approval ratings lacks such leverage. This
consideration carries with it myriad implications for the magnitude of the
federal budget and its composition. Indeed, the balance of power between the
Executive Branch and the Legislative Branch of the federal government could
swing one way or the other in any given short-run period, depending on strong
approval or, alternatively, strong disapproval, of the President.

The present chapter seeks in part to ascertain whether the performance of
the S&P 500 stock index, whose performance is treated in this study as a
surrogate for the performance of domestic equity markets generally, influ-
ences the Presidential approval rating. Since the Presidential approval rating
is regarded as a significant predictor of Presidential re-election prospects and
is important for a variety of other relevant reasons (as listed above), it would
seem useful to determine whether, if at all, the performance of the S&P 500
stock index influences this approval rating. Section 2 provides the model that
establishes the framework for the empirical analysis; the model includes a
variety of public economic policies and non-economic factors. The empirical
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analysis follows in section 3, with the conclusion in section 4 then providing
a summary of the results of the study.

2 The model
The public’s approval rating of the President (APP) is hypothesized to be an
increasing function of the public’s positive perceptions (POSPERC) of the
President/Administration and a decreasing function of the public’s negative
perceptions (NEGPERC) of the President/Administration. Positive public per-
ceptions of the President are hypothesized to be an increasing function of the
President’s perceived successes while in office, as well as the President’s
perceived positive character traits while in office. Conversely, negative pub-
lic perceptions of the President are hypothesized to be an increasing function
of the President’s perceived failures while in office, as well as the President’s
perceived negative character traits while in office. The public’s assessments
falling within these two broad categories of perceptions can be further de-
fined so as to provide measurable variables that can be investigated for their
influence over the Presidential approval rating.

To begin, this study follows Mueller (1973) and Schlesinger (2004) by
considering the potential influence of war on Presidential approval ratings. A
President embarking on or conducting a ‘popular’ war can be expected to
experience higher approval ratings, ceteris paribus. On the other hand, a
President embarking on or conducting an unpopular or highly controversial
war may very well expect to experience lower approval ratings, ceteris pari-
bus (Mueller, 1973; King, 1999; Putnam, 2000; Yaffee, 2004; Schlesinger,
2004). In this context, it is hypothesized that, ceteris paribus, the 1991
Persian Gulf War (GULF), given its popularity among the US public as an
international coalition to free Kuwait of an invading military force from Iraq
and given the implications of a successfully conducted military campaign for
protecting crude oil availability and crude oil prices on the one hand and for
stabilizing the Middle East politically and militarily on the other hand, pro-
vided the President with a boost in his approval ratings. This war may have
boosted the President’s approval ratings all the more because of how ‘easy’
the victory was perceived by the public to be; indeed, the 1991 Persian Gulf
War had been portrayed by the news media as potentially a militarily chal-
lenging endeavor, making the ease of victory that was actually experienced
all the more impressive. By contrast, the Vietnam War (VIETNAM) was
arguably the most unpopular war of the second half of the twentieth century
for the US. Indeed, Putnam (2000, pp. 257, 146, 152) speaks of ‘the trauma
of Vietnam,’ the experiences of riots, widespread demonstrations, ‘the clamor
for Vietnam draft deferments,’ disruptions of national political nominating
conventions, and the seemingly unending media coverage of the ‘carnage’
that came in many respects to define this war. Such experiences would seem
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to imply strongly that the Vietnam War was a highly controversial and gener-
ally unpopular war (King, 1999; Putnam, 2000). Consequently, Presidents
embarking on and/or perceived as perpetuating this war would be expected to
experience a diminished public approval rating, ceteris paribus.

Since the President is regarded as the principal leader of the US govern-
ment, a course of action or behavior that embodies or projects either significant
strength or weakness of character would be likely to influence the image of
the President and hence the Presidential approval rating, ceteris paribus. One
clear example of such an experience would be that of impeachment of the
President (IMPEACH). Two sitting Presidents over the study period have in
fact been impeached by the US House of Representatives: Richard M. Nixon,
for his involvement in the Watergate scandal, which Putnam (2000, p. 187)
associates with an increased ‘disillusionment with public life’ and a societal
‘slump in civil engagement;’ and Bill Clinton, for his alleged/apparent per-
jury involving a civil suit and for his sexual misconduct in the White House
while in office (and, de facto, his public dishonesty regarding same). Regard-
ing the IMPEACH variable, Yaffee (2004, p. 1) observes that ‘The Watergate
scandal is one of the greatest political scandals in American political history.’
Indeed, Putnam (2000, p. 257) speaks of how Watergate became associated
with a ‘distrusting of institutions’ and a public sense of alienation from
politics. In any case, it is hypothesized in this study that the public’s approval
rating of a President diminishes if he is in fact formally impeached (Putnam,
2000; Yaffee, 2004), ceteris paribus.

Historically, certain economic issues have been the subject of debate both
prior to and during Presidential primaries and during Presidential election
campaigns (Monroe, 1984; Erikson, MacKuen and Stimson, 2000). Arguably,
economic factors that could plausibly play a role in the Presidential approval
rating might include: (1) reduced federal personal income tax rates per se; (2)
increased real (constant dollar) federal personal income tax exemptions; (3)
perceived genuine efforts to reform the Internal Revenue Code; (4) decreases
in the formal IRS audit rate; and (5) the performance of the major stock
(equity) markets. Before proceeding, it is observed that all estimates involv-
ing the inflation rate and unemployment rate found these two factors not
influencing the Presidential approval rating. Since both of these variables do
introduce multicollinearity problems into the analysis, they were excluded
from the estimation.

Reducing the average effective federal personal income tax rate (AVETAX),
reduces the average household’s federal personal income tax burden. Since
the latter increases the personal disposable income for many segments of the
taxpaying population (especially the ‘middle class’, broadly interpreted), it is
expected that these taxpayers would tend to respond to this policy by raising
their Presidential approval rating, ceteris paribus.
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As a practical matter, for actual or would-be taxpayers with relatively very
modest (or low) incomes, cutting the average effective federal personal in-
come tax rate may yield only limited perceived direct benefits. On the other
hand, households with very modest incomes are likely to perceive clear and
direct tax benefits when the real (constant dollar) federal personal income tax
exemption (EXEMPTION) is increased, especially since they on average have
more exemptions per household unit than higher income households. Indeed,
for those households with the lowest income levels, increased real personal
exemptions in many cases may even remove them from federal personal
income taxation altogether (although they may still face Medicare and social
security tax liabilities, depending upon circumstances). Hence, increased real
federal personal income tax exemptions yield benefits to lower (and, although
to a lesser degree, middle) income households, who in turn would be likely to
express a higher Presidential approval rating, ceteris paribus.

The Tax Reform Act of 1986 (TRA) was portrayed by the media and by
leading politicians alike as a genuine effort to reform the Internal Revenue
Code. As documented in Ott and Vegari (2003, p. 275), among other things,
the TRA reduced the number of tax brackets from 14 to 3, increased the tax
base by limiting tax deductions, reduced the marginal tax rates, and endeavored
to ‘improve fairness and efficiency’ in the Internal Revenue Code. The TRA
also sharply reduced the tax benefits of limited partnerships, which was an
effort to make the Internal Revenue Code more equitable as well, although it
ultimately caused problems for the real estate industry (Sanger, Sirmans and
Turnbull, 1990) and the savings and loan industry (Barth, 1991). To the
extent that the public regarded the TRA as a genuine and effective initial
effort at meaningfully reforming the Internal Revenue Code, it is hypoth-
esized that the Presidential approval rating would be enhanced, ceteris paribus.

As a rule, individual taxpayers must annually report their taxable income
to the IRS on their personal federal income tax returns. Since some taxpay-
ers choose not to report all of their taxable income to the IRS, the IRS is
confronted with the ongoing challenge of income tax evasion. In point of
fact, income tax evasion annually reduces Treasury tax receipts by tens of
billions of dollars, although estimates of the magnitude of the full extent of
this problem vary widely, depending upon the technique adopted to quan-
tify the revenue losses (Tanzi, 1982; Feige, 1994; Ledbetter, 2004). If the
IRS audit rate rises, that is, if the percentage of income tax returns formally
audited by IRS personnel increases, so do the risks and costs (both pecuni-
ary and non-pecuniary) associated with income tax evasion. However, even
for persons who do not intentionally under-report their taxable income or
persons who do not under-report their income at all, increases in the per-
centage of personal income tax returns formally audited by IRS agents may
impose costs. For example, in the latter case, the affected households incur
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costs in terms of time and effort to locate and provide various forms of
documentation for income and /or deductions, as well as time and effort
(along with stress) and perhaps even the pecuniary costs of retaining an
accountant, income tax preparation specialist, or tax attorney to meet with
an IRS agent. Indeed, these sorts of costs would tend to be applicable for
any household subjected to a formal IRS audit. Therefore, it follows that
the smaller the percentage of personal income tax returns formally audited
by IRS personnel, the lower the actual or potential pecuniary and non-
pecuniary costs of IRS audits to the public and hence the more likely the
public is to respond favorably in their assessments of the President’s job
approval, ceteris paribus.

Finally, there is the issue of stock market performance. Equity ownership
on the major US stock exchanges is not only enormous in magnitude but also
broad-based. That is, aside from the extremely broad variety of institutional
forms that own equity stock shares, there is a large proportion of the US
population that also owns such equity shares. Indeed, many of the nation’s
largest pension plans are also deeply committed to ownership of equity
issues. Accordingly, the better the performance of the equity markets, the
better the financial status of a huge portion of the US populace. Using
performance of the S&P 500 stock index as the surrogate for the performance
of US equity markets in general, it is hypothesized that the better the per-
formance of the real (constant dollar) S&P 500 stock index (S&P), the higher
the Presidential approval rating, ceteris paribus.

Based upon the framework developed above, the model of the Presidential
approval rating is hypothesized to take the following form:

APP = f(GULF, VIETNAM, IMPEACH, AVETAX, (16.1)
EXEMPTION, TRA, AUDIT, S&P), fGULF > 0,
fVIETNAM < 0, fIMPEACH < 0, fAVETAX < 0, fEXEMPTION > 0,
fTRA > 0, fAUDIT < 0, fS&P > 0

3 Empirical analysis
Based on the framework provided in equation (16.1), the following model is
to be estimated:

APPt = a0 + a1GULFt + a2 VIETNAMt + a3 IMPEACHt (16.2)
+ a4 AVETAXt–1 + a5 EXEMPTIONt–1 + a6 TRAt

+ a7 AUDITt–1 + a8 S&Pt–1 + u

where:
APPt = the average Presidential approval rating in year t;
a0 = constant;
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GULFt = a binary (dummy) variable to indicate the year during which the
1991 Gulf War was materially conducted: GULFt = 1 for 1991 and GULFt =
0 otherwise;
VIETNAMt = a binary variable to indicate the principal years during which
the US was significantly militarily involved in the Vietnam War: VIETNAMt =
1 for those years (1965–1973) and VIETNAMt = 0 otherwise;
IMPEACHt = a binary variable to indicate the years during which a sitting
President was impeached by the US House of Representatives: IMPEACHt =
1 for 1974 and 1997 and IMPEACHt = 0 otherwise;
AVETAXt–1 = the average effective federal personal income tax rate in year t–
1, as a percentage;
EXEMPTIONt–1 = the value of the federal personal income tax exemption in
year t–1, expressed in 1996 dollars;
AUDITt–1 = the percentage of filed federal personal income tax returns for-
mally audited by IRS personnel in year t–1;
TRAt = a binary variable to reflect the year in which the Tax Reform Act of
1986 was enacted;
S&Pt–1 = the average real value of the S&P 500 stock index in year t–1,
expressed in 1996 dollars;
u = stochastic error term.

Presidential approval ratings have been systematically gathered for several
decades. The numerical range for the approval rating lies between 0.00 and
100.00. Over the 1960–1997 study period, the average Presidential approval
rating was 53.95, with a standard deviation of 11.11. According to the ADF
(augmented Dickey–Fuller) and P–P (Phillips–Peron) unit root tests, over the
study period, the variables APP and EXEMPTION are stationary in levels, but
the variables AVETAX, AUDIT, and S&P are stationary only in first differ-
ences. Accordingly, the latter three variables are expressed in first differences
form in the estimation.

Adopting the Newey–West heteroskedasticity correction, the OLS estimate
of equation (16.2) is given by the following:

APPt = 38.7+ 16.67 GULFt – 8.67 VIETNAMt – 19.36 IMPEACHt

 (+8.86) (–2.00) (–6.43)

– 3.18 qAVETAXt–1 + 0.196 EXEMPTIONt–1 + 11.27 TRAt

(–1.05) (+8.12) (+5.01)

– 2.87 qAUDITt–1 + 0.104 qS&Pt–1, F = 4.07, DW = 1.91, Rho = 0.04 (16.3)
(–1.16) (+2.35)

where terms in parentheses are t-values and q is the first-differences operator.
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In estimate (16.3), all eight of the explanatory variables exhibit the ex-
pected signs, with five of these being statistically significant at the 3 per cent
level or beyond and one being significant at beyond the 6 per cent level. The
estimated coefficients on the average effective federal personal income tax
rate (AVETAX) and IRS audit rate (AUDIT) variables both fail to be statisti-
cally significant at even the 10 per cent level. The DW and Rho statistics
indicate the absence of serial correlation problems. Finally, the F-ratio, which
is statistically significant at the 1 per cent level, attests to the overall strength
of the model.

The coefficient on the GULF variable is positive and statistically signifi-
cant at the 1 per cent level, implying that a war that is ‘popular’, that is,
strongly supported overall by the American populace, increases the Presiden-
tial approval rating. By contrast, the Vietnam War variable, VIETNAM, exhibits
a negative coefficient that is significant at the 5.5 per cent level; thus, there is
moderately strong empirical evidence that a highly unpopular and controver-
sial war acts to lower the Presidential approval rating. Not surprisingly, the
coefficient on the IMPEACH variable is negative and significant at the 1 per
cent level, implying that the public’s regard for/approval of the President
deteriorates when his behavior has been so extreme or unacceptable as to
result in a formal Congressional impeachment. The estimated coefficient on
the EXEMPTION variable is positive and significant at the 1 per cent level,
implying that increasing the real federal personal income tax exemption
increases the public’s approval rating of the President, arguably at least in
part because – especially at the lower end of the income spectrum – such a
policy reduces the federal income tax burden. The coefficient on the TRA
variable is positive and significant at the 1 per cent level. Thus, it appears that
the enactment of the Tax Reform Act of 1986 may have been perceived
favorably by the general public as a genuine and effective effort to reform the
Internal Revenue Code. In point of fact, this statute did make a number of
substantive changes in the Code (Ott and Vegari, 2003; Sanger, Sirmans and
Turnbull, 1990). Finally, the estimated coefficient on the S&P 500 stock
index variable (S&P) is positive and statistically significant at roughly the 2.5
per cent level. Thus, it appears that the better the performance of the S&P 500
stock index, the higher the public’s approval rating of the President. Appar-
ently, the populace raises its approval rating of the President when the equity
markets are prospering.

4 Conclusion
Based on the empirical estimation in this study, it appears that over the 1960–
97 study period, the Presidential approval rating was positively and significantly
impacted by the 1991 Gulf War (arguably, a surrogate for a ‘popular’ war),
increases in the real federal personal income tax exemption, the Tax Reform
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Act of 1986 (arguably, a surrogate for an effort to enact genuine tax reform),
and the growth in (positive performance of) the S&P 500 stock index. In
addition, the Presidential approval rating was negatively and significantly
impacted by Presidential impeachment proceedings. Finally, there is also
moderately significant evidence that the Vietnam War (as a surrogate for an
‘unpopular’ war) negatively impacted the Presidential approval rating. These
findings, which strongly suggest a positive and significant impact on the
Presidential approval rating from well-performing equity markets, should
prove relevant information for those interested in public perceptions of Presi-
dential job performance and Presidential election forecasting.

Note
* The author wishes to thank Ed Thompson and Armstrong Atlantic University for their

support that made this project possible.
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17 Line item veto: lessons from the literature
David Schap

Introduction
It may strike some as odd to find a chapter devoted to theoretical reflections,
as this one is, in a book on empirical public finance. Actually such a chapter
is particularly helpful to understanding the effects of item veto authority in
the budgetary process because there are complexities related to item veto as
an institution that have been frequently misunderstood or ignored through the
years by political pundits, serious policy analysts and empirical social sci-
ence researchers. For that reason it is wise to describe some of the basic
theory concerning executive line item veto authority so as to facilitate proper
empirical testing of its effects in the future and to assist in evaluating appro-
priately such empirical testing as has been accomplished to date.

Theoretical advances concerning item veto authority as a political institu-
tion developed rapidly beginning in the 1980s, following closely on the heels
of theoretical advances in positive political economy with regard to the
legislative process. In my reflections I review the development of the emer-
gent theory of executive veto authority during the 1980s and beyond, drawing
from that literature some of the important lessons that the theory teaches with
respect to the use and effects of item veto authority in a budgetary process.
Determined to make this chapter as accessible as possible, I refrain from
formal modeling here in favor of a descriptive, non-mathematical presenta-
tion of the literature; references to the underlying theoretical articles from
which my remarks emanate are sufficient so that those who wish to do so
may delve more deeply into the formal models. A good starting point for
those seeking deeper immersion in the literature is the article by Carter and
Schap (1990), which models the debate concerning the expected effects of
instituting presidential item veto authority in a rudimentary way that requires
of the reader far less in mathematical expertise than do other models of
budgetary politics reviewed here.

In the 1990s the item veto took on prominence with the debate leading up
to the passage of the Line Item Veto Act of 1996, which enhanced then-
President Clinton’s authority for a brief time before the US Supreme Court
ruled that the Act was unconstitutional in Clinton v. City of New York in 1998.
The short-lived Act was perhaps misnamed in that it was not constructed to
provide the very same kind of line item veto authority as has been granted
constitutionally to governors in over 40 of the states; instead it attempted to
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take account of differences in budgeting practices at the federal and state
levels so that the extension of presidential authority would be meaningful
(Fisher, 2004). At the federal level Congress allows agencies substantial
discretion (with Congressional oversight) in administering large lump-sum
appropriations whereas state-level budgets typically contain much smaller
program-specific line items, so mere enactment of line item veto authority for
the executive branch in the federal context could not be expected to closely
mimic what occurs at the state level: the line items are not there to veto!
Authority under the Act did in fact enable a President to strike from agency
appropriations those projects specifically referenced in conference reports. In
its 6-to-3 decision the Supreme Court determined that the Act violated the
Presentment Clause of the Constitution because it essentially attempted to
give a President the authority to amend existing legislation unilaterally (de-
spite override safeguards) instead of through the ordinary means of repeal,
namely through the normal legislative process.

The call by many for some version of presidential line item veto authority
continues today. President George W. Bush in a press conference in Novem-
ber 2004 publicly yearned for a type of line item veto authority that would
pass ‘constitutional muster’. And there may well be ways to enhance presi-
dential veto authority without resorting to constitutional amendment (Fisher,
2004, pp. 5–6).

Regardless of whether or how such authority could be granted, there remain
many questions concerning the likely effects of presidential item veto authority.
Some of these questions relate to the particular relationship between Congress
and President, aspects of which I only hint at in this chapter. Other questions
are more fundamental in the sense that they may be thought to arise in the
interplay between the executive and legislative branches generally, without
specific reference to the present institutions, procedures and other idiosyncra-
sies at the federal level of government. It is in this regard that the theoretical
literature concerning line item veto authority provides particularly valuable
general lessons. My detailed review of line item veto theory shows that, in
contrast to the allegations made by participants in the debate concerning presi-
dential item veto authority, enhanced veto authority cannot be expected
unambiguously to concentrate more power in the executive branch nor con-
comitantly shrink budgetary spending. While such consequences are indeed
possible, whether they actually materialize would depend in complex ways on,
among other things, the particular political preferences of the occupant of the
White House in relation to the budgetary preferences of Congressional repre-
sentatives. Those looking to item veto authority as a panacea for budgetary
extravagance should be especially disheartened to learn that even if instituting
item veto authority at the federal level were to restrain spending initially, the
restraint need not last beyond one election cycle.



284 The Elgar companion to public economics

Line item veto theory
Since the time of Condorcet, more than 200 years ago, the cycling property
of majority voting has been known. Given three alternatives, it is possible for
an electorate to prefer by majority rule the second alternative to the first, the
third to the second and yet the first to the third (intransitivity). By arranging
appropriately the series of binary choices presented to an electorate exhibit-
ing the cycling property, any one of the three alternatives can be orchestrated
in advance to be the winner overall. In the modern era the cycling phenom-
enon surfaced in a study by Black (1948), which stimulated a very sizable
literature highlighting the absence of pure majority-rule equilibrium (see for
example Plott, 1967). Majority rule has been characterized as chaotic be-
cause, except under severely restrictive conditions, there will always be a
multidimensional policy alternative that can defeat any given status quo by
pure majority rule and, moreover, a sequence of carefully arranged majority
votes can always be found starting from any policy bundle available for
consideration and resulting in any other one available (McKelvey, 1976;
1979) and Schofield (1978). In light of such theoretical findings, one might
expect there to be little stability in outcomes legislated under majority rule,
with frequent policy reversals the norm. In actuality, however, legislation
exhibits a remarkable degree of stability, an empirical observation that led
Gordon Tullock (1981) to pose the important question: why so much stabil-
ity? He would not have to wait long for an answer.

The question of why so much stability was addressed explicitly by political
scientist Kenneth Shepsle and economist Barry Weingast, who formulated
the notion of a structure-induced equilibrium. Building on seminal work by
Shepsle (1979) concerning the legislative process, Shepsle and Weingast
(1981) argued that the process will lead to an equilibrium outcome induced
by the preferences of political actors in conjunction with institutional rules
that limit the range of options that may be considered under majority rule. In
the early 1980s researchers were examining the limiting and channeling
functions of institutional rules that governed actual legislative processes,
such as the committee system (Denzau and Mackay, 1983). The concept of
structure-induced equilibrium had important and immediate implications for
theorists examining budgetary politics from a positive (as opposed to norma-
tive) perspective because the concept made possible comparative-static analysis
of political rules and institutions under stable preferences. Once formal
modeling of the legislative process had progressed, it was a quite natural
extension to incorporate into such models an executive with some form of
veto authority.

Indeed so natural was the extension that by the mid-1980s two independent
teams of researchers (Robert J. Mackay and Carolyn L. Weaver on the one
hand and John R. Carter and myself on the other, all economists) had circu-
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lated papers that considered the effects of various forms of veto authority in a
simple model of the budgetary process using the concept of structure-induced
equilibrium as a core element of the analysis. The emergent papers (Mackay
and Weaver, 1985; Carter and Schap, 1987) were remarkable for their
commonality of goals, simplifying assumptions, technique and even some
findings (although one can readily find differences in the papers that distin-
guish them from one another). Such commonality of purpose, model and
results as the papers did exhibit demonstrated that conceptualizing legislative
politics via the notion of structure-induced equilibrium was perhaps becom-
ing a vogue paradigm. Models recognizing both the influence of legislative
institutional structure and the importance of executive preferences and formal
authority emerged apace (Carter and Schap, 1990; Dearden and Husted,
1990; 1993; Dearden and Schap, 1994; Hammond and Miller, 1987; Ingberman
and Yao, 1991a; 1991b; Kiewiet and McCubbins, 1988; Matthews, 1989; and
Schap, 1986; 1988; 1990).

One finds in prominence in some of the early models a process originating
in an appropriations committee that has agenda control. To finesse the issue
of cycling under majority rule within a committee (in order to focus on the
remainder of the budgetary process), an appropriations committee consisting
of a single legislator is assumed. The committee can thus be thought of
meaningfully as having stable preferences over final outcomes in the budget-
ary process (such as would be the case in applications in which an
appropriations committee is led by one powerful member who dictates com-
mittee action). The committee forwards a proposal (not necessarily the one it
most prefers as a final budget, as will soon be explained) to the legislature for
an up-or-down vote against a reversion budget (the outcome to which the
budget reverts if the proposal is voted down, which may be for instance the
previous period’s budget or perhaps a zero budget). The committee forwards
its proposed budget under a closed amendment rule (amendments on the floor
are impermissible) and does so with sufficient knowledge concerning the
preferences of individual legislators over final budgets that the committee has
foresight concerning how voting on the floor will unfold on any of its con-
templated budgets. From among the many proposals it may contemplate, the
committee selects the one that ultimately yields a final budget that comes
closest to its most favored budget, given that its proposal will be acted upon
by majority vote on the floor and given the potential for executive veto
thereafter, which if exercised would either be sustained or not in an override
vote on the floor (such override requiring perhaps a supermajority vote as
constitutionally mandated).

To give a sense of how such a model operates, and to hint at some of the
complex results that have emerged in the literature, imagine a strategic appro-
priations committee armed with a greater degree of foresight than that
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possessed by other legislators. Voting by each legislator on the floor unfolds
according to that individual’s sincere preferences. (One justification for the
differing assumptions concerning foresight of political actors has to do with
the fact that an agenda-setter has substantially more to gain by discovering
the preferences of other legislators than would any of the other individual
legislators, who have less opportunity to use such knowledge in affecting
outcomes; thus, given a cost to information acquisition, individual legislators
remain ‘rationally ignorant’ concerning the preferences of other floor voters
and vote sincerely whereas an agenda-setter gathers information sufficient to
act strategically.) In such a scenario the appropriations committee, for exam-
ple, might forward a proposal that wins against the status quo by majority
rule on the floor, after which the legislated outcome is turned over to the
executive who vetoes it partially by exercising item veto authority, with the
veto ultimately being sustained. A number of key features are put in promi-
nence in the example at hand. Notice that the appropriation committee’s
proposal is not the committee’s preferred outcome but is instead a strategic
instrument used to achieve a final outcome preferred by the committee that
may be incapable of passage by majority rule in the first place. Political
scientists might describe this as a case in which legislators on the floor got
‘rolled’. One reason a final outcome could be achievable via sustained veto
but not otherwise can be found in the existence of a requirement of a
supermajority for override, whereas the initial vote required only a simple
majority. There is, however, a more fundamental reason why the result could
occur. The binary choice facing legislators in an override vote differs from
the initial binary choice made in passing a proposal: the initial proposal was
voted against a given status quo reversionary budget; the override vote con-
siders the veto-altered legislation against a new status quo, namely the proposal
that was passed by majority vote. Thus it is possible for the scenario just
described to unfold, somewhat surprisingly, with a mere majority-rule over-
ride provision because what is voted on in the legislature changes as the
process unfolds.

In the constitutions of the federal government and the 50 states one finds
four main types of veto authority: no veto authority, under which an execu-
tive must merely accept the legislated outcome; all-or-nothing veto (also
referred to as package veto), under which an executive may only reject a
legislated outcome in its entirety or accept it in its entirety; item veto, under
which the executive may reject portions (line items) of a budget (which then
revert to their reversionary levels) and accept the remainder; and item reduc-
tion veto, under which the executive may reduce (to as little as the reversionary
levels or something short of that much of a reduction) portions (line items) of
a budget and accept the remainder. The institution of legislative override also
varies by jurisdiction in the federal and state constitutions, some calling for
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override by simple majority, others calling for a supermajority (60 per cent of
those present and voting or two-thirds of those eligible to vote, to give just
two examples). It is appropriate to think in terms of a continuum of executive
authority ranging from no veto to all-or-nothing veto to item veto to item
reduction veto; similarly one can array the override provisions in terms of
authority ceded to the executive branch as directly related to the requirements
of the override provision, with no override granting greatest authority to the
executive, three-quarters majority override provision granting the executive
more authority than does two-thirds majority override, and so forth.

It became apparent to researchers modeling the executive veto and over-
ride provisions that increased executive authority, as just described, does not
logically equate with increased executive power to achieve the executive’s
preferred budget. The basic reason is simple enough: strategic behavior within
the legislature (formally modeled as strategic composition of a budget pro-
posal by the appropriations committee at the first stage of the process) will
take account of the form of veto authority possessed by the executive at a
later stage, so one cannot expect the budget presented to an executive for
action to be invariant with respect to the type of veto authority possessed. In
other words, the executive’s authority is anticipated in the legislature by the
agenda-setter with the consequence that the legislative outcome is orches-
trated so as to avoid (among other things) inconvenient vetoes (such vetoes as
would be sustainable and move the final outcome away from the agenda-
setter’s preferred budget). Thus the executive’s authority in the budgetary
process, formally exercised (or not) at the final stage (if there is no override
provision) or penultimate stage (if there is an override provision), is antici-
pated at the earliest stage of the process when the budget proposal is released
from committee. In this game-theoretic setting, there is no perfect direct
correspondence between an executive’s authority (formal prerogatives) and
the executive’s power (ability to achieve the executive’s preferred budget or
something close to it). It does happen for an assortment of preference pat-
terns examined in the published research that increased veto authority is
associated with increased power of the executive to achieve a preferred
budget, but there are examples illustrating just the opposite result for a
movement from all-or-nothing veto authority to item veto authority (Carter
and Schap, 1987) and for a movement from item veto authority to item
reduction veto authority (Dearden and Husted, 1990). Thus enhanced veto
authority does not necessarily imply increased executive power. One trivial
example of the failure of enhanced veto authority to shift more power to the
executive can be easily described in words and occurs if all political actors
(appropriations committee, legislators and executive) agree as to which is the
most preferred budget of all, in which case that budget in enacted independ-
ent of the particular form of veto authority. So the preferences of political



288 The Elgar companion to public economics

actors (in conjunction with political institutions) do indeed matter in the analy-
sis. Loosely stated, the more closely aligned the budgetary preferences in the
two branches, the less opportunity for redefinition of veto authority to matter
with respect to final outcomes in the process (Carter and Schap, 1990, pp. 111–
12), thus the less power (indeed perhaps no power) gets shifted to the executive
with enhancement of formal veto authority. It would appear that empirical
testing on the issue of whether enhanced executive power to achieve a preferred
budget accompanies enhanced formal veto authority would be confounded in
the absence of suitable proxy measures of underlying preferences. Dearden and
Husted (1993), however, make some headway in empirical testing by measur-
ing the enhancement of executive power associated with increased veto authority
at the state level by how closely the budgets ultimately enacted under various
forms of veto authority match governors’ budget proposals. They find empirical
support for the proposition that enhanced veto authority increases the execu-
tive’s ability to achieve a preferred budget, the effect being most pronounced
when the governor’s opposition party maintains a majority in the legislature but
not a supermajority of sufficient size to override veto actions.

Another result in the literature appears to contradict the policy prediction
by some favoring presidential item veto authority that such authority will
improve efficiency in the budgetary process. One way to rigorously capture
the notion of efficiency is by reference to the concept of the Pareto set, by
which an outcome is deemed inefficient whenever there is some other budget
available in the policy space that is unanimously preferred to the actual
outcome by all political actors. For the model in Schap (1988), efficiency is
assured under no veto authority or all-or-nothing veto authority, but not under
item veto authority or item reduction veto authority.

Another important finding among the theoretical developments is that an
executive’s enhanced veto authority factors into an implicit logroll with the
legislature in such a way as to perhaps result in higher budgets when there is
augmented veto authority. The finding clashes at least somewhat with the
results in Kiewiet and McCubbins (1988), which highlight the asymmetric
effects of all-or-nothing veto authority: appropriations can be lowered when a
president prefers less spending than the legislature, but cannot be formally
raised when the reverse situation holds. However, even under assumptions
that are generous with respect to the received notion of an executive as a
budget cutter (formally modeled by having the executive prefer less spending
on each dimension than the appropriations committee or the members of the
legislature), the peculiar result that increased veto authority may actually lead
to a higher total budget than otherwise is not hard to demonstrate formally (as
in Carter and Schap, 1987, 1990; and Dearden and Husted, 1990). By now
the point appears to be well appreciated in the literature (McCarty, 2000,
p. 118, n.3).
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Perhaps the most counter-intuitive result of all in the item veto literature, a
result which again is dependent on the interplay of preferences and institu-
tions, is that when an executive has item veto authority the imposition of a
spending cap on the budgetary process can actually make total expenditures
increase (Schap, 1990). The example occurs because the imposition of the
spending cap prevents the appropriations committee from exploiting its agenda-
setting power at the expense of the legislature, forcing a different proposal
out of the committee, one resulting in a final budget with a higher total than
in the absence of the constraint. While the example points up the importance
of how preferences can interact with institutions in ways not readily contem-
plated by cavalier policy pundits, in the same article one finds results that are
far less perverse, measured either by intuition or by their compatibility with
empirical testing. In particular, consider a broad class of political preferences
for which it is the case that the budgets contained in the set of budgets
preferred by the agenda-setter to the status quo are each capable of passage
by majority vote in the legislature against the same status quo. Limiting
attention to this class of preferences eliminates the strategic interplay leading
to the perverse result that imposition of a spending cap raises total expendi-
tures, but it also makes possible the derivation of results concerning which
branch stands to gain from the imposition of a spending cap under various
veto rules. Although many cases are indeterminate depending on the veto rule
in effect, others yield testable implications.

Recall in the agenda control models of budgetary politics that the execu-
tive’s formal veto authority is anticipated by a sophisticated agenda-setter in
shaping the budget proposal and arranging the legislative outcome for execu-
tive action. Notice in this way the executive branch can influence legislation
even when no formal veto is actually cast. For this reason it is inappropriate
(despite empirical work in political science that purports to do so, as de-
scribed in Carter and Schap, 1990, p. 111) to evaluate an executive’s
performance with respect to restraining expenditures merely by counting the
number of vetoes cast or the number of dollars in the budget eliminated by
explicit veto action. An executive’s influence is actually exercised much more
subtly and earlier in the process, whether or not an actual veto subsequently
materializes. The appropriations committee is concerned with the formal
authority that can be exercised by the executive, to be sure, but the agenda-
setting committee is equally concerned with the preferences of the executive
over budgetary legislation, since it is the combination of type of veto author-
ity and executive preferences that determines the possible exercise of the
executive’s veto prerogatives. A fiscally austere executive might never need
actually to exercise a veto: the executive’s reputation may be enough to cause
the appropriations committee to release a scaled-down budget that will es-
cape veto.
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The issue of executive reputation is just part of a larger set of issues that
involve signaling, rhetoric, threats, commitment and strategic revelation of
own preferences by the executive in budgetary processes characterized by
uncertainty. For convenience I will refer broadly to these issues here as
communication strategies. The issues themselves are as complex as real-
world politics. The models that explore communication strategies tend to
offer isolated insights rather than sufficient generality to cover the entire set
of relevant issues under alternative forms of veto authority (static analysis)
for a process that may be repeated over time (dynamic analysis). Some
articles are limited to the strategic communication between Congress and
President specifically, and thus deal only with the all-or-nothing veto (against
perhaps a situation of no veto authority) to the exclusion of other veto forms.
Since this essay concerns item veto, I shall only briefly mention the primary
feature in such articles and merely reiterate the point that the insights they
provide await application in models exploring the full range of possible veto
forms, particularly item veto authority. Matthews (1989) explains how execu-
tive veto threats communicate information concerning executive preferences
that would not otherwise be available at the budget proposal stage, with the
consequence that veto is then (sometimes, but not always) subsequently
avoided. Ingberman and Yao (1991a, 1991b) note that an executive incurs a
political cost in the form of reduced perceived effectiveness whenever a veto
is threatened under specified conditions but is not actually exercised when
those conditions subsequently arise; consequently, executive rhetoric con-
taining veto threats becomes a strategy of credible commitment (cost
avoidance) and provides a means by which the executive can secure legisla-
tion that is better than that which is minimally acceptable to the executive.
McCarty (1997) develops a dynamic analysis that concerns itself with re-
peated budgetary interaction over time between a President and Congress in
which vetoes in the early stages of a presidency could be used to establish a
reputation that yields legislation more favorable to the executive in subse-
quent periods. Interestingly, the mere threat of such presidential
reputation-building actions can cause there to arise an early ‘honeymoon
period’ during which legislative outcomes favorable to the executive are
enacted; the ‘honeymoon’ is over once the timeframe for reputation-building
passes. Cameron and McCarty (2005) incorporate the communication aspects
reviewed here into a core model of veto bargaining between Congress and
President.

Articles involving communication strategy that address the full range of
types of veto authority include Schap (1986), which explains that there is
an optimal level of preference revelation for a strategic executive confront-
ing a strategic agenda-setter: too little information revelation hinders the
agenda-setter’s search for a budget that withstands subsequent executive
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veto, a veto the executive would prefer to avoid had a more suitable (to the
executive) legislative outcome been presented for executive action; too
much information revelation has the executive giving away the store, so to
speak, in that the agenda-setter may then orchestrate an outcome so mini-
mally acceptable to the executive that it denies to the executive gains that
would otherwise accrue if the executive’s most preferred budget were to be
only hinted at within a range, but not precisely revealed to the agenda-
setter. Interestingly, revealing less than perfect information about own
preferences works to the strategic benefit of the executive in the model
under either all-or-nothing veto authority or item veto authority, but not
when the executive has item reduction veto authority, because the execu-
tive’s enhanced flexibility precludes credible commitment to the kind of
discrete choices the agenda-setter would find dangerous and would protect
against, to the benefit of the executive. Dearden and Husted (1990) also
consider communication strategy under uncertainty for various veto author-
ity forms and add the feature of executive budget proposal authority. In the
model the executive optimally designs the proposal so as to somewhat (but
not completely) signal executive preferences. Existence of executive pro-
posal authority is linked to a reduced frequency of actual exercise of the
veto, even when (as is typical in the model) the proposal represents strategi-
cally something other than the executive’s ideal budget. Dearden and Schap
(1994) further explore executive proposal authority in conjunction with
veto authority of various types in an analysis that can be likened to that of
sequential monopoly in the field of industrial organization, where the pre-
mier questions are whether monopoly at a second stage of production
yields additional rents to the monopolist and whether economic efficiency
suffers as a consequence. In the context of a budget process, which in the
model calls for the legislature to act (that is vote) on any proposal without
amendment possibility, the issues are: (1a) whether an executive with a
given form of veto authority and no proposal authority would gain power if
granted the authority to submit a proposal; (1b) whether an executive with a
given (weak) form of veto authority and the authority to submit a proposal
would gain power if granted enhanced veto authority; and (2) whether
outcomes from a process featuring for the executive both proposal and veto
authorities would be efficient (in the sense of belonging to the Pareto set, as
in Schap (1988), described already). Findings with respect to the issue of
executive power depend critically on assumptions concerning knowledge
about executive preferences in the legislature and how the legislature reacts
to knowledge concerning the existence of exploitable (by the executive
with proposal authority) voting intransitivities. With regards to efficiency
of outcomes, efficiency is shown to decline as veto authority is enhanced
(again, similar to Schap, 1988).
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Having begun this section with a discussion of cycling and instability in
legislative processes, I come full circle by returning to that issue again briefly
by mentioning the major findings in Hammond and Miller (1987) as concerns
executive veto. The article does not address item veto because it concerns the
institutional features actually built into the Constitution of the United States,
so mentioning it here is a bit of an aside. Nonetheless, I note that the rather
famous article suggests: (1) the executive veto serves to create stability whereas
legislative override works against this stabilizing feature; and (2) the institu-
tion of bicameralism (not addressed in the other executive veto models
surveyed) in interaction with executive veto authority tends to induce stabil-
ity despite the destabilizing presence of legislative override.

Closing remarks
I have attempted in this chapter to explain as plainly as possible some of the
complexities associated with predicting the effects of line item veto authority.
Those wishing to participate seriously in the debate concerning the likely
effects of instituting presidential line item veto authority would be wise to
familiarize themselves also with the empirical literature describing the effects
of alternative veto forms at the state level and the empirical literature describ-
ing the idiosyncratic interplay of budgetary politics between Congress and
President. The contribution of this chapter has been to distill the important
lessons from the theoretical literature concerning the effects of executive line
item veto authority and to present that distillation in an accessible, non-
technical form. The lessons explained here should deepen the understanding
of line item veto as an institution in ways that cannot be accomplished by
reading the empirical literature alone. Moreover, the text here may help
readers appreciate more fully the context and the content of recent empirical
testing focused on some of the theories described herein, such as that pre-
sented in Cameron, Lapinski and Riemann (2000) testing the relative merits
of the coordination model of Matthews (1989) and the commitment model of
Ingberman and Yao (1991a).

The theoretical literature that has been reviewed conceptualizes the budge-
tary process as one in which members of a legislature and the executive are
concerned about spending levels for a variety of issues in a policy space. In
some recent studies the theoretical focus has been shifted toward conceiving
of the legislative process as unfolding as political actors concern themselves
not so much with spending levels for various public goods (or publicly
provided goods), but instead with pork (that is, the benefits of spending,
regardless of purpose, to each actor’s own constituents). The shift may have
been fueled in part by empirical work by Grier, McDonald and Tollison
(1995) that links presidential veto use to the votes of senators from those
states important to the election prospects of the President and the President’s
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party. One study of executive veto using the pork-barrel perspective is McCarty
(2000), but the study focuses on the interplay between Congress and Presi-
dent to the exclusion of addressing item veto. The paper by Indri7ason (2001)
on the other hand addresses item veto from the pork-barrel perspective with
specific reference to the issue of strategic executive credit claiming. I refer-
ence the studies because anyone wishing to understand the likely effects of
instituting item veto authority for the President will want to take note of the
alternative perspective utilized. Whether the shift in theoretical focus that
appears to be underway bears substantial fruit awaits further modeling efforts
and, of course, empirical testing.
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18 An analysis of the UN Security Council veto
Nevila Kote

1 Introduction
Recent events in conjunction with the US invasion of Iraq brought to the
forefront the veto power issue as it is exercised by a member of the United
Nations Security Council (UNSC), an issue which had been long over-
looked. Five permanent members of the UNSC have the veto power. These
members of the UN Security Council (the United States, Russian Federa-
tion – formerly known as USSR, United Kingdom, France and China) have
often exercised this power in opposition to majority rule, which gave rise to
dissatisfaction with the veto and a call for its abolition. Advocates for
retaining the veto power have argued that its use is important in a governing
structure such as the Security Council, although they admit that the way it
is invoked, as well as the issue of who should have the right of veto, may
have to be reexamined.

This chapter provides an analysis of the use of veto power in the context of
the United Nations Security Council (UNSC). The economic and political
literature reports on both theoretical and empirical analysis of the vetoes
exercised by US presidents in the federal budget process. Few studies, how-
ever, have dealt with the veto power of the permanent members of the United
Nations Security Council.

The organization of the chapter proceeds as follows: section 2 provides a
brief review of the veto. Section 3 presents a survey of some of the choice
models which incorporate the veto power. Section 4 spells out the theoretical
framework, empirical model, data, method and estimation results. The final
section is the conclusion.

2 The veto power: definitions
The term veto is defined as the power or right vested in one branch of
government to cancel or postpone the decisions or enactments taken by
another branch of the government. The most notable example is the right of
the United States President or governor to refuse to sign bills passed by their
respective legislature bodies.

The origin of the veto power goes back to the Roman Empire where it was
established in 509 BC, when the upper-class families, called ‘patricians’ over-
threw the monarchy. The Republican Constitution substituted the monarch
with two patrician executive officials, known as consuls, and elected them for
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a one-year term, where each of them had the right of veto over the actions of
the other (Watson, 1993).

To avoid a paralysis in the conduct of government affairs, each consul was
allowed authority of the city on alternate months, and when both were away
from Rome in battle, they took command on alternate days. The consuls did
act together, however, for example, to convene the Senate or Assembly as
evidenced by the number of laws that bore their joint names. Thus, the veto
was initiated in the Roman Republic as a means of checking the arbitrary
exercise of political power (Watson, 1993).

In sixteenth-century England, the veto power was a part of the constitu-
tional system and was later adopted in America during the colonial period.
After independence, the veto power was vested in the governors of some of
the American states, and ultimately, a similar power was granted to the
American President by the delegates of the Constitutional Convention of
1787 (Watson, 1993).

By exercising the power of veto, a President forces the Legislature to
materially change a bill so that it will be acceptable to the Executive branch,
or force the Congress to ‘re-pass’ a bill by a two-thirds vote rather than by
simple majority or ‘kill’ a bill altogether. Two types of veto are reviewed
here: the executive veto and the veto in the Security Council.

The executive veto
At least one of four types of veto rules can be found in the constitutions of the
US federal government and those of the 50 states. These rules are: no veto,
the all-or-nothing veto, the item veto, and the item reduction veto. If the
executive is permitted ‘no veto’, the executive must simply accept the legisla-
tive outcome. In the US federal budget process, the executive is permitted the
‘all-or-nothing veto’; the executive may accept the legislative outcome or
exercise a veto. A veto of a spending bill translates into a reversion level of
spending such as the last period’s spending levels. If the executive is given an
‘item veto’, the executive may accept the legislative outcome, or veto any
item in the budget to its respective reversion level, while leaving the other
items to the levels specified by the legislature. In case the executive is permit-
ted the ‘item reduction veto’, the executive may exercise any of the options
permitted in the ‘item veto’ plus the option to reduce any item up to its
respective reversion.

Perhaps the most familiar and often talked about issues of the veto power
are associated with the US federal budget. The federal budget process is
lengthy and quite complex (for a review see Ott, 1993). Another type of veto
is the so-called ‘pocket veto’. In the federal budget process, if Congress has
adjourned, preventing the return of a bill passed by both houses, the President
may withhold his signature beyond the constitutionally prescribed 10-day
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action period. In this case the bill neither becomes law nor is it returned to
Congress for further action (pocket veto). But, unlike the case when a vetoed
bill is returned to a House in session, Congress does not have an opportunity
or constitutional authority to override a pocket veto (Galemore, 1997).

Between 1789 and 1997, 41 Presidents have exercised their veto authority
2532 times, of which, 1465 have been regular vetoes and 1067 have been
pocket vetoes. Congress has challenged the President’s veto 306 times, and
succeeded in overriding it on 105 occasions (Galemore, 1997).

For the purpose of controlling government spending and the Federal budget
deficit, in 1997 the President was given the authority to exercise a line-item
veto on the budget, which follows the same procedure as any other veto from
the President. The item veto authority allowed the President to cancel discre-
tionary appropriations, any new item of direct spending (entitlements and
other mandatory programs), and a certain number of limited tax benefits
(Fisher, 2004). In 1998, the US Supreme Court ruled 6–3 that the line-item
veto was unconstitutional. The Supreme Court argued that the law gave too
much power to the executive branch, taking away from the power given to
Congress by the US Constitution.

The veto in the UN Security Council
The United Nations Charter was founded by the representatives of 50 coun-
tries at the United Nations Conference on International Organization, which
met at San Francisco from 25 April to 26 June 1945 (Finch, 1945). The
United Nations officially came into existence on 24 October 1945, when the
Charter was ratified by China, France, the Soviet Union, the United States,
the United Kingdom and a majority of other countries (Reston, 1946). Today
nearly every nation in the world belongs to the UN. Articles of the UN
Charter enumerate its functions:

● Maintain international peace and security
● Develop friendly relations among nations based on respect for the

principle of equal rights and self-determination of peoples
● Achieve international co-operation in solving international problems
● Be a center for harmonizing the actions of nations in the attainment of

these common ends (UN website: www.un.org).

The organs of the UN are the General Assembly, the Security Council, the
International Court of Justice, the Secretariat, the Economic and Social Council
and the Trusteeship Council. The two main bodies whose voting power is of
interest in this chapter are the General Assembly and the Security Council.

The General Assembly, in which all members are represented with equal
voting rights, may discuss ‘any questions or matters within the scope of the
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present Charter’ and more specifically ‘any questions relating to the mainte-
nance of international peace and security brought before it by any member of
the United Nations, or by the Security Council’ or, under certain conditions,
by a non-member state (UN Charter). The General Assembly’s duty is to
discuss questions and situations and ‘push’ the Security Council to take
action, but does not itself take a specific action with the purpose of settling a
dispute or remedying a situation. Two-thirds majority decides decisions on
‘important matters’, such as international peace and security, admitting new
members, the UN budget and the budget for peacekeeping. Simple majority
decides other matters (UN website: www.un.org).

The Security Council was designed to occupy a special position in the
organization. It has the ‘primary responsibility for the maintenance of inter-
national peace and security’. The Security Council may, on its own initiative,
at the request of any member of the Organization, or on the recommendation
of the General Assembly, or as a result of action taken by the Secretary
General, investigate ‘any dispute, or any situation, which might lead to inter-
national friction or give rise to a dispute’ with the purpose of determining
‘whether the continuance of the dispute or situation is likely to endanger the
maintenance of international peace and security’. If it finds the dispute or
situation to be so it may recommend appropriate procedures or methods of
adjustment. It has, however, no power to impose its views on the members or
non-members (UN website: www.un.org).

There are currently 15 Council members. Five of these are permanent
members; the other ten are elected by the General Assembly for two-year
terms. Decisions of the Council require nine yes votes. Except in votes on
procedural questions, a decision cannot be taken if there is a no vote or a veto
by a permanent member.

In the Security Council any one of the five permanent members can veto a
resolution. A resolution is considered vetoed if a sufficient number of mem-
bers have voted for the resolution, and the negative vote of a permanent
member is ‘what stops’ the resolution from passing.

There are two main differences between the veto power of a permanent
member of the Security Council and the veto power of the President of the
United States:

● The permanent member of the Council can veto the whole resolution
and no action will be taken; the President of the US can veto the entire
budget and before the Supreme Court ruling he could veto a single
item in the budget (the line-item veto)

● The US Congress has the power to override the President’s decision by
a two-thirds majority vote; whereas the permanent member’s veto in
the Security Council is final (cannot be overridden).
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3 Modeling choice with veto authority: a brief review
The literature on the veto power is relatively recent, originating in the 1970s.
It falls into two types: theoretical and empirical. Among the first group are
studies by Schap (1986, 1988), Carter and Schap (1987), Matthews (1989),
Dearden and Husted (1990) and Winter (1996). Empirical analysis is given in
studies by Lee (1975), Newcombe, Ross and Newcombe (1970), Newcombe
and Allett (1981), Copeland (1983), Rohde and Simon (1985), Woolley (1991)
and Holcombe and Sobel (1996).

In this section, I focus briefly on four theoretical models: Schap (1986) and
Carter and Schap (1987); Matthews (1989) and Dearden and Husted (1990)
models. These models put forth propositions relevant to the study framework.
A basic ingredient of Schap’s (1986) model is the assumption of incomplete
information about the President’s preference regarding budget outcome. The
assumption of legislative uncertainty is developed where the legislator’s budget
choices (enacting budget appropriations) are made under less than complete
information. The Carter–Schap model of 1987 explores the induced equilib-
rium budgetary outcome of different specifications of the executive veto and
provisions for legislative override of that veto.

Matthews (1989) frames the budget process as a bargaining game between
the executive and the legislative branches of the US federal government. The
game has two players: a chooser and a proposer, the preferences of the
chooser are assumed to be not known to the proposer. In the President–
Congressional budget process, the Congress is the proposer of the budget
outcome and the President is the chooser. The choice set consists of two
outcomes: the proposer budget and the status quo. It is assumed that only the
President knows which proposer’s budget (appropriation bill) he would pre-
fer to the status quo. Consequently, Congress is uncertain about which bills
would be vetoed. The President’s rhetoric during the budget process serves to
eliminate some of this uncertainty.

Dearden and Husted’s (1990) model replaces rhetoric by signal. It intro-
duces executive signaling of budgetary preferences to the Legislature through
the executive budgetary proposal. The authors demonstrate that the executive
may strategically present a budget proposal that differs from his ideal budget
in order to influence the Legislature’s beliefs of his preferences and thus
ultimately reach a more favorable outcome.
From these four studies one distinguishes three forces at play in the decision
process:

1. Market structure: A ‘market structure’ characterized by incomplete infor-
mation

2. Players: The two sides (players in the market do not posses equal power).
The President, one of the players, possesses presidential veto; the legis-
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lator has no such authority. The authority is secondary in that the legisla-
tor can override the presidential veto.

3. Outcome: The outcome is uncertain as it depends on the strategic behavior
of the players and the degree of information that is available to ‘market’
participants.

Selecting a theoretical model for the analysis of the UNSC veto I use the
following criterion: is the model capable of answering the question: Why is
the veto power exercised? And, if it is exercised, does the veto affect the
outcome?

Both the Schap (1986) model and Matthews (1989) model provide a useful
framework for addressing these questions.

4 The veto power of the permanent members of the Security Council
As a starting point I use the structure-induced equilibrium model developed
by Schap (1986) to illustrate the decision-making process of the UN Security
Council. In applying this model to the choice set facing members of the
Security Council, I begin with a description of the decision-making process
at the UN. This is depicted in Figure 18.1.

The Security Council’s voting process, although similar to that of the US
federal budget process (that is policy space, players and outcome), differs
from it in that there are more than two players in the game. A proposal for
action could come from either the member of the Security Council or General
Assembly. The Security Council would then take action in the form of a
resolution, hence determining the outcome. Any of the five permanent mem-
bers has the power to veto the resolution. A resolution is said to be vetoed if
the majority of the Council has voted in one direction, and the resolution
does not pass because of the veto. Given that voting in a committee such as
the UNSC is a multi-dimensional issue, and therefore complex to generalize
in a model, assumptions have to be made regarding the preferences of the
Council. Hence, it is assumed that there is an agenda-setter who brings up the
issues to be voted upon. It is further assumed that the agenda-setter’s peak
preference is preferred by the majority against the status quo. Following the
Schap model, the Security Council decision process is described in the next
section.

4.1 Structure-induced equilibrium
Let the Security Council be faced with a vector x Œ X Ã Rm, where each
element of x refers to one of the items in m items voted upon. The agenda-
setter’s preference represented by (M) and a permanent member (P) are
considered. For each individual i preferences defined on X are fixed and
given; these are described by the binary operators Ri, Pi and Ii, applied in the
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Figure 18.1 Decision-making process at the United Nations

conventional sense of weak preference, strict preference and indifference.
Ri(x) represents the set {y:yRix}; Pi(x) and Ii(x) analogously. Let r represent
the veto options available. Preferences and preference sets for the members
of the Security Council can similarly be described.

It is assumed that we are at the stage where the proposal is presented to the
Security Council. The voting outcomes are either secured by the agenda-
setter, or vetoed by the permanent member. Any proposal to the Council is
always voted against a reversion outcome x0, which is the default vector of
action. This reversion outcome could either be the zero vector or the item
vector from the previous period.

When the proposal is presented to the Council for approval, if the proposal
is to leave the outcome at x0 (the default vector) it is assumed that the
permanent member is powerless to change it. If the proposal ‘requests’ y π x0,
then r dictates the options available as follows: V(y, x0, r) represents the set of
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all resolutions that can be achieved given the outcome set by the agenda-
setter, y, the reversion outcome x0 and the veto rule r. It is further assumed
that the Council will prefer the agenda-setter’s peak preference to the status
quo. The permanent member may decide to exercise or not exercise the veto
power, thereby y Œ V(y, x0, r). And the permanent member chooses the best
element from V(y, x0, r) in terms of RM, since it is assumed that the permanent
member will use veto power if such action makes him strictly better off.
Perfect information is initially assumed, which means that the preference set
of the permanent member is known. The setting with perfect information is
depicted in Figure A18.1 in the Appendix.

An alternative scenario is to assume imperfect information. The outcome
will depend on whether the agenda-setter is risk-neutral or risk-averse. For
discussion on this type model see Schap (1986).

4.2 The empirical analysis
Schap’s theoretical framework described in the previous section shows the
scenario(s) and outcomes of voting. To explore empirically the implications
of the veto exercised by a permanent member of the UNSC on the outcome
few modifications are needed. Here I draw on the choice model of Andersson
and Harsman (1997). The model is essentially a median voter model. This
was modified by assuming the decisive vote is the agenda-setter and secondly
that the choices exercised by members of the UNSC are in the nature of
global public goods (see Ott, 2002 for definitions). The model consists of a
utility function and a budget constraint. However, the model assumes that the
cost of the global public good (the issue to be voted on) is shared equally
among members. The vetoer, the decision maker, determines the provision of
the global public good. The decision maker maximizes his utility without
leaving room for voting according to individual preferences. The maximization
problem then is the same for both players except that individual preferences
of the vetoer could be different from those of the agenda-setter.

From the maximization condition, the empirical model is derived. The
estimated equation, data, methodology and results are given below.

4.3 Data exploration
The composition of the UNSC consists of the five permanent members and
ten other non-permanent members elected by the General Assembly. The
non-permanent members of the Security Council are elected for a term of two
years. Since 1965, two of the four additional members are chosen for a term
of one year. A retiring member is not eligible for immediate re-election. Table
A18.1 in the Appendix summarizes the membership in the Security Council.

The presidency is held in turn by Council Member States in the English
alphabetical order of their names, each holding office for one month. Based
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on amendments to the UN Charter, 10 non-permanent members would be
elected according to the following pattern: five from African and Asian coun-
tries; one from Eastern European countries, two from Latin American and
Caribbean countries; and two from Western European and other countries.
These amendments took effect in 1965, having been ratified by more than
two-thirds of UN members, including all the permanent members of the
Security Council (UN website, www.un.org). Currently 189 countries are
members of the General Assembly of the United Nations.

Current discussions related to reforming the Security Council allude to
allowing more countries to participate in the Council as Permanent Members,
given the ‘unfair’ representation in the Council. To shed light on this issue, I
briefly review the membership in the council by region. Looking at the non-
permanent member countries that have served in the Council by region and
the number of terms, unequal distribution can be observed (Table 18.1). Latin
America, Eastern European and Asian countries have had less representation
in comparison to other regions. Over 40 per cent of the countries in these
regions have never served in the Council. Western Europe has the greatest
percentage of countries that have served in the Council multiple times. Table
18.2 summarizes the number of terms each non-permanent member country
has served in the Council by number of terms and region between 1946 and
2004.

For the purpose of illustrating the countries that have served multiple times
in the Council, Table 18.2 was compiled. This table summarizes countries that
have served in the Council four or more times. Such countries are Belgium,

Table 18.1 Distribution of Security Council member countries by region
and number of terms in the Council

Eastern Latin Western
Terms Africa Asia Europe America Europe

0 27.78% 56.25% 55.00% 42.42% 25.00%
1 44.44% 22.92% 15.00% 18.18% 8.33%
2 22.22% 10.42% 15.00% 12.12% 16.67%
3 3.70% 4.17% 5.00% 12.12% 29.17%
4 0.00% 0.00% 5.00% 6.06% 8.33%
5 1.85% 2.08% 5.00% 3.03% 8.33%
6 0.00% 2.08% 0.00% 0.00% 4.17%
7 0.00% 0.00% 0.00% 3.03% 0.00%
8 0.00% 2.08% 0.00% 3.03% 0.00%

Source: Global Policy Forum.
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Italy and the Netherlands in Western Europe; Panama, Venezuela, Colombia,
Argentina and Brazil in Latin America. A smaller distribution of countries in
the other regions of the world have served multiple times in the Council.

The five permanent members have not used the veto equally. There is
definitely a trend in its use. Table 18.3 provides a summary of the number of
vetoes by permanent member by decade.

Inspection of vetoes cast during the period 1946–95 suggests that countries
of the West (US, UK and France) were successful in influencing the decisions
of the Security Council without much need for the veto noticeably during the
first two decades (1946–1965) of the Security Council’s veto history. The
next two and a half decades are (until May 1990) dominated, in an enlarged
Security Council, by Third World attempts to get changes from the Western
powers on issues of concern to them, particularly Southern Africa and Pales-
tine. The two-year period 1991–92 when no vetoes were cast, reflected the
improved cooperation between permanent members and Third World coun-
tries, as demonstrated by the response of the Security Council to the Gulf
War; the ending of the East–West rivalry; and the Third World’s achievement

Table 18.2 Countries serving 4+ terms in the Security Council

Country Region No. of terms

Australia Other 4
Belgium Western Europe 4
Panama Latin America 4
Venezuela Latin America 4
Yugoslavia* Eastern Europe 4
Colombia Latin America 5
Egypt* Africa 5
Italy Western Europe 5
Netherlands* Western Europe 5
Pakistan Asia 5
Poland* Eastern Europe 5
Canada North America 6
India Asia 6
Argentina Latin America 7
Brazil Latin America 8
Japan Asia 8

Note: * One of the terms was 1 year only.

Source: Global Policy Forum.
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Table 18.3 Security Council vetoes by permanent member

Period China France Britain US USSR/Russia Total

1946–55 1 2 – – 80 83
1956–65 – 2 3 – 26 31
1966–75 2 2 10 12 7 33
1976–85 – 9 11 34 6 60
1986–95 – 3 8 24 2 37
1996–04 2 0 0 9 1 12

Total 5 18 32 79 122 256

Note: Between 1946 and 1971, the Chinese seat on the Security Council was occupied by the
Republic of China (Taiwan), which used the veto only once. The first veto exercised by the
People’s Republic of China was in 25 August 1972.

Source: Global Policy Forum.

of some of their political aims on South Africa and Palestine (UK Foreign
and Commonwealth Office).

A brief exploration of the veto is made in order to see if there is any
commonality in the use of veto by the permanent members. Given the histori-
cal ties between the USA and the United Kingdom I concentrated on issues
concerning the veto of both members. Table 18.4 summarizes issues of con-
cern for both USA and the United Kingdom, when both countries vetoed the
resolutions. Table 18.5 summarizes issues that set them apart, when resolu-
tions were vetoed by the United Kingdom, but not USA.

4.4 The empirical model
Equation 18.1 ties together economic and political characteristics of the voter
and the voted country that underlie the theoretical model discussed earlier
and derives testable hypothesis. The objective here is to identify those vari-
ables that contribute to the decision of vetoing a resolution. The estimated
equation is of the form:

Vetoi = a + bGDPi + dGDPj + fTradeij + gBlocS + hBlocO (18.1)
+ jEconi + lEconj + mGovti + qGovtj + dFreej + e

where
Veto is a dichotomous variable, which is equal to 1 when a resolution is
vetoed and 0 when not.
GDPi = log GDP per capita of the country vetoing the resolution
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GDPj = log GDP per capita of the country for which a resolution is being made
Tradeij = Trade (as a percentage of the vetoing country world trade) between
the country vetoing the resolution and the country in question
BlocS = Dichotomous variable equal to 1 when both the voter and the voted
on country are in the same bloc (bloc as specified by the Newcombe, Ross
and Newcombe, 1970 study)

Table 18.4 Multiple veto resolutions by issue

Date
Year of Vote Vetoing Member Subject

1989 23 Dec France, UK, USA Situation in Panama
1989 11 Jan France, UK, USA Complaint by Libya against US

downing of aircraft
1988 8 Mar UK, USA South Africa (Sanctions)
1987 9 Apr UK, USA Namibia question
1987 20 Feb UK, USA South Africa (Sanctions)
1986 18 Jun UK, USA Complaint of Angola against South

Africa
1986 23 May UK, USA Botswana, Zambia, and Zimbabwe

complaint against South Africa
1986 21 Apr France, UK, USA Libyan complaint against US attack
1985 15 Nov UK, USA Situation in Namibia
1984 26 Jul UK, USA South Africa questions
1982 4 Jun UK, USA Falkland Islands (Malvinas) question
1981 30 Apr France, UK, USA Question of Namibia
1981 30 Apr France, UK, USA Question of Namibia
1981 30 Apr France, UK, USA Question of Namibia
1981 30 Apr France, UK, USA Question of Namibia
1977 31 Oct France, UK, USA Situation in South Africa
1977 31 Oct France, UK, USA Situation in South Africa
1977 31 Oct France, UK, USA Situation in South Africa
1976 19 Oct France, UK, USA Situation in Namibia
1975 6 Jun France, UK, USA Namibia question
1974 30 Oct France, UK, USA South Africa (Representation in the

UN)
1973 22 May UK, USA Situation in South Rhodesia

(Zimbabwe)
1970 17 Mar UK, USA Situation in South Rhodesia

(Zimbabwe)
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BlocO = Dichotomous variable equal to 1 when both the voter and the voted
on country are in the opposing bloc (bloc as specified by the Newcombe,
Ross and Newcombe, 1970 study)
Econi – Economic slump for the voter country
Econj – Economic slump for the voted country
Govti – Government spending as a percentage of GDP for the voter country
Govtj – Government spending as a percentage of GDP for the voted country
Free = Freedom House index of the country being voted upon at the time of
the decision

To estimate the model, a choice of probability distributions for the error term
is needed. The two most commonly used distributions are: the standard normal
and the logistic. Denoting the voting choice of veto by 1 and non-veto by 0, we
model the probability of a permanent member choosing to veto a resolution by:

Prob (Veto = 1) = F(b1Z) (18.2)

Prob (Veto = 0) = 1 – F(b1Z) (18.3)

where Z denotes the vector of exogenous variables listed above and b1 de-
notes the vector of parameters.

Taking F as being a standard normal distribution results in the probit
model, while taking F as being a logistic distribution results in a logit model.

Table 18.5 UK vetoed resolutions (not vetoed by USA)

Date Vetoing
Year of Vote Member Subject

1972 29 Sep UK Situation in South Rhodesia (Zimbabwe)
1972 29 Sep UK Situation in South Rhodesia (Zimbabwe)
1972 29 Sep UK Situation in South Rhodesia (Zimbabwe)
1972 4 Feb UK Situation in South Rhodesia (Zimbabwe)
1971 30 Dec UK Situation in South Rhodesia (Zimbabwe)
1970 10 Nov UK Situation in South Rhodesia (Zimbabwe)
1963 13 Sep UK Situation in South Rhodesia (Zimbabwe)
1956 30 Oct UK, France Palestinian question: Steps for the

immediate cessation of the military action
of Israel in Egypt

1956 30 Oct UK, France Palestinian question: Steps for the
immediate cessation of the military action
of Israel in Egypt
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Both the probit and logit distributions are symmetric with zero means; the
standard normal distribution has a s2 = 1 and the logarithmic random variable
has s2 = p2/3 (Greene, 1993). Amemiya (1981) argued that no one model is
preferable over the other and that at center, both models will closely follow
each other (Amemiya, 1981, pp. 1502–507). Hence, in this analysis the logit
model will be estimated.

The logit model is applied to voting records for three of the permanent
members: USA, the United Kingdom and USSR. No estimates were made for
China and France since they exercised their veto power only 5 and 18 times
respectively.

Because issues considered in the Council vary from year to year and I am
only considering the voting records of the three permanent members, the data
is considered as time series and a separate model was built for the voting
record of each country.

The model considers both economic and political variables as determinants
in the use of veto. It is expected that permanent members will veto draft
resolutions on countries that are in the opposite bloc from them. The opposite
would be true for resolutions on countries in the same bloc. Therefore a
positive coefficient is expected for the opposite bloc (BlocO) variable and a
negative coefficient is expected for same bloc (BlocS) variable.

Trade is expected to have a positive coefficient. The higher the percentage
of trade with the country voted on, the higher the probability that the perma-
nent member will veto any draft resolution against that country.

Additional economic and civil/political freedom variables are included, as
they are believed to influence the decision of the permanent member to veto a
draft resolution.

Empirical analysis using time series data requires diagnostic tests. These
tests were performed on the economic data for the Security Council perma-
nent members, using least squares methodology. No diagnostic tests were
performed on the economic data of the impacted counties as the issues
differed over time and even though some countries came in front of the
Council multiple times, no trend was observed.

The first test to be performed is a stationarity test. Series are said to be
stationary if their mean and variance are independent of time. Using non-
stationary series for linear regressions would yield inconsistent estimates
resulting in misleading t and F tests. The Augmented Dickey–Fuller test for
unit root is used to test for stationarity on the economic variables such as
the log GDP per capita, trade and government spending as a percentage of
GDP.

An additional test that needs to be performed in a panel dataset is the
cointegration test on the economic variables in the dataset. If the variables are
cointegrated, meaning that they move together over time, the logit can be
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used for estimation and the estimates are consistent. The Durbin–Watson
statistic test in EViews was used.

The regression estimates are consistent if a disturbance term is not
autocorrelated. The disturbance term is said to be autocorrelated of order 1 if
it is a function of its lagged value plus the error term. The serial correlation
Lagrange multiplier test provided in EViews was used.

The models were estimated using SAS, given the flexibility it provides
manipulating and merging datasets.

4.5 The model variables

UN Security Council votes The dataset used to estimate the model has not
previously been used in empirical analysis. It is a panel dataset consisting of
a list of records of votes on all resolutions voted on by the Security Council
1946–1995. The dataset also includes a list of vetoed draft resolutions in the
United Nations Security Council over the same period. The Global Issues
Research Group of the UK Foreign and Commonwealth Office provided the
data. Key economic and political determinants for the countries involved
were also compiled.

The resolutions data consists of the date of the resolution, the issue, voting
results by member voting, the theme of the UN activity recommended and
the geographic region impacted. For the purpose of applying econometric
analysis to the data, countries impacted by the resolution were identified
based on the issue of the resolution.

The veto data consists of the date the veto was issued, the issue, voting
results by country and which permanent member vetoed the resolution. In
order to make the veto dataset comparable to the resolution dataset, addi-
tional information was added to the veto dataset, such as geographic region
impacted and theme of the draft resolution.

For the purpose of the empirical analysis, every public negative vote of a
permanent member on a substantive issue is counted as a veto if a sufficient
number of members of the Security Council have voted for the resolution
(there had to be 7 votes out of 11 until 1965 and 9 out of 15 from 1966
onwards), including those parts of draft resolutions and amendments. A nega-
tive vote cast by a permanent member is not considered a veto if the resolution
does not attract the required number of positive votes. The only exceptions
are those votes cast against parts of draft resolutions, which are subsequently
vetoed as a whole. In some instances these votes were not directly related to
the text of the draft resolution but were used to decide whether an issue was
procedural or not. This practice is referred to as a ‘double veto’ (UK Foreign
and Commonwealth Office).
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Economic data Economic data for the voting country and the country im-
pacted by the Security Council action or lack thereof came from different
sources. The majority of economic data was obtained from the World Bank
World Development Indicators. This data is available at the country level for
the period of 1960–1995.

Since the Security Council vote dataset starts in 1946, additional data was
gathered from Penn World Tables. This data goes back to 1950, but is more
limited in its coverage of variables.

Eurostat was an additional source of information for GDP data dating back
to 1945 for a few countries such as the USA, Japan and the UK.

Trade (imports and exports) between the permanent members of the Secu-
rity Council and trading partners was provided by UN COMTRADE data.
This data is available for the period of 1962 to 1995.

An average growth rate on the economic variables at the country level was
applied to estimate the missing data points.

UN General Assembly voting blocs A study by Newcombe, Ross and
Newcombe (1970) divided UN General Assembly members into blocs based
on their voting patterns in the Assembly for the period 1946–1963. The main
pattern discovered was that the Latin American countries joined the West
while the Afro-Asian countries joined the Soviet bloc. There was an attempt
for the creation of ‘independent blocs’ such as the Scandinavian bloc and the
Imperial bloc, but that didn’t pan out.

Given that the Security Council vote dataset starts in 1946 and ends in
1995 and the Newcombe, Ross and Newcombe bloc participation is not
available after 1963, I made the assumption that countries remained in the
same block through 1990, especially since participation in the blocs tended to
be driven by the Cold War. After 1990 no blocs were assumed.

Political and civil freedom data Political and civil freedom data was pro-
vided by the Freedom House. This data is available for the period of
1972–1995. Freedom House scores countries from 1 to 7 based on their
political and civil freedom. Freedom House variables prior to 1972 are not
available. For the period of 1946 to 1971, the civil and political freedom
values were replaced with 1972 data.

Given the different source of the variables, there were differences on how
the country name was reported, such as in some datasets the Former Republic
of Yugoslavia was reported as such, but in others it was reported as Former
Rep of Yugoslavia. In order to join the economic datasets a common country
identifier had to be created. The three-character country code (ISOCODE)
from the World Bank data was applied to the other datasets. This way an
accurate merge of the data was performed based on country and year. For
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Table 18.6 Descriptive statistics

Variable N Mean Std Dev Minimum Maximum

SRSLUMP 1147 0.3339146 0.4718153 0 1
JSLUMP 1177 0.1682243 0.3742244 0 1
FREEX 1035 4.4869565 1.9492036 1 7
LGJCGDP 791 7.6416942 1.2094849 1.8940567 9.9747138
JCG 817 25.6746345 32.0459379 –371.2259259 345.4759181
CLDWR 1270 0.3181102 0.465926 0 1
LGSRCGDP 404 8.9727164 0.0739974 8.8634381 9.0548772
SRCG 404 25.5848697 5.7383979 17.6897839 32.569477
IMPPSR 1270 –0.1022883 1.4893987 –27.608368 7.2533723
EXPPSR 1270 –1.4926638 4.3389787 –44.1475661 18.3101634
SRBLOCS 1270 0.0685039 0.2527082 0 1
SRBLOCKO 1270 0.2062992 0.4048072 0 1
LGUKCGDP 1147 8.9989661 0.8457662 7.2078084 9.9656067
UKCG 1147 9.0139632 1.1343119 6.855674 10.9498482
IMPPUK 1270 0.1232427 1.0952266 –9.9278728 12.8482829
EXPPUK 1270 0.2591629 0.8147278 –1.2235155 13.2847653
UKBLOCS 1270 0.2062992 0.4048072 0 1
UKBLOCKO 1270 0.0685039 0.2527082 0 1
LGUSCGDP 1147 9.359768 0.8695029 7.5665962 10.3351998
USCG 1147 13.7273724 1.3681777 9.8169675 16.6981165
IMPPUS 857 0.0972635 0.6227054 –3.1470627 5.5936245
EXPPUS 857 0.3600203 1.2218527 –1.0596993 13.0848308
USBLOCS 1270 0.2062992 0.4048072 0 1
USBLOCKO 1270 0.0685039 0.2527082 0 1
JFUELIMP 1104 9.586082 12.5004304 0 100
JFUELEXP 1104 10.3884677 23.6304642 0 100
JARMGDP 1213 0.0046585 0.0248824 0 0.2926531
JGDPCUUS 834 2.14E+12 6.66E+12 34500000 2.99E+13
JOPENK 1125 43.2144969 35.0943434 0 100
JTRDGDP 1086 46.6033904 37.168347 0 100
JAIDGNI 1086 6.224195 14.7528833 0 100
JMILITAR 202 16.4849698 7.8429862 4.5572 42.3088
JFOODIMP 1104 15.6610031 20.4378507 0 100
JARMEXP 1029 198545190 1832178033 0 29100000000
JGDPPCUS 1086 4087.67 5540.75 0 67433.28
JMGDPCX 1177 0.9668649 0.1790653 0 1
JMCG 1177 0.3857264 0.4869733 0 1

resolutions or draft resolutions that impacted the United Nations, the world
economic variables from World Development indicators were applied.

The summary statistics are presented in Table 18.6, where:
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SRSLUMP – Dummy variable for USSR (Russia after 1990) economic
slump

JSLUMP – Dummy variable for voted country economic slump
PFREEX – Partially Free dummy variable for the voted country based

on Freedom House Index
FREEX – Free dummy variable for the voted country based on Free-

dom House Index
LGJCGDP – Log of GDP per capita for the voted upon country
LGJCG – Log of government spending as a percentage of GDP
CLDWR – Cold war dummy variable for votes after 1990
LGSRCGDP – Log of USSR GDP per capita
LGSRCG – USSR government spending as a percentage of GDP
IMPPSR – USSR imports as a percentage of USSR world imports
EXPPSR – USSR exports as a percentage of USSR world exports
SRBLOCS – Same bloc dummy variable for USSR
SRBLOCKO – Opposing bloc dummy variable for USSR
LGUKCGDP – UK government spending as a percentage of GDP
LGUKCG – UK government spending as a percentage of GDP
IMPPUK – UK imports as a percentage of UK world imports
EXPPUK – UK exports as a percentage of UK world exports
UKBLOCS – Same bloc dummy variable for UK
UKBLOCKO – Opposing bloc dummy variable for UK
LGUSCGDP – Log of USA GDP per capita
LGUSCG – USA government spending as a percentage of GDP
IMPPUS – USA imports as a percentage of USA world imports
EXPPUS – USA exports as a percentage of USA world exports
USBLOCS – Same bloc dummy variable for USA
USBLOCKO – Opposing bloc dummy variable for USSR
JFUELIMP – Fuel imports as a percentage of total imports for the voted

country
JFUELEXP – Fuel exports as a percentage of total exports for the voted

country
JOPENK – Exports plus imports divided by GDP (constant prices) is

the total trade as a percentage of GDP for the voted country
JPOPG – Voted country population growth
JTRDGDP – Voted country trade over GDP
JAIDGNI – Voted country aid as a percentage of GNI
JMILITAR – Voted country military spending as a percentage of GDP
JFOODIMP – Voted country food import as a percentage of total import
JARMEXP – Voted country arm export (1990 constant US $)
JGDPPCUS – Voted country GDP per capita (constant US dollars)
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4.6 Estimation results
A logit model was performed on the voting data by vetoing country for three
of the permanent members: USSR (Russian Federation after 1991); the United
Kingdom and USA. The model estimates the probability that a member will
exercise the veto (VETO = 1).

Table 18.7 summarizes the regression results for each permanent member
where missing data was replaced in order to consider voting records which did
not have the necessary economic or political information. Missing economic
data points were replaced applying a growth rate from the next available data
points. The political variable, the Freedom House Index, is only available since
1972. For records prior to 1972, the default was 1972. The exceptions were the
former Soviet Union countries and former Yugoslavia countries, where the
default was the Soviet Union and Serbia and Yugoslavia values respectively.
The definition for ‘Same Bloc’ and ‘Opposing Bloc’ for the period between
1963 and 1990 was kept the same as those for the period 1960–63. This
assumption seems reasonable since we notice a bipolarization of the General
Assembly voting as we go towards the 1960s. With the end of the Cold War in
the 1990s, the ‘Same Bloc’ and ‘Opposing Bloc’ variables take a value of zero.
Dummy variables for missing values on determinants were also added.

The missing value dummy for GDP per capita is only significant in the
USSR model. By replacing missing values we lowered the probability of
USSR exercising its veto power. Economic variables such as GDP per capita
of the voted-upon country are significant in the USSR and USA models,
while in the UK model GDP per capita is not. A country with a higher GDP
per capita increases the probability that USA will veto a draft resolution; the
opposite is true for USSR. Government spending as a percentage of GDP is
significant only in the USA model. The more involved the government is in
economic activity, the higher the probability that USA will veto a draft
resolution. Exports are significant in the USA and UK models but the impact
on the probability of the veto is of the opposite sign. The Freedom Index
dummy is only significant in the USSR model; an ‘increase’ in political/civil
freedom lowers the probability that USSR will veto a daft resolution. The
variables in Table 18.7 are as follows:

I - represents the voting country
INTERCPT – Intercept
I-SLUMP – Economic slump for the voting country
JSLUMP – Economic slump for the voted-upon country
FREEX – Dummy variable for political and civil freedom
LGJCGDP – Log of per capita GDP for the voted-upon country
LGJCG – Government spending as a percentage of GDP for the voted-

upon country
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LGCGDP_I– Log of per capita GDP for the voting country
LGCG_I – Government spending as a percentage of GDP for the voting

country
IMPP_I – Import between the voting country and the voted-upon coun-

try as a percentage of total imports for the voting country
EXPP_I – Export between the voting country and the voted-upon coun-

try as a percentage of total exports for the voting country
I_BLOCS – Same bloc dummy variable for the voting country
I_BLOCO – Opposing bloc dummy variable for the voting country
CLDWR – Dummy variable which is equal to 1 for the period 1945–90

and 0 after the Cold War
JMGDPCX – Dummy variable for missing GDP per capita data for voted-

upon country
JMCG – Dummy variable for missing Government spending as a per-

centage of GDP for voted-upon country

Additional variables are added in the model in order to understand the use
of veto. Dummy variables for each geographic region to which the voted
country belongs were added. Also, additional variables such as aid as a
percentage of GNI, imports as a percentage of trade for the voted-upon
country and fuel imports as a percentage of total import were added. The
expanded model results are summarized in Table 18.8 (p. 316), where:

AFRICA – Dummy variables for region of the country voted upon –
Africa

WEST – Dummy variables for region of the country voted upon –
Western Europe

SOVIET – Dummy variables for region of the country voted upon –
Eastern Europe

MEAST – Dummy variables for region of the country voted upon –
Middle East

LAMER – Dummy variables for region of the country voted upon – Latin
America

ASIA – Dummy variables for region of the country voted upon – Asia
JFUELIMP – Fuel imports as a percentage of total imports for the country

voted upon
JTRDIMP – Imports as a percentage of total trade for the voted-upon

country
JAIDGNI – Aid as a percentage of GNI for the voted-upon country

Worth noting in the extended model, is that Aid as a percentage of GNI is
significant in all three models. An increase in the percentage of Aid lowers
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the probability that a permanent member will veto a draft resolution. This is
true for all three countries’ models. Also, the Western Europe dummy vari-
able is significant for the USSR veto. Being a country in Western Europe
increases the probability that USSR will veto a draft resolution. Lastly, the
Same Bloc and Opposing Bloc dummy variables are significant in the UK
model. Their signs suggest that if the country voted upon belongs to the same
bloc as the UK, the probability that the UK will veto the draft resolution is
lower, while if the country is in the opposing bloc, the UK is more likely to
veto a draft resolution.

5 Conclusions
This chapter is an empirical analysis of the use of the veto power in the
Security Council and investigates political, economic and geographical fac-
tors that give rise to its use. It analyses the veto’s outcome and how it differs
from majority rule.

The structure-induced equilibrium model developed by Schap (1986) on
the budgetary process in the United States was used to illustrate the impact of
the veto in the Security Council. Treating Security Council permanent mem-
bers as utility maximizers, the Andersson–Harsman (1997) model was applied
to empirically investigate the veto option. The Andersson–Harsman model is
a median voter model, hence it was modified to reflect those choices exer-
cised by members of the UN Security Council.

An econometric framework was used to identify the exogenous variables
determining what makes a permanent member of the UN Security Council
veto a given resolution. In order to accomplish this task, a dataset is used,
consisting of a list of records of votes on all resolutions passed by the
Security Council over the period 1946–95, including a list of vetoed draft
resolutions in the United Nations Security Council for the same time period.
Country-specific economic, political and geographic indicators were com-
piled for use in the empirical analysis.

The study findings are summarized as follows: first, economic variables
specific to the countries voted upon are significant in the permanent mem-
ber’s use of veto. However, the direction of the impact varies between members.
For example, an increase in the GDP per capita of the voted-upon country
increases the probability that the United States will veto a draft resolution. In
the case of the USSR, this variable (GDP per capita) is associated with a
decrease in the probability. Other economic variables of the countries voted
upon, such as government spending as a percentage of GDP, exports and
imports as a percentage of world trade on the permanent member were also
significant in the use of veto by a permanent member.

Second, political determinants such as the civil and political freedom vari-
ables were also significant. Of note is the finding that USSR had a lower
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probability of using its veto, the freer is the country in question. The bloc
‘membership’ variable was significant only in the UK model.

Third, the region a country belongs to turned out to be significant only in
the USSR model, where belonging to Western Europe increased the probabil-
ity that USSR would veto a draft resolution concerning that particular country.

Overall, economic, political and geographic determinants were significant
in the use of veto by the permanent members, even though that didn’t hold
true for all models.
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Appendix

Table A18.1 Membership in the Security Council

Term in Council Member States

Jan 1946–Dec 1947 Australia, Brazil, Egypt (1946 only), Mexico (1946
only), Netherlands (1946 only), Poland

Jan 1947–Dec 1948 Belgium, Colombia, Syrian AR(2)
Jan 1948–Dec 1949 Argentina, Canada, Ukrainian SSR
Jan 1949–Dec 1950 Cuba, Egypt, Norway
Jan 1950–Dec 1951 Ecuador, India, Yugoslavia
Jan 1951–Dec 1952 Brazil, Netherlands, Turkey
Jan 1952–Dec 1953 Chile, Greece, Pakistan
Jan 1953–Dec 1954 Colombia, Denmark, Lebanon
Jan 1954–Dec 1955 Brazil, New Zealand, Turkey
Jan 1955–Dec 1956 Belgium, Iran, Peru
Jan 1956–Dec 1957 Australia, Cuba, Iraq, Yugoslavia (1956 only –

resigned)*
Jan 1957–Dec 1958 Colombia, Philippines (1957 only)*, Sweden
Jan 1958–Dec 1959 Canada, Japan, Panama
Jan 1959–Dec 1960 Argentina, Italy, Tunisia
Jan 1960–Dec 1961 Ecuador, Poland (1960 only – resigned)*, Ceylon (Sri

Lanka)
Jan 1961–Dec 1962 Chile, United Arab Republic (Egypt), Liberia (1961 only

– resigned)*, Turkey (1961 only)*
Jan 1962–Dec 1963 Ghana, Ireland (1962 only)*, Venezuela, Romania (1962

only – resigned)*
Jan 1963–Dec 1964 Brazil, Morocco, Norway, Philippines (1963 only)*
Jan 1964–Dec 1965 Bolivia, Côte d’Ivoire, Czechoslovakia (1964 only –

resigned) (1)
Jan 1965–Dec 1966 Jordan, Malaysia*, Netherlands, Uruguay
Jan 1966–Dec 1967 Argentina, Bulgaria, Japan, Mali, New Zealand (1966

only)*, Nigeria, Uganda (1966 only)* (3)
Jan 1967–Dec 1968 Brazil, Canada, Denmark, Ethiopia, India
Jan 1968–Dec 1969 Algeria, Hungary, Pakistan, Paraguay, Senegal
Jan 1969–Dec 1970 Colombia, Finland, Nepal, Spain, Zambia
Jan 1970–Dec 1971 Burundi, Nicaragua, Poland, Sierra Leone, Syria AR
Jan 1971–Dec 1972 Argentina, Belgium, Italy, Japan, Somalia
Jan 1972–Dec 1973 Guinea, India, Panama, Sudan, Yugoslavia
Jan 1973–Dec 1974 Australia, Austria, Indonesia, Kenya, Peru
Jan 1974–Dec 1975 Belarus, Cameroon, Costa Rica, Iraq, Mauritania
Jan 1975–Dec 1976 Guyana, Italy, Japan, Sweden, UR of Tanzania
Jan 1976–Dec 1977 Benin, Libyan AJ, Pakistan, Panama, Romania
Jan 1977–Dec 1978 Canada, Germany, India, Mauritania, Venezuela
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Jan 1978–Dec 1979 Bolivia, Gabon, Kuwait, Nigeria, Czechoslovakia (1)
Jan 1979–Dec 1980 Bangladesh, Jamaica, Norway, Portugal, Zambia
Jan 1980–Dec 1981 German Democratic Republic, Mexico, Niger, Philip-

pines, Tunisia
Jan 1981–Dec 1982 Ireland, Japan, Panama, Spain, Uganda
Jan 1982–Dec 1983 DR Congo, Guyana, Jordan, Poland, Togo
Jan 1983–Dec 1984 Malta, Netherlands, Nicaragua, Pakistan
Jan 1984–Dec 1985 Bukina Faso, Egypt, India, Peru, Ukraine
Jan 1985–Dec 1986 Australia, Denmark, Madagascar, Thailand, Trinidad and

Tobago
Jan 1986–Dec 1987 Bulgaria, Congo, Ghana, UAE, Venezuela
Jan 1987–Dec 1988 Argentina, Germany, Italy, Japan, Zambia
Jan 1988–Dec 1989 Algeria, Brazil, Nepal, Senegal, Yugoslavia
Jan 1989–Dec 1990 Canada, Colombia, Ethiopia, Finland, Malaysia
Jan 1990–Dec 1991 Côte d’Ivoire, Cuba, Romania, Yemen, Zaire
Jan 1991–Dec 1992 Austria, Belgium, Ecuador, India, Zimbabwe
Jan 1992–Dec 1993 Cape Verde, Hungary, Japan, Morocco, Venezuela
Jan 1993–Dec 1994 Brazil, Djibouti, New Zealand, Pakistan, Spain
Jan 1994–Dec 1995 Argentina, Czech Republic (1), Nigeria, Oman, Rwanda
Jan 1995–Dec 1996 Botswana, Germany, Honduras, Indonesia, Italy
Jan 1996–Dec 1997 Chile, Egypt, Guinea-Bissau, Poland, Rep. Korea
Jan 1997–Dec 1998 Costa Rica, Japan, Kenya, Portugal, Sweden
Jan 1998–Dec 1999 Bahrain, Brazil, Gabon, Gambia, Slovenia
Jan 1999–Dec 2000 Argentina, Canada, Malaysia, Namibia, Netherlands
Jan 2000–Dec 2001 Bangladesh, Jamaica, Mali, Tunisia, Ukraine
Jan 2001–Dec 2002 Colombia, Ireland, Mauritius, Norway, Singapore
Jan 2002–Dec 2003 Bulgaria, Cameroon, Guinea, Mexico, Syria
Jan 2003–Dec 2004 Angola, Chile, Germany, Pakistan, Spain
Jan 2004–Dec 2005 Algeria, Benin, Brazil, Philippines, Romania
Jan 2005–Dec 2006 Argentina, Denmark, Greece, Japan, United Republic of

Tanzania

Notes:
* Split term
1 – The Czech Republic (as of December 1992 Czechoslovakia) served on the Council in 1964
and 1978–79.
2 – Syria (part of the United Arab Republic until September 1961) also served on the Council in
1961.
3 – One year term pursuant to elections held in accordance with article 23 (2) of the Charter.

Source: Global Policy Forum.

Table A18.1 (continued)

Term in Council Member States
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Figure A18.1 UN Security Council: the process with perfect information
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19 The political theories of deficits and debt
accumulation
Vladislav Dolgopolov, Bonnie Orcutt and
Attiat F. Ott

Many and varied are the perspectives on budget deficits offered by those who
analyze them from a reformist standpoint. Some look for a return to the Victorian
prudent household ethic … Others look for the election to office of the more
responsible, less myopic politicians…Yet still the deficits accumulate: with each
new administration, quite irrespective of its perceived location in policy space;
with each new Congress, irrespective of its political party balance; with each new
party leader; and with each new idea about how to redesign the budgetary process.

‘Government by red ink’, Buchanan, Rowley and Tollison (1986)

1 Introduction
In a provocative paper ‘Why a stubborn conservative would run a deficit:
policy with time-inconsistent preferences’, Persson and Svensson (1989) of-
fered a political theory of fiscal policy design. The theory is based on two
premises: first, the government in power looks forward with a strategic mo-
tive to influence the prospective ‘opposition’ government and secondly, the
inherited stock of public debt affects a ‘newly’ elected government’s fiscal
decisions. These two premises mean that the current government is likely to
be forward looking and that its preferences differ from those of its successor.
The instrument a ruling government uses to influence the fiscal decision of a
succeeding government is the budget deficit. In subsequent papers (Alesina
and Tabellini, 1990; Persson and Tabellini, 1999), deficits and debt accumu-
lation are related to the political regime and the strategic behavior of politicians.
The main focus of these models is on the incentives of the ruling government
(party) in a public economy characterized by a two-party system, and where
politicians’ tenure is subject to termination. Differences in political regimes,
it is argued, play a significant role in determining public sector outcomes.

This chapter offers empirical tests of the major propositions advanced by
the political theories of deficits. An alternative model, the tax smoothing
theory, is briefly discussed and empirically evaluated. The chapter begins in
section 2 with definitions of the deficit and a discussion of the political
setting. Section 3 provides a brief overview of the political theories of defi-
cits. In section 4, empirical tests of the two models are reported. Section 5 is
the conclusion.
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2 Deficits, debt issuance and political regimes
The deficit, whether public or private, refers to an excess of spending over
income. With regard to the public sector deficit, this simple definition may
not be informative as there are not one but several measures of the deficit. In
the US, for example, the federal budget deficit is defined with reference to a
specific budget presentation. Prior to 1965, there existed two measures of the
federal deficit: the administrative budget deficit, the consolidated cash budget
deficit, in addition to the national income account deficit. As of 1965, the
actual federal budget deficit is that of the unified budget. But other measures
are currently in use: the national income accounts deficit, the primary deficit
and the cycle-adjusted deficit. In the European Union (EU), several measures
of the budget deficit are provided. The actual deficit, the primary deficit and
(recently) the cycle adjusted deficit. The use of any one of these concepts
clearly depends on the question being investigated and on the research objec-
tive. In the empirical research, all three concepts have been used (see Ott,
1993) as alternative measurements.

The relation between the deficit and the debt depends on the debt manage-
ment policy of the public sector. Unlike the deficit which is a flow concept,
the debt is a stock variable. When the public sector finances its deficit through
debt accumulation, then the change in the stock of debt will equal the current
deficit. However, policy makers may pursue objectives other than the financing
of the current deficit – restructuring the existing debt or engaging in refinancing
operations – hence the change in the debt may or may not be equal to the
current deficit.

In the political theories of deficits, the design of political institutions and
the type of political regime of a country have a bearing on the decision-
making process of the policy maker. Two features of political institutions are
important to the outcome. These are: the political regime and the electoral
rule. The political regime is either a presidential or a parliamentary system.
The electoral rule refers to an electoral system that is either proportional or
majoritarian in electing the executive (see Shugart and Carey, 1992 and
Mainwaring and Shugart, 1997 for an excellent review). An important feature
of all democratic regimes, parliamentary or presidential, is a system of checks
and balances to prevent policy mistakes and/or abuse of power. Persson,
Roland and Tabellini (1997), Persson and Tabellini (1999) and Besley and
Case (1995) among others discuss the implications of regime types and
electoral rule on the incentives and constraints of public sector office holders
and the fiscal outcome.

3 Political theories of deficits and debt: a brief overview
There are several contributions to the study of debt and deficits where the
political setting plays a major role. Among these are studies by Cukierman
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and Meltzer (1989), Persson and Svensson (1989), Alesina and Tabellini
(1990), Tabellini and Alesina (1990a), Persson, Roland and Tabellini (1997)
and (2000), and Persson and Tabellini (1999). Although these studies differ in
structure and the underlying assumptions, they all predict the accumulation
of debt in a system characterized by majority rule. Strategic considerations
influence debt policies whenever the ruling party’s preference differs from
the opposing party, and when the party in power anticipates a defeat in the
next election. In the strategic models, deficits and debt issuance are viewed as
a ‘commitment’ device in a political game between the current government
and its successor government. As Alesina and Tabellini (1990, p.404) put it,
in the presence of a ‘disagreement between current and future policy makers,
public debt is issued strategically by each government to influence the choices
of its successors’.

The strategic theory of debt generally assumes a two-party system. Each
political party is described by a set of preferences (for taxing and spending)
assumed to differ from the opposing party. In Persson–Svensson’s paper, the
two parties are described as conservatives and liberals. Conservatives (right-
wing) prefer a lower level of taxation than liberals, a lower level of government
spending on social programs and higher spending levels for defense.

In a two-period model with the assumption of alternating governments, a
conservative government, if it knows that it will remain in power, will choose
a balanced budget or a surplus budget. If it knows that it will be replaced by a
liberal government, then, on the one hand, its desires to balance individual
utility over time will lead it to run a surplus, but on the other hand, leaving
positive debt would force its successor to choose a lower level of spending
than it would have chosen if inheriting a zero deficit or a balanced budget. If
the conservative government has a relatively steep marginal utility curve for
public spending, that is, in Persson and Svensson terminology, if the con-
servative policy maker is a ‘stubborn conservative’, where stubbornness is
captured by a ‘weight the government attaches to reach its preferred level of
government consumption relative to the welfare cost of a distorted tax profile
over time’ (p.335), then the latter effect (leaving positive debt) would domi-
nate, and the conservative policy maker will run a budget deficit, contrary to
the party’s political philosophy.

Alesina and Tabellini start with the same assumptions as those of Persson
and Svensson. They assume that policy makers representing different con-
stituents differ in their preferences with regard to the composition of the
basket of goods provided by the public sector. Again in a two-period case, if
in period 1 the current government prefers defense spending to social pro-
grams and, as in Persson–Svensson, knows it will be replaced by another
government that holds a preference for social programs over defense spend-
ing, then the current government will behave strategically. It will borrow a
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great deal in the current period because the cost of repaying the debt (through
tax increase) will fall on next period’s budget, leaving less available for
spending on welfare, which the current policy maker cares little about.

Alesina and Tabellini (1990) and Tabellini and Alesina (1990b) introduced
‘uncertainty’ about who will be elected in the next period (the preferences of
the succeeding politicians). The prediction of their models is that a ‘deficit
bias’ exists irrespective of the incumbent’s ideology. The deficit bias emerges
because the government who borrows faces an asymmetry. The policy maker
who borrows can spend the extra resources on whatever good he prefers but
the situation of uncertainty about next period’s election results allows the
current period policy maker to avoid fully internalizing the future costs of
current spending.

Empirical analysis of the propositions advanced by the political theories of
deficits are reported in Crain and Tollison (1993), Franzese (1998), Grilli,
Masciandaro, and Tabellini (1991), Pettersson-Lidbom (2001) and Lambertini
(2003). The latter two studies offer direct tests of two propositions:

● An incumbent government runs deficits (issues debt) irrespective of its
political ideology where there is a high probability of defeat (Tabellini
and Alesina, 1990b).

● A right-wing government accumulates more debt during its term of
office whereas a left-wing government decreases it (Persson and
Svensson, 1989).

Using per capita data for 277 Swedish local governments over the period
1974–97, Pettersson-Lidbom (PL) tested the predictions of the two models.
In Sweden, for the period under study, there were seven elections where in
some municipalities there had been a change in parties (from left-wing to
right-wing or vice versa). Using ex post election outcomes as proxy variables
for true probabilities of defeat, the author estimated this probability using a
probit model. OLS regression was used to test the above two hypotheses. The
findings seem to support the notion that the probability of defeat increases the
likelihood of debt accumulation, and that ‘a right-wing government accumu-
lates more debt the higher the probability of its defeat’ (p. 579).

Lambertini (2003), using the VAR method, tested the prediction of the two
models for both the US and for a pooled data set consisting of 16 OECD
countries. The data period for the US was 1960–96; for the OECD countries,
1960–92, the dependent variable was the deficit (surplus) as a percentage of
GDP as well as its first difference.

The variable of interest in Lambertini’s model is the ‘incumbent’s expecta-
tion to be reelected’. For the US sample, US opinion polls were used as a
proxy for this variable. For the OECD countries, this variable was computed
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from data in Keesing’s contemporary archives. For the US sample, the VAR
estimation of the deficit and its first difference equations did not support
either the Tabellini and Alesina or the Persson and Svensson models’ predic-
tions. The incumbent’s probability of being defeated in the next election
neither Granger-cause a budget deficit nor did its first difference. In other
words, the likelihood that the incumbent will be voted out did not seem to
have an effect on the deficit.

For the 16 OECD countries, (using non-linear three stage least-squares
method of estimation with and without fixed effects), again the estimation
failed to uncover a contemporaneous causality from changes in the incum-
bent’s probability of defeat to the change in deficit. In short, Lambertini’s
findings contradicted those reported for Sweden by Pettersson-Lidbom. Given
the contradictory nature of these findings and the fact that the Petersson-
Lidbom results relate to municipal governments’ behavior rather than the
behavior of central governments reducing its general applicability, further
testing of the political theories seems warranted.

4 The strategic use of deficits: additional evidence
From the review of Alesina and Tabellini’s (1990) model presented in section
3, an incumbent politician with a high probability of defeat in the next
election will issue more debt (incurs deficits). To test this prediction, the
empirical equation is formulated as follows:

B P X= + + +a b g m (19.1)

where B is the budget deficit as a ratio of GDP, P is the probability of defeat,
X is a vector of variables affecting the level of the deficit and µ is the error
term.

To account for political regime influences on the behavior of policymakers,
equation (19.1) may be written as follows:

B P X j PR PAj j j= + + + Œa b g m, [ , ] (19.2)

where PR refers to presidential regime and PA to parliamentary regime.
Using a dummy variable R1 which takes the value 1 for presidential regime
and 0 otherwise, we get:

B R R P X X Rj j= + + * + + +a a b g g m1 2 11 1 1 (19.3)

The use of a dummy variable allows for differentiation between the intercept
and slope coefficients of the two regimes. Equations (19.1) and (19.3) are
estimated first, using a sample consisting of 53 countries representing presi-
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dential (24) and parliamentary (29) regimes and second, for a sub-sample of
14 OECD countries. A list of these countries is given in the Appendix (Table
A19.1).

The models’ variables are B, X, R1 and P. Statistics on B are reported in the
OECD Economic Indicators for the OECD countries and World Development
Indicators for developing countries. X is a vector of demographic and eco-
nomic variables which are obtained from the World Development Indicators.
R1 is obtained from the Banks’ Cross-National Time Series Data Archive.
The remaining variable P, the probability of defeat, is also given in Banks as
variable S22F3. Definitions of variables and data sources are presented in
Table 19.1. Different procedures were used in the estimation. As a starting
point, the regression equations were estimated using GLS/OLS. Appropriate

Table 19.1 Definitions of variables and data sources

Variable Data Source

B: Government fiscal balance/GDP World Economic Indicators – World
ratio Bank

S22F3: Frequency of effective Banks’ Cross-National Time Series
executive’s turnover Data Archive, 1997*

R1: Dummy variable taking value of Banks’ Cross-National Time Series
1 for presidential regimes and 0 for Data Archive, 1997*
parliamentary regimes

AGEDR: Ratio of aged (65+ years) World Economic Indicators – World
to total population Bank

GDPPCUSD: GDP per capita World Economic Indicators – World
expressed in constant US dollars Bank

GFC: Government final World Economic Indicators – World
consumption/GDP ratio Bank

UNEMPL: Unemployment rate World Economic Indicators – World
Bank

INFLCP: Inflation rate, consumer World Economic Indicators – World
prices Bank

G: Government expenditure/GDP World Economic Indicators – World
ratio Bank

Note: Banks’ data were updated to 2003.
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tests were made to correct for both autocorrelation and heteroskedasticity.
Next, the equations were estimated using fixed effects (FE) and random
effects (RE). The Hausman test and the redundant fixed effects tests (both in
Econometric Views 5.1 software package) were performed to determine which
of the two is the appropriate model.

4.1 The strategic use of deficits: results
Tables 19.2 and 19.3 show the results of the effects of the probability of
defeat (variable S22F3) on the deficit. As discussed below, different samples
are used to test the validity of the theoretical model regarding strategic
behavior of politicians in general compared to an implied proposition that
only politicians in industrialized economies behave as such.

In the tables, GLS estimates are provided as a benchmark. The fixed effects
(FE) and random effects (RE) estimation results are also provided. As is well
known, while the fixed effects procedure allows the constant to vary across
countries and/or years, the random effects format allows the structure of the
error term to vary across the countries (and/or years). In essence, both models
relax, in different ways, the assumptions of the classical linear model in
pooled data. Several significant findings may be noted from the regressions.
We begin first with findings reported for the full sample.

The variable of interest in the strategic model is the probability of defeat or
the turnover of government (S22F3). In all procedures, this variable has the
correct sign (–) but the significance level varies with procedure. The main
prediction of the model of Alesina and Tabellini is that the frequency of
government changes gives rise to higher level of deficits. This prediction
(unlike that of Persson and Svensson’s model) is independent of whether a
conservative government is replaced by a liberal government or vice versa. In
addition to strategic behavior of politicians, the two public sector variables
(GFC and AGEDR) were significant (at the 1 per cent level) in all model
estimates. Per capita GDP in constant US dollars, which was used as a
control variable, was also significant with the expected sign. With respect to
the unemployment rate, it was found to be insignificant in all estimates.

Comparing the fixed effects and the random effects model estimates, we
note that both types are similar in that the variable of interest, S22F3, is
significant at the 10 per cent level for the FE estimation and at the 5 per cent
level for the RE model, while the size of the coefficient is fairly close (0.613
in FE, 0.715 in RE). The choice of which of the two models was the appropri-
ate one is found from the results of the Hausman test and redundant fixed
effects likelihood test. The null hypothesis of redundant fixed effects was
rejected.

The second set of estimates test for the significance of regime type. Ac-
cording to the theoretical literature (Persson and Tabellini, 1999), presidential
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regimes increase competition between politicians and between voters. This
competition, it is argued, leads to smaller governments, less spending on
public goods and redistribution, and hence, smaller deficits. The model re-
sults are reported for GLS and random effects. Once again, the findings for
the full sample in both GLS and RE for the probability of defeat (S22F3)
have the expected sign and are significant at the 1 per cent level. The coeffi-
cients for the regime type also had the expected sign, with presidential
regimes having a lower effect on the level of deficit, although these coeffi-
cients were not significant at the 5 per cent level. In the random effects
model, the coefficient for R1 was found to be significant at the 10 per cent
level.

Turning now to the OECD sub-sample results, we show in Table 19.3
estimates for GLS, FE and RE. The GLS estimates for the basic model show
the variable S22F3 (the probability of defeat) to be significant. In this proce-
dure, the coefficient had the expected sign and was significant at the 1 per
cent level. As to the FE and RE results, the redundant fixed effects likelihood
test led us to reject the null hypothesis of redundant fixed effects. However, in
the FE and in the RE specifications, the probability of defeat coefficient was
not found to be significant at the 5 per cent level. It appears that the current
data set and empirical tests only weakly support the strategic deficit model.

Including the regime type, variable R1, adds significance to the prediction
of the model. In both formats, GLS and RE, the coefficients for R1 had the
predicted sign. In presidential regimes, policy makers are less likely to use
the deficit strategically. Of note is the fact that in this sub-sample, the un-
employment rate was significant in all model estimations.

4.2 Deficit policy: an alternative model
Do governments behave strategically? Put differently, what weight does a
policy maker assign to ‘tying’ the successor’s hands in his objective function?
The regression results presented above, especially for the OECD sample,
suggest that the fiscal variables, GFC and AGEDR, are much more significant
as explanatory variables than the probability of defeat. This finding might be
taken as an indication that the objective function of politicians includes other
arguments besides the desire to be reelected to office. Fiscal stabilization and
the need to fund temporary spending needs are examples of such arguments.

Looking back at the history of fiscal theory, the time path of the budget
deficit was the outcome of discretionary policies pursued by the fisc. Discre-
tionary policy is sometimes referred to as the ‘inconsistent’ or short
(term)-sighted solution. This is in contrast to a policy rule which is time
consistent. A policy rule, a systematic response of the policy instrument to a
goal variable, is referred to either as the ‘optimal’ rule or the ‘pre-committed’
solution to a dynamic optimization problem. Phillips (1954) suggested the
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adoption of a fiscal rule for stabilization. According to Phillips, the adoption
of a policy rule implies that there is an error in a goal variable such as output
((y – y*) = error, where y* is trend output). Stabilization policy consists of
detecting the error and taking corrective action by changing the value of the
instrument in a direction that leads to the elimination of the error. In the case
of fiscal policy, this implies changes in government expenditures or tax rates.
Historical statistics for the US suggest that such a rule was ‘more or less’
followed. The error in production was measured by the difference between
potential output (y*) and actual output (y). Recently, this error is referred to as
the GDP gap.

Romer and Romer (1996) provide an overview of post-war stabilization
policy. They clearly document changes that took place in the 1980s and
1990s, not only in the goals pursued (errors in output versus errors in infla-
tion) but also in the instrument of policy. A monetary policy rule, the Taylor
rule, became the core of stabilization policy. As the authors put it, in the
1980s, ‘the impact of deficit on aggregate demand became secondary’ (p. 12).
This observation is validated in the data. Deficits were a steady feature in
many industrialized economies throughout the 1980s and 1990s.

Barro (1979, 1981) offered a theory of tax smoothing, which aims at
explaining the time path of deficits. In the tax smoothing model, the deficit
path is the outcome of the government optimization problem. In an inter-
temporal framework and given that taxes are distortive; the government
optimization problem is to choose the tax rate to minimize the excess burden
of taxation for a given path of spending. This optimization problem leads to
‘constancy’ of the tax–income ratio.

The tax smoothing theory has implications for the budget posture meas-
ured by the ratio of the deficit to GDP. If government purchases as a share of
GDP follow a random walk, there will be no deficit. Deficits and surpluses
arise when the share of government spending to GDP fluctuates. The sources
of fluctuations are wars and recessions. Barro tested the hypothesis using the
change in the debt to GDP ratio as the ‘deficit’ variable. The independent
variables are the temporary component of government spending, cyclical
variability of output, expected inflation and the lagged value of the stock of
debt as a ratio of GDP.

Empirical tests of the model are reported in Barro (1986) for the US (1916–
82), Sahasakul (1986) for US and Canada (1937–82) and Roubini and Sachs
(1989) for a sample of OECD countries (1960–85). Two procedures were
followed. Barro estimated the deficit path, whereas both Sahasakal and Roubini
and Sachs looked at the path of tax rates. Barro’s findings led him to conclude
that deficits respond to recession, temporary high government spending and
anticipated inflation. The constancy of the tax rate – the implication of tax
smoothing – was not validated in Sabasakal and Roubini–Sachs studies.
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Ghosh (1995) tested for tax smoothing using VAR. The analysis was con-
ducted for Canada (1962–88) and the US (1961–88). His results suggest that
for the US and Canada, actual deficits Granger-cause changes in government
spending to GDP ratio. Ghosh interpreted this to suggest the validity of the
tax-smoothing hypothesis. Huang and Lin (1993), using data for the US for
1929–88 also tested the hypothesis using VAR. Their findings seem to support
the tax-smoothing hypothesis. These results are not comparable to the results
obtained by Barro or Sahasakul.

Given the contradictory nature of the empirical findings discussed above
and due to the fact that the period under study stopped around the mid 1980s,
whereas deficits still persist in the majority of industrialized economies,
further tests of the tax-smoothing hypothesis seemed warranted. Two esti-
mates are carried out. First, we estimate the time path of the deficit as defined
in Barro’s (1986) paper for a sample of 14 OECD countries and secondly, we
estimate the time path of the tax rates for the individual countries in the
sample. The time path of the deficit is

D D

PY

D

PY

D

PY
YVAR GVAR ut t

t t

t

t t
t
e t

t t
t t t

- = + + + + +- - -1
0 1

1
2

1
3a a a p a (19.4)

where:
Dt – Dt–1 is the change in the stock of interest-bearing debt
pt

e is the expected inflation rate
YVARt measures the cyclical variables of output
GVARt is temporary government spending
ut is the error term.
For YVAR, Barro proposed to use the excess of the unemployment rate over
its natural rate, for GVAR, the Hodrick–Prescott filter is used to arrive at
temporary government spending. Regression results are given in Table 19.4.

The path of tax rates, in the case of tax smoothing, would be generated by
mean-zero random walk. The estimated equation is

t t et t u- = +-1 (19.5)

where t is the average tax rate, u is the drift, and e is the error term.
Variable definitions and sources of data are given in the Appendix, Table

A19.2. The regression results are provided in Table 19.5.
First, let us look at the empirical estimates of the deficit path (Barro’s basic

equation) given in Table 19.4. Tax smoothing is reflected by the value of the
GVAR coefficient. The hypothesis holds if it is equal to 1.

As shown in the table, the estimated coefficients of GVAR, except for
Denmark, Germany and the UK, are either not significant, with the wrong
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Table 19.5 Tests of tax rates as a random walk with drift (sample: 14
OECD countries, 1972–2005)

Estimated equation (tt – tt–1)/PtYt

Country (1) 1972–2005 (2) 1960–1985

Austria 0.002 0.002*
(1.329) (3.36)

Belgium 0.003 0.007*
(1.737) (5.37)

Canada 0.002 0.005*
(1.382) (2.96)

Denmark 0.004 0.009*
(1.674) (2.57)

Finland 0.005 0.004
(1.275) (1.61)

France 0.003* 0.005*
(2.394) (3.78)

Germany 0.002 0.004*
(1.135) (2.71)

Italy 0.004* 0.006*
(2.058) (2.82)

Japan 0.003 0.005*
(1.791) (3.38)

Norway 0.004 0.009*
(1.925) (4.38)

Netherlands 0.001 0.006*
(0.244) (3.29)

Sweden 0.003 0.007*
(1.242) (2.56)

United Kingdom 0.000 0.005
(0.000) (1.89)

United States 0.001 0.002
(0.404) (1.29)

Note: t-statistics are reported in parentheses; * significant at 5% level; null hypothesis of zero
drift rejected at a = 0.05.

Source: Column (2) from Roubini and Sachs (1989), Table 5, p. 916.
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sign (France) or fall below 1. The study period (1990–2003) unlike that of
Barro’s (1916–82), is not characterized by wars or social upheavals, hence
the expectation is that government spending should follow a random walk.
This was not the case for most of the countries in the sample. With respect to
YVAR, the coefficients for Canada, Finland and the UK were positive and
significant, although their magnitudes were quite small (less than one), by far
less than the values obtained by Barro for the US (3.73 for the period 1916–
82).

Turning now to the estimation results reported in Table 19.5, in column 1
we show our estimates, while in column 2, those of Roubini and Sachs
(1989). Whereas, Roubini and Sachs’ test for the period 1960–85 (column 2)
provides weak support for the tax-smoothing hypothesis, the null hypothesis
of zero mean is rejected for 11 out of the 14 countries, our finding for the
period 1972–2005 (column 1) lends support to the tax-smoothing hypothesis.
The null hypothesis of zero mean was rejected only for two out of 14 coun-
tries.

5 Conclusion
Perhaps the best way to conclude this chapter is by stating that a ‘general’
theory of debt and deficits is still in the stages of ‘work-in-progress’. Barro’s
thesis is that deficits respond to recessions, temporary high government spend-
ing and expected inflation. Others, including Persson and Svensson and Alesina
and Tabellini, believe that deficits are the outcome of strategic behavior of
politicians. The evidence thus far is clearly mixed. The question of whether
budget authorities in the industrialized economies follow a fiscal policy rule
that aims to minimize tax distortions while meeting budgetary needs, can
only be answered by looking at the time path of tax rates. If they do, then
Barro’s model of tax smoothing – government spending and tax rates follow-
ing a random walk – holds. On the other hand, if a different policy rule were
being followed (perhaps no rule at all), then the empirical model will fail to
show support for the Barro hypothesis in a particular setting and time period.

The empirical findings reported in the study and elsewhere should not be
interpreted to mean that the political theories of deficit and or the tax-smooth-
ing hypothesis do not provide a reasonable explanation of the process that
generates deficits. Rather the empirical findings suggest that the incentive
structure of public sector officials is much more complex for it to be captured
by a single variable.
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Appendix

Table A19.1 Parliamentary and presidential regimes included in the data
sample

Parliamentary Presidential

Australia Argentina
Austria Bolivia
Barbados Brazil
Belgium Chile
Botswana Colombia
Canada Costa Rica
Cyprus Dominican Republic
Denmark Ecuador
Finland Egypt
France El Salvador
Germany Gambia
Greece Guatemala
Iceland Korean Republic
India Mexico
Ireland Nepal
Israel Nicaragua
Italy Paraguay
Japan Peru
Luxembourg Philippines
Malaysia Sri Lanka
New Zealand Switzerland
Netherlands United States
Norway Uruguay
Papua New Guinea Venezuela
Portugal
Spain
Sweden
Trinidad and Tobago
UK

Source: Persson and Tabellini (1999), also see Shugart and Carey (1992).
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Table A19.2 Variable definitions and data sources (sample: 14 OECD
countries, sample period 1972–2003)

Variable Data Source

t: Average Tax Rate, (T/GDP) OECD Economic Outlook

Dt – Dt–1: Net Debt OECD Economic Outlook

DEBT: Gross Debt = Net Debt plus OECD Economic Outlook
Interest Payments on Debt

P · Y: Nominal GDP World Economic Indicators

g: Government spending as a OECD Economic Outlook
percentage of GDP

gm: Temporary real government Calculated using Hodrick–Prescott
expenditure filter

ym: Temporary real GDP Calculated using Hodrick–Prescott
filter

u: Unemployment rate OECD Labor Statistics

u*: Natural rate of unemployment Calculated as five-year average

p: Inflation rate Calculated, change in CPI or GDP
deflator, International Financial
Statistics

pt
e: Expected Rate of Inflation Calculated from the equation

mt–1: Rate of money growth (M1), IMF International Financial Statistics
lagged one period
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20 The efficiency of representative democracy: a
comparative study of two competing models
Trufat Woldesenbet

1 Introduction
One of the major issues in public economics deals with the allocation of
society’s resources between the private sector and the public sector. Another
major public economics issue concerns the allocation of public sector re-
sources between productive investment type activity and distributional activity.
For a given government size, a question that arises is how much politicians
spend on productive public goods, and what factors influence behavior in the
allocation of public sector resources.

In this chapter, we empirically test two competing theoretical models,
which aim at explaining the behavior of politicians in allocating public re-
sources. The first model is that of McGuire and Olson (1996). The second is
that of Besley and Coate (1997, 1998). McGuire and Olson’s (M-O) model
posits that the encompassing interest of the ruling group influences public
resource allocation. In democratic societies, because the ruling group (which
is a political majority) has more encompassing interest in the prosperity of
the economy, the tax rate and level of redistribution will be even lower in the
absence of constitutional limits. From this, the proposition is derived that a
democratic political system leads to the allocation of more public resources
to productive investment activity than to distributional activity. An autocrat,
on the other hand, has less encompassing interest that arises solely from his
taxing ability. Thus, an autocrat sets the tax rate at a revenue-maximizing
level and spends less on productive public investment.

Besley and Coate’s (B-C) model is based on the political/voting equilib-
rium and analyzes the behavior of citizens through all stages in the political
process. The major point in the B-C model is that democratic systems, due to
electoral uncertainty, are susceptible to ‘commitment problems’. Policy mak-
ers cannot commit to future policy outcomes. Because of this time
inconsistency, the policy outcomes of a representative democracy are ineffi-
cient in a Pareto sense.

The predictions of these two competing theoretical models are examined
in this chapter. The chapter organization is as follows: section 2 presents a
brief literature review. Section 3 outlines the two competing models. In
section 4, we formulate the hypothesis for empirical testing. Data and
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methodology, and empirical findings are discussed in section 5. Section 6 is
the conclusion.

2 Representative democracy and growth literature review
The last two decades have seen an increasing number of empirical research
efforts that seek to address the following questions: is democracy a better
form of governance? Does cross-country variation in political institutions
explain cross-country growth differences? Are economic prosperity and po-
litical liberty compatible or conflicting? Researchers in both the field of
Political Science and Economics have raised these issues. Several empirical
models have been offered dealing with democracy and property rights, de-
mocracy and interest groups, and democracy and accountability. A brief
review of these models is given below.

Democracy and property rights
The maintained hypothesis in these models is that democracy promotes eco-
nomic growth by safeguarding property rights (Knack and Keefer, 1995;
North, 1989). Although a consensus seems to have been reached that secure
property rights are crucial for economic growth, the link between democracy
and property rights is yet to be established. The median voter model contra-
dicts the notion that democracy safeguards property rights (Przeworski and
Limongi, 1993). The median voter, being a decisive voter, votes for more
income redistribution in a society with rightly skewed income distribution.
The greater the income inequality is, the higher the level of income redistri-
bution, which in turn has a dampening effect on economic growth.

Clague et al. (1996) analyzed the impact of democratic institutions on
economic growth through the indirect effect of democracy on property and
contract rights and regime stability. They examined the time horizon of the
ruling groups both in autocracies and democracies in establishing property
rights. Their study came down in favor of stable democracies, as instability is
detrimental for long-run economic growth.

Democracy and interest groups’ influence
Olson (1982) advances an alternative view that relates democracy to eco-
nomic growth. He explains the economic decline of Western stable democracies
with the increase in the number and influence of interest groups who favor
consumption (redistribution) over productive investment. Policies that en-
courage rapid economic growth (capital accumulation) are not pursued in
democratic systems. By contrast, authoritarian governments, according to
Olson, are able to suppress internal conflict and not cater to the demands of
conflicting groups in society and thereby offer political stability required for
economic growth. The view that dictators are immune from pressure groups
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is challenged by Wintrobe (2001). He argues that authoritarian governments,
like democratic governments, are vulnerable to pressure groups, because they
have to buy the loyalty of certain groups (engage in some sort of redistribu-
tion) to maintain power.

Olson’s argument seems to be supported by Persson and Tabellini (1994),
who argued that democratic societies with distributional conflict have less
capital accumulation and less growth, although Pastor and Sung (1995) be-
lieve that democratic institutions promote private investment, as policy makers
are able to respond to distributive pressures and thereby avoid social conflict.
Scully (1997) qualified the above argument by stating that, even if demo-
cratic institutions are able to increase capital accumulation, poor institutions
and poor policy in these societies may hinder society’s ability to transform
the increased capital and technology into increased output.

Democracy, transparency and stability
Transparency in the policy-making process is said to minimize the policy
uncertainty and thereby increase investment (Pastor and Sung, 1995). Mauro
(1995) found that a decrease in corruption (improvement in bureaucratic
efficiency) increases investment and thereby fosters economic growth. By
differentiating between economic growth and economic stability (voters care
about both), Quinn and Woolley (2001) argued that democracy fosters eco-
nomic stability by constraining policy to the ‘risk preference of the median
voter’. Similar argument is made by Rodrik (2000) who suggests that democ-
racy dampens economic volatility through its response to economic shocks.
He suggests that ‘willingness to cooperate and compromise in the political
sphere’ in democracies or ‘the propensity of democracy to moderate social
conflict and induce compromise’ result in policy stability.

Empirical research regarding the relationship between democracy and
growth has thus far established a weak link between democracy and eco-
nomic growth. Several aspects of this relationship are examined: Mauro
(1995) looks at corruption and political institutions and the impact on eco-
nomic growth; Easterly (2001) analyzes investment and the quality of
institutions in terms of their ability to stabilize ethnic conflicts in countries
characterized by high ethnic polarization; Feng (1997) reports an indirect
effect of democracy on growth through the channel of political stability. In
these empirical studies, various measures of political institutions including
democratization index (Gastil’s democracy index), regime stability (regular
and irregular transfer of power), political violence, policy volatility and sub-
jective measures of political variables have been used. A survey of the empirical
literature is given in Brunetti (1997).

The lack of consistent evidence of a positive relationship between democ-
racy and growth led economists to reconsider the functional form of the
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relationship. Barro (1996) found an inverse U-shaped relationship between
democracy and economic growth. Although this inverse U-shaped relation-
ship between democracy and economic growth is supported in recent literature,
the theoretical foundation for the growth–democracy link is still an open
question.

The search for robust results to support the contention that democratic
institutions promote economic growth led researchers to a new area of inves-
tigation. Plumper and Martin (2003) provide a theoretical foundation for the
economic growth–democracy link through the ‘level’ and ‘quality’ of public
spending. They developed a model to show an inverse U-shaped relationship
between democracy and economic growth. According to the authors, at the
early stage of democracy, policy makers or ruling groups win political sup-
port through the provision of public goods (investment type) that improve
economic performance. Once a threshold level of democracy is passed, pres-
sure from interest groups forces ruling groups to resort to redistribution to
remain in power.

The Plumper–Martin model provides a link between democratization and
economic growth through productive public investment, which is the main
focus of M-O’s and B-C’s models. The basic theoretical frameworks of these
two models are spelled out in the next section.

3 Efficiency of representative democracy
In this section we spell out the two competing models, beginning with M-O.
Next, we outline the B-C theoretical framework.

McGuire and Olson’s model
A question of the foundation of M-O’s model is stated as follows: what
makes someone with ‘unquestionable coercive power’ act in accordance to
the interest of those over whom the power is exercised? Put differently, why
do politicians/governments with coercive power act in a way consistent
with the interest of society? McGuire and Olson’s answer for this question
is ‘the hidden invisible hand’. This invisible hand that makes someone with
a coercive power act in accordance to the interest of the society is the
ruler’s stake in the society (encompassing interest). McGuire and Olson’s
theoretical model lists two factors that determine the level of public good
provision by the ruling group. These are the encompassing interest and the
time horizon of the ruler. Encompassing interest is defined as the ruler’s
stake in the economy. It forces the ruling group to act in a way consistent
with the interest of the ruled. Thus the ruler, even in the absence of a
constitutional limit, will constrain from exercising his power against the
ruled and limit his ‘tax theft’ and spends on public goods that increase the
productive ability of society.
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In considering the encompassing interest of the ruling group, one needs to
differentiate between democratic and autocratic governments.1 In a demo-
cratic system, the encompassing interest of those in power arises both from
controlling the fisc and from the fact that the majority (the government being
a representative of the majority) derives income from economic activity.
Democratic governments are interested in the prosperity of the private economy
and set the tax rate such that distortion is minimal. Because of its more
encompassing interest, (sometimes super-encompassing interest if the major-
ity receives the largest share of income) a democratic government sets a tax
rate which is lower than the revenue maximizing level and provides more
public goods.

An autocrat’s encompassing interest arises from his taxing ability or ‘mon-
opolization’ of theft. An autocrat’s encompassing interest does not arise from
his engagement in production activity, but from his desire to extract revenue.
An autocrat has an interest in the well-being of his subjects since his level of
fiscal extraction depends on his subjects’ level of production/income. A higher
income means a higher level of fiscal extraction. The fact that he wants a
continuous flow of income forces him to take only part of the income pro-
duced by his subjects and as such he sets the tax rate at the revenue maximizing
level. The autocrat’s incentive to raise the tax rate is constrained by his desire
to extract more resources in the future. The desire for a continuous flow of
fiscal surplus over time also induces him to provide some public goods that
increase the level of production in activities such as defense, law and order
and productive public goods. His investment in public goods is motivated by
the desire to increase his tax revenues, not from an increase in his income
from production activity per se.

Another element in the McGuire and Olson analysis is the time horizon of
the ruling group, that is, the expected time the ruling group stays in power.
Ruling groups or policy makers with a longer time horizon allocate more
resources to productive public investment. Democratic governments’ time
horizon varies across democracies; some have term limits and some are
without term limits. The frequency of election and the presence or absence of
term limits determine the time horizon of the ruling party and thereby the
policy outcomes. Party loyalty mitigates the effect of term limits since the
leader is not acting alone or his action is not purely governed by his maximiz-
ing behavior.

In short, M-O’s theoretical model predicts that a ruling party with a higher
stake in society’s income distributes less and invests more in productive
public goods given the ruling party’s time horizon. Thus, democratic soci-
eties spend more on productive public goods and distribute less because of
their encompassing interest than autocratic societies.
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Besley and Coate’s model
Besley and Coate’s theoretical framework (1997, 1998) describes the rela-
tionship between political institutions and policy outcomes through a political
equilibrium. B-C’s model identifies three stages of a political process where a
community elects a single representative for one period. Stage 1 is the entry
stage where candidates declare themselves. Stage 2 is a voting stage where
citizens, based on their policy preference, cast their vote for their preferred
candidate. The outcome of a voting stage is where the candidate who receives
the most votes is elected for office. In the case of ties, the winning candidate
is chosen with equal probability among the tying candidates. Thus, there
exists a voting equilibrium for any non-empty candidate set. Stage 3 is where
the elected candidate makes policy choices. He implements his preferred
policy, promising anything else is not credible. If no candidate stands for
office, a default policy is implemented. Combining the analysis of the three
stages, there is a political equilibrium with a voting equilibrium and equilib-
rium of entry game.

Will the outcomes of this political equilibrium be efficient? In B-C’s model,
political competition leads to inefficient outcome. This is because frequent
elections that characterize representative democracy limit policy makers’ ability
to commit to future policy outcomes and thereby lead to inefficient policy
choices.

Three reasons are given as to why policy makers in democratic systems fail
to undertake Pareto-improving public investments. First, when there is a time
mismatch between benefits and costs which calls for a compensation guaran-
tee in the future. Second, public investment changes the identity of the future
policy maker. If the public investment gain is not distributed uniformly, the
gainers will shift their vote against the incumbent policy maker. This results
in a loss of control (political power) by the incumbent policy maker and he
will restrain himself from undertaking public investment. Lastly, public in-
vestment changes future policy choices. The incumbent does not undertake
public investment in order to change future policy choices.

B-C’s model has a number of implications associated with the commit-
ment problem stated above. The first is that democratization is positively
related to electoral uncertainty, and electoral uncertainty leads to less invest-
ment in productive public goods. Associated with the electoral uncertainty is
the second implication – the time horizon of decision makers. A longer time
horizon is one way to deal with the commitment problem. Democratic sys-
tems with longer time horizons invest more on productive public goods than
those with short time horizons. The third implication is the impact of a
distributional system on productive public investment. B-C’s model suggests
that a political system with a built-in distributive mechanism will result in
higher productive public spending. An increase in the number and influence
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of interest groups implies a higher level of distribution and thus higher level
of public investment.

4 The empirical models
This section ties in political regimes to public sector performance and derives
testable hypotheses from the theoretical models discussed in the previous
section. We begin first with McGuire and Olson’s model.

For the purpose of empirical analysis, M-O’s theoretical framework is
decomposed as described below into the following. First, we consider the
encompassing interest of the ruling group and the time horizon. The model
states that the level of productive public spending (G) by the ruling group
depends on its encompassing interest (D) and time horizon (T). Thus,

G f D T Z= ( , , ) (20.1)

∂
∂

> ∂
∂

>G

D

G

T
0 0,

The vector Z includes all other socioeconomic and political variables. Three
testable hypotheses are derived, denoted here as HA1, HA2 and HA3.

HA1
A ruling group with more encompassing interest invests more on produc-
tive public goods.

HA2
A ruling group with a longer time horizon invests more on productive
public goods.

Incorporating the role of interest groups yields:

G f D T I Z= ( , , , ) (20.2)

∂
∂

> ∂
∂

> ∂
∂

<G

D

G

T

G

I
0 0 0, ,

where I is the size/influence of interest groups.

HA3
An increase in the relative size/influence of interest groups leads to a
decrease in the level of productive public spending.
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B-C’s theoretical model has also been reformulated for empirical analysis.
The model suggests that democratic systems (representative democracy) re-
sult in less productive public investment due to lack of commitment about the
future.

G f D Z= ( , ) (20.3)

∂
∂

<G

D
0

As before, D is the level of democratization as measure of encompassing
interest and Z includes all other socioeconomic and political variables. As
with the M-O framework, three testable hypotheses are considered.

HB1
The level of democratization is inversely related to the level of productive
public investment.

The existence of a redistribution system (I) facilitates the compensation
mechanism required to lead to high productive public investment. Thus,

G f D I Z= ( , , ) (20.4)

∂
∂

< ∂
∂

>G

D

G

I
0 0,

HB2
Societies with a reliable distributive system spend more on productive
public goods than those without a reliable distributive system.

The time horizon of policy makers can minimize the commitment problem in
a democratic system.

G f D I T Z= ( , , , ) (20.5)

∂
∂

< ∂
∂

> ∂
∂

>G

D

G

I

G

T
0 0 0, ,

HB3
Policy makers with a longer time horizon spend more on productive public
goods.
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A summary of predictions of the competing models is given in Table 20.1.

5 Empirical findings
The sample used in this empirical analysis consists of 61 countries with data
extending over a 30-year period, 1970–99. It is an unbalanced panel with 70
per cent coverage. The selection of countries is based purely on availability
of data and is subject to some selection bias. The variables of interest include
productive public investment, encompassing interest of the ruling group, time
horizon of the ruling group and the influence of interest groups.

The major source of comparable data on productive public investment is
Government Finance Statistics (GFS). This data set has been compiled by
Babihuga (2003) and is used in this study. G is measured as a ratio of public
investment to GDP. One shortcoming of the GFS public investment data is
the exclusion of human capital and some productive public investments that
are undertaken by local governments and public enterprises. The data set
compiled by Easterly and Rebelo (1993) is public investment for consoli-
dated public sector as a ratio to GNP. This data is organized for three-decade
averages, 1960, 1970 and 1980, for each country.

The variable encompassing interest is defined as the ruler’s ‘stake’ in
society. As there is no actual measure of encompassing interest of the ruling
group the level of democratization is used as proxy for the variable. The
widely used measures of democracy are Gastil’s freedom index available
from the Freedom House data set and Bank’s data set. Freedom House
Freedom Status (Gastil’s) specifies the level of political freedom and civil
liberty enjoyed by citizens of a country. It ranks countries as Free, Partially
Free and Not Free. It has two components (political liberty, FHPL, and civil

Table 20.1 Comparison of the two models’ predictions

M-O’s model B-C’s model Hypothesis

G/ D > 0 G/ D  < 0 HA1 The level of democratization
HB1 and level of public investment

G/ I < 0 G/ I > 0 HA3 The influence of interest
HB2 groups/distributional activity

and public investment

G/ T > 0 G/ T > 0 HA2 Decision making horizon of
HB3 policy maker and public

investment
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liberty, FHCL) ranked from 1 to 7; 1 representing the highest degree of
freedom and 7 the lowest. Freedom House Political Liberty (FHPL) is used in
the analysis.

Because the Freedom House is often criticized (see Caluge et al., 1996), an
alternative measure of democracy is constructed from Bank’s data set. This is
defined as the unweighted sum of three variables: process of selection of
effective executives (S21F6)2, process of selecting legislature (S22F5) and
effectiveness of the legislature (S22F4). The variable Democracy ranges from
0 to 8, 8 representing the highest level of democracy.

Measuring the time horizon of the ruling group (T) is a difficult task. It can
be represented by the actual time the party is in power or the expected time of
the ruling party. Clague et al. (1996) argued that the actual time the party is in
power is a better proxy of time horizon, and supported their argument by
testing the probability of dispose with the actual time duration. Dombrovsky
(2003) estimated expected time (using a duration model) and found no sig-
nificant difference in outcome between the two methods.

Given these findings, the actual number of years the party is in power is
used as the measure of time horizon of the ruling group. Bank’s data set
component S22F3 has data on the time the party is in power. It is the number
of times in a year that effective control of the executive power changes hands.
From this data, the time variable (TimeHor) is constructed. For term limits,
TERM is constructed from Bank’s data set (S21F5) which specifies the effec-
tive executive type. TERM takes a value of 1 if the effective executive type is
a president and 0 if a premier.

Two measures of interest group influence are used – group size in relation
to population, that is, the military, the urban population and the elderly, and
the level of redistribution in the fisc measured by the ratio of government
consumption expenditure to GDP and its square. Growth of real GDP and
percentage growth of population are used as additional variables explaining
public investment. Table 20.2 provides summary statistics of the variables
used in the estimation.

The use of cross-sectional time series data calls for a panel data estimation
technique – Static or Dynamic. The instrumental variable (IV) estimator
(Anderson and Hasio, 1981) and Generalized Method of Moments (GMM)
estimator (Arellano and Bond, 1991) are the approaches used in dynamic
panel data estimation. The SYS GMM method suggested by Blundell and
Bond (1998) is used in estimating the model’s equation.

The empirical model given by equation (20.6) tests the hypothesis that the
encompassing interest and the time horizon of the ruling group influence
productive public investment. In estimating the model, the two measures of
the ruling group’s encompassing interest, Gastil’s freedom index (Panel A)
and the democracy index (Panel B), are used.
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Table 20.2 Summary statistics of variables

Variable Definition Mean Std Dev

GovInv Government investment as a .0558 .0645
percentage of GDP

FHPL Freedom House Political Liberty index 3.1996 2.1050
Democracy Democratization index 5.8225 1.8953
TimeHor Log of actual time the ruling group/ 1.5323 1.0225

party is in power
GDPG GDP growth 4.0822 5.1716
POPG Percentage population growth 1.8317 1.7607
Govcon Government consumption as a .8057 6.3191

percentage of GDP
SqGovcon Square of Govcon 40.5533 400.31
ELDPOP Ratio of elderly population to total 6.5095 4.4837

population
MLTPERLF Ratio of military personnel to total 1.4147 1.6413

labor force
URPOP Urban to rural population ratio 2.2394 2.8442
TERM Dummy for term limits
F Dummy for politically Free countries using FHPL score
NF Dummy for politically Non-Free countries using FHPL score
D Dummy for Democratic countries using democracy score
ND Dummy for Non-Democratic countries using democracy score

G G FHPL TimeHorit it it it i it= + + + + +-a b b b u e1 1 2 3 (20.6)

M-O’s model predicts a positive relationship (b2 > 0) between the ruling
group’s encompassing interest and productive public investment; whereas B-
C’s model predicts an inverse relationship (b2 < 0). With respect to time
horizon (TimeHor) of the ruling group or policy makers, both models predict
that the ruling group with the longer time horizon invests more on productive
public goods (b3 > 0). The results are reported in the next three tables. Table
20.3 presents the estimates for the basic model with different specifications
of encompassing interest; Table 20.4 gives results for term limits of the total
sample and the two sub-groups; and Table 20.5 incorporates influence of
interest groups.

Looking first at results given in Table 20.3, in column one, regression
results are given where the democracy index is treated as a linear variable. In
panel A of the table the coefficient of FHPL3 is positive but insignificant; in
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panel B the democracy index coefficient is negative and significant at the 10
per cent level. This suggests that B-C’s model prediction of an inverse rela-
tionship between encompassing interest of the ruling group and productive
public investment holds. Column 2 (panel A and B) reports regression results
of the linear measures of democracy and its square. This specification takes
into account Plumper and Martin’s (2003) argument of an inverse U-shaped
relationship4 between democratization and public investment. The coeffi-
cients of FHPL and its square have the expected sign as predicted by B-C’s
model but are insignificant. Column 3 presents regression results where the
dummy variable approach is used to differentiate between democratic and
non-democratic countries. Countries are classified as Free (F), Partially Free
(PF) and Not Free (NF) following Freedom House’s cut-off points.5 The
coefficients of these dummy variables are not significant although the sign of
these dummy variables each potentially supports our initial findings that
B-C’s models predict an inverse relationship between productive public in-
vestment and encompassing interest.

In Table 20.4 a dummy variable TERM takes a value of 1 if the effective
executive type is a president and 0 if a premier. Column 1 presents the basic
model without accounting for term limits (from Table 20.3). Column 2
presents the regression results accounting for the presence of term limits
through an interactive variable. The coefficients of encompassing interest
are significant (both panel A and B) supporting B-C’s model prediction of
an inverse relationship between democratization and productive public in-
vestment. The electoral uncertainty of democratic systems has a significant
impact on policy choices with regard to public investment in cross-country
studies. The findings suggest that policy makers cannot commit to future
policy outcomes. This finding contradicts M-O’s prediction that self-interest
forces ruling groups with more encompassing interest to allocate more
public resources to productive public investment, that is, countries that rank
higher along the democratization index have a higher level of productive
public investment.

In columns 3 and 4 of Table 20.4, we report results of the sensitivity test by
decomposing the sample into OECD and non-OECD countries. In OECD
countries, the sign of FHPL and democracy coefficient support B-C’s model
prediction, consistent with the overall result, but the coefficients are insignifi-
cant. For the non-OECD countries, the coefficients of democratization index
are significant (both Panels A and B) and confirm the results of the overall
regression.

In Table 20.5, the results incorporate the effect of interest groups. The
coefficient of government consumption (Govcon) is positive and the coeffi-
cient of its square is negative and both are significant. These results support
B-C’s model prediction that societies with built-in distributional systems
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invest more on productive public goods. The negative coefficient of the
square of government consumption shows that the relationship is not linear.
After a certain level is reached, there is a trade-off between distributional and
productive activity of the government. In column 2, the coefficient on ELDPOP
is positive and significant while in column 3 the coefficients on MLTPERLF
and URPOP are positive but insignificant (except MLTPERLF in panel B). In
using group size as a measure of interest groups in non-OECD countries, we
found inconclusive results.

6 Conclusion
Using panel data from 61 countries, we test the hypothesis of two competing
theoretical models whose objective is to explain the behavior of the ruling
groups under alternative political regimes. McGuire and Olson’s (1996) model
specifies that the level of productive public good provided by the ruling
group is determined by two factors: the encompassing interest and time
horizon. Besley and Coate’s (1997, 1998) model, on the other hand, advances
the argument that the inability of policy makers to commit to future policy
outcomes leads to inefficient policy choices. Both models hypothesized that a
longer time horizon of policy makers or ruling groups results in a higher level
of productive public investment by ensuring future fiscal extraction in McGuire
and Olson’s model or by mitigating the impact of time inconsistency in
Besley and Coate’s model.

Empirical testing lends support for Besley and Coate’s model prediction of
an inverse relationship between the level of democratization and productive
public investment. The coefficients of democratization index, however, are
statistically fragile and their significance depends on the inclusion or exclu-
sion of other explanatory variables. Both models’ prediction of a positive
relationship between productive public investment and time horizon of policy
makers was supported. Strong evidence was found in favor of Besley and
Coate’s model prediction that the presence of a distributional mechanism in
the fisc reduces the commitment problem faced by democratic societies. The
coefficient of government consumption and its square are robust across vari-
ous specifications. No support was found for McGuire and Olson’s model
prediction for this kind of trade-off.

Notes
1. The encompassing interests of democratic and autocratic governments are constrained by

the influence of interest groups. Olson (1982) pointed out that stable democratic societies
tend to build a large number of interest groups who push for legislation for more distribu-
tion in favor of their members by exploiting ‘voter’s ignorance’. Olson (2000) also stated
that transitional economies transform existing organizations into interest groups.

2. Changed to ascending order like the other two.
3. Freedom House assigns the lowest score to democracies.
4. The inverse U-shaped relationship is widely used in economic growth–democracy empiri-
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cal research and recently Plumper and Martin (2003) developed a theoretical model that
links public resource allocation and democratization.

5. The Freedom House classification takes the average of political liberty and civil liberty and
a country is considered Free if its scores are between 1.0 and 2.5, Partly Free between 3.0
and 5.5 and Not Free between 5.5 and 7.0. A country is considered Free if its FHPL scores
are 1 or 2, Partially Free if it scores 3, 4 or 5, and Not Free if its score is 7 or 8. In a similar
fashion, we classified countries as Democratic (D) if a country’s scores of democracy is 7
or 8, Partially Democratic (PD) if it scores 4, 5 or 6, and Non-Democratic (ND) if it scores
1, 2 or 3.
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21 What kept the Russian Federation intact?
Testing the internal exit model of Buchanan
and Faith
Vjacheslav Dombrovsky*

1 Introduction
Recent experiences with political integration and disintegration of nations
have raised a number of important questions about the determinants of these
processes. When do secessions take place? Are secessions economically effi-
cient? Can secessions be staved off with the help of redistributive policies?
Several explanations have been put forward in the literature. Alesina and
Spolaore (1997) argue that secessions are caused by liberalization of interna-
tional trade and increased democratization. Using a similar analytical
framework, Bolton and Roland (1997) point to differences in income distri-
bution within regions of a federation. The analysis of Buchanan and Faith
(1987) implies that the driving forces of separatism are differences in in-
comes across regions. There is also little agreement as to whether secessions
can be prevented by using compensation schemes.1 This chapter sheds more
light on the debate by providing empirical evidence consistent with the hy-
potheses derived from the work of Buchanan and Faith, using panel data on
intergovernmental transfers in the Russian Federation.

To test hypotheses about determinants of secessions and effectiveness of
compensation schemes, it is useful to study environments with a high degree
of heterogeneity in incomes and preferences, where separatist pressures were
once strong but did not lead to actual secession. Thus, the experience of the
Russian Federation in the 1990s presents an ideal quasi-experiment for test-
ing the theories of secession. First, the Russian Federation is, probably, one
of the most heterogeneous countries in the world. It spans 11 time zones, and
its 89 regions are home to more than 100 distinct nationalities. Differences in
incomes across regions are staggering. In 1995, a handful of regions pro-
duced nearly half of a country’s national product. Second, in the early 1990s
there was a surge in political separatism when some regions declared them-
selves sovereign, announced that their laws took precedence over the federal
law, and refused to remit federal taxes. To date, however, no secessions have
taken place.

I extend the analytical framework of Buchanan and Faith (1987) to study
secessions in a federal country. The model generates the following theoretical
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predictions. First, secession may take place in a federation with a high degree
of income disparity across regions and a relatively small number of rich
regions. Second, rich regions are more likely to secede. Third, use of com-
pensation schemes (fiscal transfers) would prevent secession for any
constellation of income distribution across regions. And fourth, regions with
higher incomes would receive larger fiscal transfers.

I then test those predictions using data on budgets of regional governments
for the time period 1995 to 2000. My empirical findings are consistent with
the hypothesis that the central governments used fiscal transfers to appease
regions with higher incomes.

There is extensive literature on the economic determinants of integration
and separation of nations. One strand of literature, beginning with the work
of Alesina and Spolaore (1997), maintains that the optimal size of a country
is a result of trade-off between economic benefits of size and heterogeneity of
individual preferences over public policy.2 Thus, the authors argue that in-
creased trade openness would result in more secession by reducing the
economic benefits of being in a large country. Alesina and Wacziarg (1998)
provide empirical evidence consistent with this hypothesis. Bolton and Roland
(1997) focus on differences in income distribution within regions which
imply different preferences over national redistributive policies. Haimanko et
al. (2005) argue that secessions happen when society is polarized, that is,
divided into groups of citizens with substantial intra-group homogeneity and
inter-group heterogeneity.

Another line of research focused on heterogeneity of income rather than
preferences as a determinant of secession. This line of inquiry first appeared
in the paper by Buchanan and Faith (1987). Their study addressed the issue
of how possibility of secession limits tax burden and fiscal extraction im-
posed by the self-interested majority.3 According to their thesis, rational
majority would not set the tax rate that would induce secession of some
coalition. Berkowitz (1997) used the analytical framework of Buchanan and
Faith to analyze the link between the level of income and secessionary
pressures in the Russian Federation. The author noted that early resource-rich
separatist regions within the Russian Federation experienced huge income
gains when they were allowed to export a significant share of their products
at world prices. Collier and Hoeffler (2002) also argue that secessionist
sentiment is driven by perception of economic advantage for some part of the
population.4

Most of the theoretical papers also investigated the possible venues for the
governments to prevent secessions through the use of redistributive compen-
sation schemes, with varying answers. Alesina and Spolaore (1997) find that
majority rule cannot, in general, enforce such compensation schemes. Bolton
and Roland find the secession is unavoidable in majority rule democracies if
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the problem is to reconcile tax preferences between regions with similar per
capita income but different income distributions. Breton and Weber (2001)
find that there exist transfer schemes that are both secession and migration
proof. Haimanko et al. (2005) reported similar findings. There is some em-
pirical evidence that redistributive compensation schemes were used by some
governments to stave off secession. Bird and Vaillancourt (2001) documented
how the Canadian federal government has accommodated Quebec’s seces-
sionist threats through changes in intergovernmental fiscal arrangements.
Treisman (1999) showed that Russia’s federal government used intergovern-
mental transfers to appease the regions in which the majority did not vote for
President Yeltsin.

To the best of my knowledge, this study offers the only empirical test of
the internal exit model of Buchanan and Faith (1987). It also provides addi-
tional empirical evidence on how central governments faced with separatist
pressures have used intergovernmental transfers to stave off secession.

The remainder of this study is organized as follows. Section 2 provides a
brief overview of Russian fiscal federalism. Section 3 presents the modified
model of Buchanan and Faith and derives testable predictions. Section 4
describes the data, and section 5 empirical methodology. Section 6 presents
the results. Section 7 concludes.

2 Fiscal federalism, Russian style
The Russian federation consists of 21 ethnically defined republics, 6 krais
(territories), 49 oblasts (provinces), the Jewish Autonomous Oblast, 10 au-
tonomous okrugs (areas), and the two federal cities of Moscow and St.
Petersburg. Most of today’s territorial boundaries among the regions were
drawn by Joseph Stalin in the 1930s and reflected early reliance of Soviets on
indigenous cadres, so that each region was formed around some dominant
nationality (Roeder, 1991). This nationality-based logic was reinforced in the
1978 Constitution, which granted greater autonomy to the regions with large
non-Russian ethnic groups. Thus, the greatest autonomy from the federal
government was granted to ethnic republics, followed by oblasts and other
subjects of the federation.

There are huge disparities across regions in terms of size, economic struc-
ture and performance. For instance, the population of Evenskiy AO is about
19 000 while that of the federal city of Moscow is close to nine million.5

Partly a result of Soviet heritage, most of the country’s GDP is produced in a
handful of regions. According to the estimates of Russian statistical office
(Goskomstat), in 1995, the top ten regions produced about 44 per cent of the
country’s total GDP. In 2000, the difference between the per capita GDP of
the richest region, Khanty-Mansi AO, and that of the poorest region, North
Caucasian republic of Dagestan, was 32 times.
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All subjects of the federation have their own elected legislatures and ex-
ecutives, as well as independent budgetary and administrative status. The
process of transition to a market economy and democracy brought about
rapid fiscal decentralization. The de facto assignment of expenditure respon-
sibilities that emerged in Russia today is largely consistent with economic
principles of fiscal federalism. Thus, for instance, the central government
provides for national security and defense whereas regional governments
finance schools and hospitals. In practice, most of the regional governments’
revenue comes from a number of ‘federal taxes’, which are shared with the
regions on a derivation basis (Freinkman et al., 1999).

Serious tensions between the central government and some of the regions
began in 1993–94, when up to 30 regions withheld their contributions to the
federal budget and demanded special tax regimes or federal subsidies (Wallich,
1994). For example, during 1992–93, Tatarstan and Bashkortostan sent prac-
tically none of the tax collected on their territories to the federal budget. The
Siberian republic of Sakha reportedly withheld almost all taxes during 1995.
Separatist demands received a significant boost during the financial crisis of
1998 (when the ruble was sharply devalued), when several regions declared
again that they would stop remitting funds to Moscow. Some analysts have
observed that in response to regional opposition and centrifugal forces the
federal government systematically offered more concessions and privileges
to politically difficult, rather than cooperating regions (Litvack, 1994;
Treisman, 1999). This practice became known as asymmetric federalism.6

Shleifer and Treisman (2000) have argued that asymmetric federalism was
the price Russia paid to subdue centrifugal forces and preserve the country’s
territorial integrity.

Concessions and privileges to politically difficult regions ranged from
granting a greater degree of regional autonomy to providing greater fiscal
transfers. Observers agree that bilateral agreements were the hallmark of
asymmetric federalism in Russia. Bilateral treaties essentially were power-
sharing agreements permitted by the 1993 Constitution. Sometimes these
treaties were even accompanied by secret protocols (Freinkman et al., 1999,
p. 32). By mid-1998, treaties on delineation of jurisdictions and power were
signed by the federal government with 46 out of the 89 subjects of the
Russian federation. Some of the most eager separatists that confronted the
central government – wealthy republics of Tatarstan, Bashkortostan and Sakha
– were among the first five signatories. Some analysts (for example, Stoner-
Weiss, 2000) noted that ethnic republics got much better deals compared to
other subjects of the federation. For example, the federal government agreed
with Tatarstan and Bashkortostan to leave the regions an additional 25 per
cent of VAT revenues in return for financing federal agencies and programs
on their territory.



368 The Elgar companion to public economics

3 The model of internal exit
In his seminal paper ‘The ethical limits of taxation’, James Buchanan (1984)
argued that there should be ethical limits to taxation of individuals, based on
the liberty of individuals to form new polities from within the existing one.
According to the author’s reasoning, ethical limits would be breached if the
tax system encouraged any subset of the community membership to form a
separate polity, that is, exercise internal exit.7 In a subsequent paper, Buchanan
and Faith (1987) elaborated further on the notion of exit. Internal exit is
defined as secession by a coalition of people from an existing political unit,
along with the establishment of a new political unit that will then provide
public good to those who defect from the original unit. The authors devel-
oped a framework where they modeled the community as a club managed by
a self-interested sharing coalition, in which the possibility of secession effec-
tively constrained fiscal extraction of the sharing coalition.

Although the primary focus of Buchanan and Faith (1987) was explaining
growth of the public sector and composition of the sharing coalition, the
model can also be applied to any organization that provides collective ben-
efits to its members, with the authority to tax its members. Berkowitz (1997)
applied the model of internal exit to the study of federations, with units of
analysis being the regions, rather than individuals.

I now outline the basic structure of the model by Buchanan and Faith
(1987) and introduce modifications necessary for the analysis of federations.
A federation consists of identical and homogeneous regions, high-income
(H) and low-income (L), so that there are NL + NH = N regions in the
federation. The central government must provide a public good to the re-
gions, which is non-exclusive and costly. The cost of providing the public
good to a federation of N regions is f(N). Furthermore, assume that the
average cost over regions, f(N)/N falls over N, that is, there are increasing
returns over the federation’s size.8 The increasing returns are measured by l,
with lower values of it associated with greater economies of scale. The public
good is financed by a non-discriminatory income tax with rate t Œ (0,1).9

Each region in the federation has a private income gi, i = L, H.
However, a self-interested central government also has an incentive to

engage in extraction of fiscal surplus, which is given by the excess of tax
collections over the cost of provision of the public good. This ‘negative fiscal
surplus’ S is then distributed to members of the sharing coalition of size M. A
crucial assumption of the model is that secession is not institutionally fore-
closed. Thus, N–M regions form the set of potential seceders. Seceding
regions must provide their own public goods.

Applying the theoretical framework of Buchanan and Faith to the analysis
of a federation necessitates two important modifications. First, the unit of
analysis is a region, not an individual. Thus, it is reasonable to assume that
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regions cannot secede in coalitions, that is, new federations are too costly to
form. This assumption is consistent with real world experience in which
forming unions of countries is much more difficult than for the countries to
break up.10 Second, an additional feature of the model are lump sum transfers
T from the sharing coalition (that is, the central government) to the potential
seceders.11

Equation (21.1) gives the total surplus for the sharing coalition in a federa-
tion of size N as a difference between tax revenue, cost of the public good
and lump sum transfers, where NHS + NLS is the number of potential seceders.
Equation (21.2) gives a non-sharer’s post-tax net income P. Equation (21.3)
gives a post-tax net income of a member of the sharing coalition.

S t N g H g f N T N T NH H L L H HS L LS= + - - -( ) ( ) (21.1)

P g t T i L Hi i i= - + =( ) , ,1 (21.2)

B P T
S

M
i L Hi i i= - + =, , (21.3)

An equilibrium tax rate and size of fiscal transfers are the ones that, given M
and N, maximize the post-tax net income of the sharers without inducing
secession. Solving the model generates the following results.

Proposition 1. The size of the sharing coalition M that maximizes per
member surplus is one.
Proof. See the Appendix.

This result is in contrast to the result from the original model of Buchanan
and Faith, where seceding subjects could form new coalitions (federations).
In the original model, increasing the size of the sharing coalition entailed a
trade-off for existing sharers. First, their share of the surplus would decrease
because of more sharers. Second, increase in the size of sharing coalition
would reduce the pool of potential seceders and, thus, would enable a higher
tax rate and greater surplus. If seceding regions cannot form new federations
the latter effect is void. Thus, increasing the size of the sharing coalition will
always make incumbent members worse off and for any member of the
sharing coalition it would pay to get rid of other members.

Is this result consistent with what has happened in Russia? Many observers
would probably agree that the concentration of the country’s power and
wealth in the federal city of Moscow is disproportionate, as compared with
other countries. There is some evidence that the city of Moscow reaps more
than the other regions (Freinkman et al., 1999). Firstly, for some time Moscow
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has been the only Russian city that received generous subventions from the
federal budget. Secondly, Moscow benefits handsomely from the corporate
tax revenue from Russia’s largest companies. Due to deficiencies in the tax
code, large Russian companies like Gazprom pay most of their corporate
taxes to the region that houses their corporate headquarters (Moscow), rather
than to regions where their productive assets are located.

Proposition 2. If lump sum transfers to potential seceders are ruled out,
secession is a possibility. In case of secession, high income regions will
secede. The likelihood of secession is increasing in, ceteris paribus, gH/gL,
l and decreasing in NH.
Proof. See the Appendix.

What this result implies is that secessions are most likely to happen in
federations where there are relatively few regions, which are very rich, and
many regions, which are very poor, and, for some reason, discretionary fiscal
transfers are not possible. It can be argued that Russia was exactly this kind
of federation in 1991–93, when separatist pressures peaked. Note that in the
absence of fiscal transfers secession would be to the mutual benefit of both
the seceding region and the ruler. The reason is that the ruler would then be
able to levy a higher tax rate on the remaining (poorer) regions and thus
increase his fiscal surplus.

This result that high income regions are most likely to secede is
counterintuitive. Conventional wisdom holds that the least advantaged re-
gions would seek secession, not the richest ones. However, the model’s
predictions are consistent with what has happened in Russian federation after
dissolution of the Soviet Union. Claims for autonomy were compounded in a
few resource-rich regions that had sizable ethnic minorities, and also in
industrially well-endowed regions (Litvack, 1994). For example, in early
1992 and 1993 the region of Yakutia, home to 99 per cent of Russia’s
diamond production (25 per cent of the world’s), decided to take on federal
expenditure responsibilities and stop remitting taxes to the federal budget.

This theoretical result also finds ample support in the political science
literature. Hale (2002) and Herrera (2002) find that there is a positive rela-
tionship between the wealth of regions and separatism in Russia over the
period 1990–93. Roeder (1991) observed that centrifugal tendencies in the
Soviet Union were driven by the more advantaged (in terms of educational
and occupational attainment) republics, such as the Baltic nations.

Proposition 3. There exists a non-unique combination of t, TL, TH that will
prevent secession for all gH, gL, NH, NL, l.
Proof. See the Appendix.
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Introduction of lump sum transfers allows the ruler to escape the constraint
of non-discriminatory income tax and increase its surplus for any set of
regions’ characteristics. The ruler may now set a relatively high tax rate and
then return some of the tax proceeds back to the high income regions to keep
them from seceding. This result explains how the Russian central government
managed to stave off secession and preserve the federation.

The idea that the central government used selective fiscal appeasement to
avoid disintegration was first advanced by Treisman (1999). However, Treisman
did not treat income of regions as a determinant of separatist drive. Accord-
ing to his reasoning, fiscal transfers translated into higher per-capita public
spending in targeted regions, which boosted public support for the central
government (at that time, President Yeltsin).

Proposition 4. Ceteris paribus, fiscal transfers to a region are increasing in
the income of that region.
Proof. See the Appendix.

This result provides an empirically testable hypothesis, which states that
other things being equal (including income of the poorest region), an increase
in a region’s income will increase its transfer from the federal government in
order to prevent secession. Note that this theoretical result is independent of
incomes and transfers of other regions. That is, any region’s increase in
transfer will be paid for solely from the central government’s pocket, and the
tax rate and other regions’ transfers will remain unchanged. In the following
sections, I proceed to testing this hypothesis using data on fiscal transfers in
the Russian federation.

4 The data
I use panel data on the 89 regions of the Russian Federation over a time
period of six years (1995–2000).12 Most data on fiscal variables come from
the Russian Ministry of Finance. The source of data on regional economic
indicators is Goskomstat’s (Russian Statistical Committee) database ‘Regioni
Rossii’ (Russian Regions). Data on voting in regions are from Tsentrizbirkom
(Russian Central Election Committee).

Table 21.1 presents the composition of transfers from other levels of gov-
ernment for an average annual regional budget for 1995–2000. Over this
period, per capita gratis fiscal transfers, on average, were 39 per cent of a
region’s per capita tax revenues and 5.4 per cent of national product per
capita. There is huge variation in the amount of transfers, both across regions
and across years. For example, in 2000 Evenski autonomous okrug, with a
population of 19 000 people and an area roughly of France, received gratis
transfers exceeding its tax revenues by a factor of almost ten. In contrast, in
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the same year Lipetsk oblast in the European part of Russia did not receive
any transfers.

Equalization transfers, with the explicit objective to redistribute resources
from rich regions to the poor based on a certain equalization formula, constitute
the bulk of gratis transfers. Fiscal equalization is carried out through the Fund
for Financial Support of Subjects of the Russian Federation (FFSR), and is
based on a certain formula.13 However, full equalization of fiscal resources
across regions was never achieved due to insufficient funds available for equali-
zation. Also, while the system was used in accordance with the rules in 1994–95,
between 1996 and 1998, the formula’s results were subjected to political nego-
tiations. FFSR transfers often were not done in time, or not at all.14 As
documented by Freinkman et al. (1999), some regions received less than what
they were budgeted and some received more. Only eight relatively rich regions
did not receive any equalization transfers in the time period being studied.15

The second most important kind of transfers were mutual settlements,
defined as compensations for federally mandated expenditure responsibilities
met by the regions. The importance of mutual settlements has declined over
the period 1995–2000, apparently reflecting better delineation of expenditure
responsibilities between central and regional governments.

Subventions are fiscal grants earmarked for capital or current expenditures
allocated by the State Duma (Russian Parliament) after negotiations with the
government and the regions (Martinez-Vazquez and Boex, 2001). The Fed-
eral city of Moscow was the sole recipient of lucrative subventions in 1995–98.
In 1999 and 2000 subventions were received by a wider range of regions.

A more complete set of descriptive statistics for all the variables is pre-
sented in the Appendix (Table A21.1). For most years, simple plots of actual
series of regions’ per capita income and gratis transfers suggest a positive
relationship for regions with very high incomes (an example is given in
Figure A21.1) In the following sections I set out to find out whether the
results of a ‘visual test’ survive rigorous econometric analysis.

5 Hypotheses and empirical methodology
The theory of internal exit predicts that regions with higher incomes would
receive greater fiscal transfers from the central government and an increase in
a region’s income would result in an increase in its fiscal transfers. To test
whether these predictions are consistent with the data, I specify the following
panel regressions with regional fixed effects:

gratis
transfers

income
proxy

voting
support

treaty
dummy

population
region
effect

year
dummy
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H0 : a > 0, q > 0
Ha : a > 0, q = 0

where i is the region subscript; t is the year subscript; and eit is an error term.
Parameter a shows by how much a region’s transfer would change, on aver-
age, given a one ruble increase in that region’s income. The larger is a, the
weaker are a region’s economic benefits of staying in the federation and the
more appealing is the secession option. In my estimations, I use the average
wage of those employed as a proxy for regions’ incomes.16 The alternative
hypothesis is that a is negative, implying effectively functioning fiscal equali-
zation. Equalization of fiscal resources between regions is the explicit goal of
the Fund for Financial Support of Subjects of the Russian Federation (FFSR).
An important aspect of fiscal equalization is equalization of fiscal capacity,
which implies providing transfers to the regions that are poor and cannot
collect enough tax revenues to provide the standard setoff public goods. In
fact, inadequate fiscal equalization is also consistent with the predictions of
the internal exit model, because it would benefit regions with high incomes.17

Furthermore, according to the theory of internal exit, the per capita cost of
public good provision is likely to be lower for larger polities. Therefore, I
expect that q > 0.

I include a variable measuring the proportion of votes cast for the president
and pro-presidential parties in presidential and parliamentarian elections be-
cause some authors (Shleifer and Treisman, 2000; Popov, 2001) have argued
that the center may have used fiscal transfers to reward the regions for their
voting support or, vice versa, woo the troublemakers.18 It is plausible that
Yeltsin’s (who was Russia’s President until he was replaced by Putin in 2000)
support base consisted of the regions with high income that were net winners
from the democratic reforms. Therefore, a competing hypothesis is that the
center used fiscal transfers to reward the regions for their voting support, not
because of internal exit considerations. Exclusion of this variable could then
lead to omitted variable bias.

Another issue is whether a region had a bilateral treaty with the center,
which could provide for additional fiscal concessions to the regions. I include
a dummy variable that takes on the value of 1 if a region had a bilateral treaty
with the central government in that year.

I start by estimating equation (21.4) without region-specific fixed effects
on pooled data using OLS. I add dummy variables for whether a region has a
republic status and whether it is landlocked, that is, encircled by other Rus-
sian regions. Republic dummy is needed to measure ethnic fractionalization
in regions. The reasoning is that regions with large non-Russian population
(having republic status) would find it easier to secede by mobilizing national-
istic sentiment. On the other hand, landlocked regions would find it harder to
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secede because the center may credibly threaten with economic isolation.
Further, since pooled OLS regressions are not very reliable in an econometric
sense, I proceed to estimating equation (21.4) using fixed and random effects.

My primary interest is in the coefficient of the wage variable. A possible
concern is that a is not constant across years, because of, perhaps, changes
in the cost of providing region-specific public goods or changes in the
‘secession technology’. To address this issue I interact wage with the year
dummies.

6 Results
In this section, I present evidence that, in 1995–98, regions with high in-
comes received higher fiscal transfers from the center. The results of estimation
of equation (21.4) using pooled OLS without region-specific fixed effects are
presented in Table 21.2. The main finding here is that the coefficient on wage
is positive and statistically significant, which is consistent with predictions of
the model of internal exit. Results from regression (3) suggest an increase in
a region’s wage by one 1997 ruble would increase its transfers by 0.782
rubles. This coefficient estimate is highly inconsistent with the hypothesis of
fiscal equalization that would benefit the poor regions.19 The coefficient on
wage is still significant and has an expected sign.

The coefficient on population, however, has the wrong sign in each specifi-
cation, which is not consistent with theoretical predictions. One interpretation
of this finding is that the wrong sign is a spurious consequence of correlation
with fiscal need. Differences in fiscal need, that is, different costs of provid-
ing the same bundle of public goods across regions, may arise because of
transportation costs and harsh climate. These factors are also likely to result
in a smaller population. If this reasoning is correct, the estimates of q in
regression (1) to (4) are biased downwards and controlling for fiscal need
should remove the bias. Indeed, inclusion of proxies for fiscal need makes the
estimate of q less negative. Estimating the regression with fixed effects could
also handle the problem if fiscal need was constant over time.

The coefficient estimate on landlock has the expected sign but is statisti-
cally insignificant in all specifications. The coefficient estimate on republic is
also highly insignificant. The coefficient estimate on treaty is not statistically
significant and its sign is not consistent with prior expectations. The problem
could arise because treaties differ in terms of the amount of concessions and
special privileges granted to the regions. Unfortunately, more detailed data on
treaties were not available.

The coefficient estimate on voting support variable is positive and be-
comes very significant once interaction effects with wage are included. It
suggests that fiscal transfers were also used to reward regions that supported
the central government in presidential and parliamentarian elections.
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Table 21.2 Pooled OLS regressions

Dependent variable Gratis fiscal transfers

Specification (1) (2) (3) (4)

Wage 0.813*** 0.813*** 0.782*** 1.304*
(0.178) (0.178) (0.197) (0.731)

Wage interacted with –0.808
year 1996 (0.791)

Wage interacted with –0.851
year 1997 (0.796)

Wage interacted with –0.963
year 1998 (0.784)

Wage interacted with –0.055
year 1999 (0.979)

Wage interacted with –0.471
year 2000 (0.853)

Population –0.265*** –0.271*** –0.273*** –0.28***
(0.038) (0.042) (0.043) (0.043)

Republic dummy 26.24 16.24 –2.602 –30.243
(76.74) (83.073) (90.536) (92.423)

Landlock dummy –109.138 –113.822 –128.13 –134.286
(93.911) (90.141) (90.547) (90.317)

Bilateral treaty dummy 83.03 75.223 61.898
(106.398) (107.338) (106.123)

Voting support 4.31 10.248***
(5.081) (3.866)

Year effects yes yes yes yes

Number of observations 529 529 524 524
R2 0.2576 0.2583 0.2584 0.2831

Notes:
Robust standard errors are in parentheses.
***, ** and * denote statistical significance at 1, 5 and 10% level, respectively.

Results of estimation of equation (21.4) with region-specific fixed effects
for all years are reported in Table 21.3.20

The main result is that the estimate of a is now negative, which is not
consistent with the internal exit model but consistent with the hypothesis of
fiscal equalization. One interpretation of this phenomenon is that the fixed
effects captured the variation in regions’ post-secession income that are con-
stant over time and what is left is largely picking effects of fiscal equalization,
which outweigh the fiscal appeasement effects. This is a plausible explana-
tion because average wage is only an imperfect proxy for a region’s
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Table 21.3 Regressions with fixed effects for all years

Dependent variable Gratis fiscal transfers

Specification (1) (2) (3) (4)

Wage –0.727*** –0.729*** –0.594** 0.137
(0.278) (0.278) (0.291) (0.343)

Wage interacted with –0.455***
year 1996 (0.145)

Wage interacted with –0.483***
year 1997 (0.145)

Wage interacted with –0.665***
year 1998 (0.145)

Wage interacted with –0.005
year 1999 (0.15)

Wage interacted with –0.13
year 2000 (0.141)

Population 2.461 2.869* 3.223** 1.834
(1.593) (1.62) (1.614) (1.596)

Treaty dummy 138.238 144.095 121.874
(101.355) (100.62) (98.1)

Voting support –13.226*** –2.376
(4.022) (4.456)

Year effects yes yes yes yes

Number of observations 529 529 524 524
R2 within 0.0359 0.0401 0.0661 0.1281
R2 between 0.1727 0.1637 0.1637 0.1494
R2 overall 0.1483 0.1391 0.1391 0.1224

Notes:
Standard errors are in parentheses.
***, ** and * denote statistical significance at 1, 5 and 10% level, respectively.

post-secession income, and part of a region’s wealth (for example, natural
resource endowments) is likely to be constant over time.

The estimate of q, however, is now positive and statistically significant in
regression (2) and (3), which is consistent with the theory of internal exit. As
argued earlier, it is likely that the sign of the coefficient has become positive
because fixed effects removed the bias produced by omitting the fiscal need
of regions.

Results from regression (4) suggest that the coefficient on wage may differ
by year. I therefore estimate equation (21.4) for two different periods, Yeltsin
period (1995–98) and Putin period (1999–2000).21 The estimation results for
these two subsamples are presented in Table 21.4. My main finding is that
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Table 21.4 Regressions with fixed effects for different periods

Dependent variable Gratis fiscal transfers

Yeltsin period Putin period
(1995–98) (1999–2000)

Specification (1) (2)

Wage 2.644*** 0.528
(0.543) (0.341)

Wage interacted with year 1996 –0.653***
(0.153)

Wage interacted with year 1997 –0.744***
(0.156)

Wage interacted with year 1998 –0.815***
(0.151)

Wage interacted with year 2000 –0.193**
(0.085)

Voting support –11.886 2.049
(8.178) (3.32)

Treaty dummy 58.639
(99.587)

Population –2.221 0.723
(2.386) (4.035)

Year effects yes yes

Number of observations 352 172
R2 within 0.2153 0.0644
R2 between 0.2440 0.0627
R2 overall 0.2173 0.0613

Notes:
Standard errors are in parentheses.
***, ** and * denote statistical significance at 1, 5 and 10% level, respectively.

fiscal appeasement took place in the Yeltsin years, but was much less impor-
tant in Putin years. In Yeltsin years, the estimated magnitude of fiscal
appeasement is largest in 1995 and smallest in 1998. There is clear evidence
that the importance of fiscal transfers to high-income regions has decreased
over the whole period. A possible explanation for this is that the central
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government managed to foreclose the secession option for the regions. This is
one way to interpret President Putin’s attempts to consolidate the power of
the central government that began with regaining control of the breakaway
republic of Chechnya in 1999.

7 Conclusions
This chapter provides evidence that is broadly consistent with the predictions
of the internal exit model of Buchanan and Faith (1987). I find that in 1995 to
1998 high-income regions received greater fiscal transfers from the central
government, contrary to the logic of fiscal equalization. This tendency has
almost disappeared in 1999 to 2000, when President Vladimir Putin came to
power.

This chapter also sheds more light on the debate as to what the driving
forces of separatism are and whether it is possible to stave off secession using
fiscal transfers.

One may speculate that disintegration of the USSR and Russia’s move
towards democracy in the early 1990s opened the secession option for its
regions. However, according to predictions of the internal exit model, the
Russian federation could not be sustained due to huge income disparities
across regions. Therefore, a situation arose in which some resource-rich
regions demonstrated their desire to secede. The central government realized
that separatist tendencies could be held in check by fiscal transfers to the
regions capable of seceding. The policy of fiscal appeasement has helped to
preserve the federation, but at a cost of fiscally starving the central govern-
ment itself, as was argued by Shleifer and Treisman (2000). Therefore, one
may interpret Putin’s relentless efforts to increase the level of centralization
as a response to centrifugal tendencies in the Russian federation. After all,
secession is unlikely to be an option in a highly centralized authoritarian
state. Could it be that there is a trade-off in Russia between democracy and
territorial integrity? If this were so, this study would suggest that democracy
and territorial integrity in Russia could only be compatible if income dispari-
ties across regions were reduced.

Notes
* The earlier version of this chapter was part of the author’s doctoral thesis at Clark
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from comments from the participants of the 6th annual conference on Current Trends in
Economics and SITE/SHEE seminars in Stockholm. He thanks Ekaterina Zhuravskaya,
Vladimir Popov, Aleksey Makrushin and Akhmed Akhmedov for help with getting the
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1. Alesina and Spolaore (1997, p. 1028) find that ‘it is generally not possible to enforce, by
majority rule, redistributive schemes that can sustain an efficient number of countries.’
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Bolton and Roland (1997) argue that redistributive schemes may, under certain condi-
tions, prevent secessions. In contrast, Breton and Weber (2001) find that there exist
transfer schemes that are both secession and migration proof.

2. Benefits of size may originate in agglomeration economies, economies of scale in the
provision of public goods, and so on. Alesina and Wacziarg (1998) find that smaller
countries have a larger share of public consumption in GDP.

3. However, these authors did not model income heterogeneity within a country. Rather, they
demonstrated how income of a seceding coalition would affect its capability to provide
public good.

4. In one of the examples the authors note that the spectacular success of the Scottish
National Party in elections held in Scotland in 1974 closely coincided with two important
events. The first was the discovery of oil off the coast of Scotland in 1966. The second was
the quadrupling of the oil prices due to Yom Kippur war in 1973. The Scottish National
Party ran a campaign with the slogan ‘It’s Scotland’s Oil’.

5. This might be less surprising given that in January average air temperature in Evenskiy
AO falls to about –38° C.

6. Some observers also nicknamed it ‘fiscal feudalism’. Polishchuk (1999) quoted a Russian
finance minister as saying that ‘there are no general rules in relations between Moscow
and regions, just individualized political bargaining.’

7. The term ‘internal exit’ parallels the ‘external exit’ option suggested by Tiebout (1956),
whereby individuals within a country would ‘vote with their feet’ by moving to jurisdic-
tions that provide preferable allocations of local public goods.

8. This assumption is not unreasonable and is consistent with the available empirical evi-
dence. Alesina and Wacziarg (1998) found that government consumption as a share of
GDP is smaller in larger countries.

9. For simplicity, it is assumed that the income tax has no deadweight loss.
10. As examples, consider the slow process of integration in the European Union, Common-

wealth of Independent States (CIS), or the much touted union between Russia and Belarus.
11. In the original Buchanan–Faith model such transfers were redundant as there would be a

tax rate that would prevent secession.
12. Fiscal data for the year 2000 cover only the first 11 months, and, thus, are not fully

comparable to the previous years.
13. See Martinez-Vazquez and Boex (2001, pp. 55–61) for a detailed discussion of the formu-

las used by FFSR in the period 1994–2000.
14. In order to speed up disbursement in some years substantial part of transfers took the form

of permissions to keep a larger share of revenues from value-added tax (VAT).
15. These are the city of Moscow, Bashkortostan republic, Tatarstan republic, Lipetsk, Samara,

and Sverdlovsk oblasts, Khanty-Mansi and Yamalo-Nenets autonomous okrugs.
16. Data on gross regional product have a serious problem with missing observations. Data on

GRP for nine regions are missing, with six of those regions having very high incomes.
Wages are strongly correlated with GRP per capita (correlation coefficient is 0.77).

17. To test for robustness of my results I also estimate regressions of equalization transfers on
ideal transfers, as suggested by Popov (2001). I construct an ideal transfers variable that
equalizes per capita tax revenues, adjusted for price differences, to the federation’s aver-
age. I also use a set of variables that proxy for fiscal need of regions. These variables are
number of hospital beds per 1000 population, average temperatures in January and July,
density of population, and share of urban population. This simple proxy for equalization is
very correlated with a more comprehensive proxy for ideal transfers constructed by Popov
(correlation coefficient is 0.97).

18. Treisman’s hypothesis was that the center rewarded the troublemakers, that is, the regions
that voted against the president. Popov, however, disputes this argument.

19. Regressing gratis transfers on ideal transfers instead of wage while keeping all other
explanatory variables results in the coefficient on the ideal transfers variable being not
statistically significant. I do not report these regressions since this result follows from
regressions in Table 21.2.
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20. The random effects specification was rejected by the Hausman test and the results are not
reported here.

21. Although Boris Yeltsin was formally Russia’s President until 2000, Putin was appointed
Prime Minister in August 1999 and, it can be argued, had already become the effective
ruler of Russia at that time.
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Appendix

max ( ) ( ( ) ( )) , ,
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Assumptions:

i. f(N) is homogeneous of degree l, i.e. f(N) = Nl f(1) and 0 < l < 1
ii. t Œ (0, 1)
iii. TH ≥ 0, TL ≥ 0
iv. f(1) < gL

Proposition 1. "t, TH, TL : M* = 1

Proof of Proposition 1:
Consider the baseline case where there are no transfers. Bi is increasing in the
tax rate t. The minimum tax rate for a federation of size N is f(N)/(NHgH +
NLgL), when all tax revenue is spent on providing the public good. Thus, the
highest tax rate that the ruling coalition can levy without inducing secession
is tH = f(1)/gH. Further assume that, for any given tax rate, secession of any
set of regions does not increase the fiscal surplus of the regions.
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Equation (A21.1) then gives the post-tax income of a member of the sharing
coalition in the absence of fiscal transfers to potential seceders. Note that Bi is
maximized when M = 1. The same result will hold for a federation of any size
and with fiscal transfers to potential seceders.

Proposition 2. If TH, TL ∫ 0, high income regions will secede if

y l l l( , , , , ) ( ) ( )g g N N N N
g

g
N N N NL H H H

L

H
H H= - -

Ê
ËÁ

ˆ
¯̃
+ - - - >1 0

The comparative statics results for y(∑) are as follows:
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Proof of Proposition 2:
Note that, in the absence of fiscal transfers, setting the tax rate higher than tH

= f(1)/gH will induce all high-income regions to secede and provide their own
public good. If the tax rate is set above tL = f(1)/gL, both high- and low-
income regions will secede. Secession of all regions is never optimal since
then the fiscal surplus is zero. Thus, a ruler will have to choose between two
tax rates, tL and tH, which would imply federations of different sizes. Since tL

> tH, in case of secession high-income regions will secede.
Clearly, the ruler will choose secession only if the fiscal surplus in the

federation with L regions is greater than the fiscal surplus in the federation
with H + L regions, that is SL > SH+L. I term the difference between these
surpluses a secession function y(gL, gH, l, NH, N) = SL – SH+L. Thus, secession
by the high-income regions will take place if
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The comparative statics of y(∑) are the following:
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Proposition 3. "gH, gL, NH, NL, l $ t*, T*
H, T*

L such that SH+L > SL.

Proof of Proposition 3:
If taxes and transfers are both costless, there are many solutions to the ruler’s
optimization problem. In general, the solution to the ruler’s optimization
problem is to set a tax rate in the range [tL,1] and keep the regions from
seceding by paying them a lump sum transfer equal to the difference between
their tax payments and the cost of providing the public good on their own.
This rule is given in equation (A21.6).
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The ruler’s fiscal surplus would thus be given by equation (A21.7).

S f N N* ( )( )= -1 l (A21.7)

Since the surplus is increasing in the number of regions N, secession is never
optimal for the ruler.

One may impose a unique solution by imposing an additional assumption
of deadweight losses to taxation. Then, the optimal solution would be given
by (A21.8).
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22 Secession and exit: an analysis of two
competing hypotheses
Constantine Alexandrakis and Robert T. Jones*

1 Introduction
During a trip to the Norwegian fjords, one of us learned how some of the
fjords’ early residents avoided paying taxes by building their houses on the
fjords’ steep slopes. When the tax collector visited their area they pulled up
the ladder leading to their residence, leaving the collector with no way of
reaching their home. Many other cases of fiscally-induced secession can be
found throughout history. Yet economists have turned their attention to seces-
sion only recently, and especially after the publication of a seminal paper by
Buchanan and Faith (1987). Prior to that, inspired by Tiebout’s classic work
(1956), economists were focused on external exit. Also referred to as ‘voting
with their feet’, external exit suggests that people will move to the adminis-
trative jurisdiction whose provision of public goods matches best their personal
preferences.

Buchanan and Faith assumed that secession is driven by fiscal exploitation,
a situation in which the members of a sharing coalition extract transfers from
the government while, despite paying taxes, the members of the non-sharing
coalition cannot. The threat of secession by the non-sharing coalition places a
limit, however, on fiscal exploitation, because if the members of the non-
sharing coalition find it less costly to form a separate polity and finance the
provision of a necessary public good (for example defense) on their own,
they will secede. On the other hand, if the members of the non-sharing
coalition cannot be prevented from joining the sharing coalition, then under
certain conditions they will all do so and secession will be rendered unneces-
sary. Clearly then, external exit presents an alternative to secession. So why
might secession take place when exit is an option?

To answer the question we construct a model in which the regions of a
polity pay an income tax to a central government that provides a national
public good like defense, and a number of local public goods such as roads,
education, law enforcement, and so on. The fact that the central government
is responsible for the provision of local public goods opens the door to fiscal
exploitation, which occurs when the government allocates to a region a
fraction of its spending on local goods that is smaller than the region’s
relative tax contribution. The government does not keep any of the tax rev-
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enue, so the sole purpose of fiscal exploitation is to subsidize the consump-
tion of local goods in a different region. Faced with such an ‘injustice’, the
residents of the exploited region have three options: do nothing, move to a
subsidized region, or secede. The aim of the chapter is to examine whether
the presence of differences in the per capita incomes and the cultural, ethnic,
religious, and linguistic characteristics (henceforth grouped under the term
ethnolinguistic) of the regions increases the likelihood that the residents of
the exploited region will choose secession over exit.

Because secession is driven by fiscal exploitation, our work can be viewed
as an extension of the work by Buchanan and Faith, and different from that of
Bolton and Roland (1997) who assumed that secession is instigated by differ-
ences in the people’s preferences over the degree of income redistribution
and, thus, the tax rate. It is also different from the work of Olofsgard (2003)
who assumed that secession is instigated by the pursuit by different ethnic
groups of a more ‘nationalistic’ policy, since we retain the assumption that
secession is driven by economic factors.

As shown in section 2, we find that when the regions are identical and
people are perfectly mobile then the government is unable to exploit a region
for the benefit of another. As in Buchanan and Faith, migration from the
exploited region (non-sharing coalition) to the subsidized region (sharing
coalition) eliminates exploitation, so there is no reason for a region to secede.
When the regions differ in their per capita incomes, migration results in an
exploitative allocation and facilitates secession. Fiscal exploitation is the
outcome, however, of the actions of optimizing individuals, not of the gov-
ernment. As people move to the rich region in which they can earn a higher
income, per capita consumption of local goods in the rich region falls. Migra-
tion will stop when the per capita consumption of local goods in the rich
region becomes smaller than that in the poor region.1 The rich region will
thus be fiscally exploited, but its residents will not want to exit, since moving
to the subsidized region will result in a reduction in their income. Secession
may thus be their only viable strategy.

The presence of ethnolinguistic differences in addition to income differ-
ences has an ambiguous effect on the likelihood of secession. We assume that
because people prefer to reside in a region with ethnolinguistic characteris-
tics similar to their own they are reluctant to move, even when moving is
justified by economic factors. When small, the reduction in the mobility of
the population may decrease the degree of fiscal exploitation of the rich
region and, therefore, the likelihood that the rich region will secede. But if
the people are unwilling to move even when the economic incentives to do so
are strong, then the government may have the power to exploit one region for
the benefit of another, thus increasing the likelihood of secession and re-
gional conflict.
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In section 3 we present a number of case studies that can perhaps be
understood better under the prism of our theoretical framework. We try to
understand, for example, the rationale behind certain provisions in Kofi Annan’s
recent plan for the re-unification of Cyprus, which can be viewed as a case of
secession in reverse. We also discuss the separatist movement of Padania in
northern Italy, and the Movement for the Survival of the Ogoni People in
Nigeria. In the concluding remarks presented in section 4 we address the
limitations of our model, and suggest possible extensions.

2 The model
Consider a union of two regions, A and B. Each region is populated by lj

individuals, where j Œ {A,B}. The union’s population is equal to:

L l lA B= + . (22.1)

Each region has an aggregate income of:

Y l yj j j= , (22.2)

where yj denotes per capita income in region j. For simplicity we assume that
individual income is the same for all the residents of a region. The union’s
aggregate income is given by:

Y Y YA B= + , (22.3)

while the union’s per capita income is equal to:

y
Y

L
= . (22.4)

The union spends an amount G on a national pure public good, and an
amount S on a number of local public goods. To finance its spending the
government imposes a linear tax on income, and balances its budget so that:

S G Y+ = ◊t , (22.5)

where t is the tax rate. The government divides its spending on local goods
between the two regions, so:

S S SA B= + (22.6)
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where Sj denotes spending on local goods in region j. Per capita spending on
local goods in region j is given by sj = Sj/lj. Each resident of region j has an
indirect utility function given by:

V V y G sj j j= -[ ( ), , ].1 t (22.7)

We restrict the utility function so that Vy > 0, VG > 0, and VS > 0, where Vk

denotes the marginal utility of the kth argument. We have assumed that local
goods are characterized by congestion effects. Because, therefore, an in-
crease in the population of a region reduces the per capita spending on local
goods in that region, everything else being equal it also reduces the utility of
the region’s residents. An increase in total spending on local goods in a
region raises the utility of the region’s residents. An increase, finally, in the
disposable income of the residents of a region caused by either an increase in
pre-tax income or a decrease in the tax rate is also welfare-improving.

People participate in a two-stage game. In the first stage each person
decides whether to move to the other region or stay put. Equilibrium in the
first stage is reached when none of the union’s residents can increase their
utility by moving. This will be true when the following condition holds:

V s s V y ys B A y B A( ) [ ( ) ( )]* * * *- + - - - =1 1 0t t (22.8)

A star superscript denotes equilibrium levels. The first term on the left-hand
side of equation (22.8) shows the change in the utility of a migrant caused by
the difference in the per capita spending on local goods between the two
regions. The second term shows the change in utility caused by the difference
in the disposable income that the migrant can earn in the two regions. If the left-
hand side of equation (22.8) is positive, then people will migrate from region A
to region B since doing so will increase their utility. The residents of region B
will stay put, since moving to region A would lower their utility. The migration
pattern will be reversed if the left-hand side of equation (22.8) is negative.

In the second stage each region decides whether to secede or stay in the
union. A resident of a region will want to secede if the utility from seceding
is greater than that from staying in the union, so that:

V y G s V y G sj j j j j[ ( ), , ] [ ( ), , ] .1 1 0- - - >* * *t t (22.9)

If condition (22.9) holds for one resident of a region it will hold for all the
residents of the same region. The decision to secede will thus be unanimous.
Condition (22.9) implies that a region will secede if it can provide the same
amount of the national good and the same per capita amount of the local
goods at a tax rate that is lower than that imposed by the union, so that:
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t tj < *, (22.10)

where tj = (Sj + G)/Yj
*. Equation (22.10) can be rewritten as:
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where Sharej = Sj/S denotes the share of the union’s expenditure on local
goods allocated to region j. Equation (22.12) represents a secession condition
that applies to all the different cases that we will examine.

The first term on the right-hand side of condition (22.12) is the relative
contribution of region j to the union’s tax revenue.2 If the union’s expenditure
on the national good is zero, the second term on the right-hand side vanishes.
A region will secede if it receives a share of the union’s spending that is
smaller than the region’s relative tax contribution. If the union’s expenditure
on the national good is positive and the income of each region is smaller than
the income of the union so that Yj

* < Y*, then the second term on the right-
hand side of condition (22.12) will be negative. This means that a region may
remain in the union even if the union pays to the region a share of its
spending on local goods that is smaller than the region’s relative tax contribu-
tion. The reason is that if the region secedes it will have to finance the
provision of public goods using a smaller tax base. Secession may thus prove
to be more costly than fiscal exploitation.

If the difference between the share that a region receives and the region’s
relative tax contribution is negative, then the absolute value of that difference
shows the degree of fiscal exploitation. If the difference is positive then the
region is being subsidized. The second term on the right-hand side of condi-
tion (22.12) shows the maximum degree of fiscal exploitation that is attainable
without the region seceding. The maximum attainable degree of fiscal exploi-
tation increases as the size of the region’s income relative to the size of the
union’s income decreases, or as the union’s spending on the national good
relative to its spending on local goods rises. We now examine three different
cases.

Case 1: A homogeneous union
Assume that per capita income is the same in both regions so that:
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y y yA = =B . (22.13)

Assume, in addition, that the populations of the two regions have identical
ethnolinguistic characteristics. If there are no barriers to migration, and let-
ting s = S/L denote per capita spending on local goods for the union, the
following proposition will hold:

Proposition 1: Regardless of how the union allocates its spending on local
goods between the two regions, per capita spending on local goods will be
the same in both regions so that s*

A = s*
B = s.

Proof: If sB – sA π 0 then, as equation (22.13) implies, equation (22.8) will
be violated. People will migrate to the region with the higher per capita
spending, thus reducing per capita spending on local goods in the region
of destination and raising per capita spending in the region of origin.
Migration will continue until the difference has been eliminated and equa-
tion (22.8) is met. Proposition 1 leads to the following corollary:
Corollary 1: Regardless of how the union allocates its spending on local
goods between the two regions, each region will receive a share equal to
its relative tax contribution. Since neither region will be fiscally exploited,
neither region will secede.
Proof: If Proposition 1 holds, then sj = s fi Sj/lj

* = S/L fi Sharej = lj
*/L.

Equation (22.13) implies that multiplying the numerator with yj and the
denominator with y does not affect the equality. Doing so yields that
Sharej = Yj

*/Y. Migration thus eliminates fiscal exploitation and renders
secession unnecessary.

Case 2: The regions have different economic characteristics
Assume now that the regions differ in their levels of labor productivity, and
that as a result a person can earn a higher income in region B. This implies
that:

y yB A- > 0. (22.14)

If there are no barriers to migration, then the following proposition must
hold:

Proposition 2: Regardless of how the union allocates its spending on local
goods between the two regions, per capita spending on local goods in the
rich region will be smaller than that in the poor region, so that s*

B – s*
A < 0.

Proof: Assume that sB – sA ≥ 0. If condition (22.14) holds, then the left-
hand side of condition (22.8) will be positive. People will move from
region A to region B to take advantage of the higher per capita income
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there. Migration will reduce per capita spending on local goods in region
B and raise per capita spending on local goods in region A until equation
(22.8) is met. But since the second term on the left-hand side of equation
(22.8) is positive, for equation (22.8) to hold, the first term must be
negative, which will be true only if s*

B – s*
A < 0. Proposition 2 leads to the

following corollary.
Corollary 2: As long as the union does not allocate all of its spending on
local goods to the rich region, the rich region will be fiscally exploited and
the poor region will be subsidized. Secession may thus be a viable strategy
for the rich region.
Proof: If Proposition 2 holds, then sB < s fi SB/l*

B < S/L fi ShareB < l*
B/L.

According to (22.14) yB/y* > 1. If, therefore, it is true that ShareB < l*
B/L,

then it must be true that ShareB < Y*
B/L. The rich region will secede if

condition (22.12) is met, or will continue to be fiscally exploited other-
wise. Since the poor region will be subsidized it will not want to secede.

Other things being equal, an increase in the difference between the per
capita incomes of the two regions will result in a higher degree of fiscal
exploitation for the rich region, thus increasing the likelihood that the rich
region will secede. As the disparity between the per capita incomes of the two
regions grows, the income of the rich region will account for a bigger fraction
of the union’s income both because each person will earn an increasingly
higher income in the rich region, and because a larger fraction of the popula-
tion will choose to reside in the rich region. Not only will the rich region’s
tax contribution grow relative to that of the poor region, but also the cost of
secession for the rich region will decline, making secession a more desirable
option. Mathematically, the right-hand side of equation (22.12) will increase,
making the inequality more likely to hold.

The central government may be able to find a compensation scheme that
would prevent the rich region from seceding as in Le Breton and Weber
(2003), but the model cannot say whether such a scheme would involve
spending more or less on local goods in the rich region. Assume, for example,
that the government allocates a bigger fraction of its expenditure to the rich
region. The left-hand side of equation (22.12) will increase, so secession will
become less likely. But the right-hand side of equation (22.12) will also rise
as the reallocation will generate a wave of migration from the poor region to
the rich that will cause the tax base of the rich region to grow. Whether the
government should spend more or less on the rich region depends on the
magnitude of each effect.

Mathematically, the government should spend more/less on the rich region
if:
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Equation (22.15) is obtained by differentiating both sides of equation (22.12)
with respect to SB and using that the equilibrium difference between the per
capita spending on local goods in the two regions (s*

B – s*
A) will not change,

which implies that dSB = dlB. We should mention that any change in spending
on local goods in the rich region affects the likelihood of secession by
altering the tax base of the rich region relative to that of the union. The
government cannot influence, however, the per capita consumption of local
goods in a region.

Decentralizing the provision of local public goods would allow the produc-
tive region to provide the same per capita consumption of local goods at a
lower tax rate, prompting people to move from the poor region to the rich
until all of the union’s residents have moved to the more productive region.
The same outcome would be observed if the government allocated all of its
spending to the rich region. Note that as long as an individual can earn a
bigger income in the rich region, an outcome where the entire population
resides in the rich region is more efficient, since it would allow the govern-
ment to finance the provision of public goods with the smallest possible tax
rate. Such an outcome would also eliminate any threats of secession.

Case 3: The two populations have different economic and ethnolinguistic
characteristics
Let us now extend the previous case by assuming that the initial populations
of the two regions have different ethnolinguistic characteristics, and that
people prefer to reside in a region with ethnolinguistic characteristics similar
to their own. The term ‘different ethnolinguistic characteristics’ may include
cultural differences such as the difference in lifestyles between urban and
rural areas or the difference in values between ‘red states’ and ‘blue states’,
as well as differences in the language spoken, in the predominant religion, or
in the ethnic origin of the residents of different regions.3 A member of the
population i Œ {a, b} residing in region j Œ {A, B} has now a utility given by:

V V y G s zj
i i

j j j
i= -[ ( ), , , ].1 t (22.16)

The last argument (zi
j) denotes the distance between a person’s ethno-

linguistic characteristics (xi) and the ethnolinguistic characteristics of the
region they reside in (xj), so that zi

j = |xi – xj|, with Vz < 0.
Assume that at the beginning of the first stage all the members of the type

a population reside in region A, while all the members of the type b popula-
tion reside in region B. Assume also that xa – xA = xb – xB = 0. Condition
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(22.8) is now replaced by the two following conditions, one for each popula-
tion:

V s s V y y V x xs
a

B A y
a

B A z
a

B A( ) [ ( ) ( )] | |** * *- + - - - + ◊ - £1 1 0t t (22.17a)

V s s V y y V x xs
b

A B y
b

A B z
b

A B( ) [ ( ) ( )] | | .** * *- + - - - + ◊ - £1 1 0t t (22.17b)

The first condition states that in order for the members of the type a
population to stay put, the change in their utility from moving to region B
must be at most equal to zero. The second condition states the same thing for
the members of the type b population. The presence of ethnolinguistic differ-
ences implies that xA π xB.

If the ethnolinguistic differences between the two regions are small so that
Vy

a[yB(1 – t) – yA(1 – t)] + Vz
a · zB

A > 0, then Proposition 2 and Corollary 2 will
hold. If sB – sA ≥ 0 then equation (22.17a) will be positive, and people will
migrate from region A to region B until equation (22.17a) becomes zero. This
will be true only if s*

B – s*
A < 0. In equilibrium, equation (22.17a) will hold as

an equality while equation (22.17b) will hold as an inequality. As in the
previous case, per capita spending on local goods in the rich region will be
smaller than that in the poor region. But because the last term of equation
(22.17a) is negative, the first-stage equilibrium difference in the per capita
spending on local goods between the two regions will be smaller when
ethnolinguistic differences are present. This happens because the utility cost
to a person residing in a region with characteristics different from her own
reduces the net gain from moving to a region in which she can earn a higher
income. Consequently, the degree of fiscal exploitation of the rich region will
be smaller and so will the likelihood that the rich region will secede.

If the ethnolinguistic differences between the two regions are large so that
initially Vy

a[yB(1 – t) – yA(1 – t)] + Vz
a · zB

A < 0, then the government can
determine to an extent the level of per capita spending in each region. If for
example sA = sB, then equations (22.17a) and (22.17b) will both hold as
inequalities. Even though the residents of the poor region can increase their
income while maintaining the same level of consumption of local goods by
moving to the rich region, the high cost of residing in a region with
ethnolinguistic characteristics different from their own will prevent them
from doing so. By spending more on the rich region the government can now
increase the per capita consumption of local goods there, thus reducing the
degree of fiscal exploitation and the likelihood that the rich region will
secede. For the members of ethnic group a, the higher the cost of residing in
the rich region, the more the government can increase its per capita spending
on local goods in the rich region before people start migrating from the poor
region to the rich.
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Note that if the difference between the ethnolinguistic characteristics of
the two regions is small, only the rich region can be exploited to a degree
determined by equation (22.12). But if the difference is sufficiently large,
then the government can exploit either region. Secession of the poor region
becomes possible, whereas in the other two cases it was not. In conclusion,
weak ethnolinguistic differences reduce the degree to which the rich region is
fiscally exploited. Strong differences give the government the ability to ex-
ploit an ethnic region for the benefit of another, and may thus facilitate the
development of political pressure groups as in Becker (1983), invite armed
conflict over control of the government, or lead to secession. When, there-
fore, the ethnolinguistic differences among the regions of a union are
significant, decentralization eliminates fiscal exploitation, deters secession,
and reduces the incentives for the development of ethnic/regional political
pressure groups.

3 Selected cases
That fiscal exploitation has been the driving force behind at least some
secessionist movements is undeniable. The most recent case in the United
States that illustrates how fiscal exploitation may lead to secession or the
threat of secession is that of Killington, a ski resort town in Vermont. Since
March 2004, the residents of Killington have voted to secede from Ver-
mont. The main source of discontent according to secessionist activists is
that for every dollar that Killington pays in taxes to the state, it receives
only five cents in municipal and educational aid. The discontent has grown
since 1997, when Vermont implemented a new system of financing educa-
tion. Under the new system property taxes in wealthy communities like
Killington rose significantly, but the spending on education in these com-
munities did not.4 In other words, after the implementation of the new
system the degree of fiscal exploitation has risen. The fact that the high
income of the residents of Killington is tied to regional assets may explain
why the residents of Killington, like the residents of the rich region in our
model, prefer secession to exit.5

Several scholars claim, however, that economic factors can explain only a
small fraction of secessionist movements and attribute the rest to nationalism,
which they consider to be a separate and unrelated reason. In some cases both
approaches are employed as alternative explanations for the same secession-
ist movement. A group of scholars (Schmidtke, 1996; Tambini, 2001) has
emphasized, for example, the importance of ethnic factors to explain the
secessionist movement of Padania in northern Italy, while another group
(Torpey, 1994; Woods, 1995) has emphasized the importance of socio-
economic factors. Our framework suggests that ethnolinguistic differences may
facilitate secession not instead of or despite economic factors but because of
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them, that ethnolinguistic differences may facilitate secession because, like
economic differences, they create the potential for fiscal exploitation.

While it is true that the secessionists of Padania have tried to emphasize, or
even create, a separate ethnic and cultural identity for that region, that fiscal
considerations ignited and cultivated the separatist movement of Padania can
be inferred from the writings of the supporters of the movement. Savelli
(1992), for example, writes about the Italian central government that it ‘sub-
tracts resources from the productive part of the country not in order to
organize and manage the necessary public services, but to distribute them to
the non-productive part’. And it is not a coincidence that Lega Nord gained
popularity as Italy became more integrated with the European Union (EU),
which means that the cost of providing security from outside forces, and thus
the cost of secession, was greatly diminished. But why was there an effort to
create a separate national identity for Padania?

One possible explanation consistent with our theory is that that effort was
an attempt to maximize the benefits from a potential re-allocation of the
central government’s expenditure on local goods brought about by the threat
of secession. As shown in the preceding section, if the central government
responded to the threat by allocating a bigger fraction of its spending to
Padania but at the same time the re-allocation generated a wave of migration
from the poorer regions of Italy to Padania, then the impact of the central
government’s action on the welfare of the residents of Padania would be
negligible. If, however, the residents of Padania were successful in creating
for their region an ethnic and cultural identity that was quite distinct from
that of the poorer regions of Italy, then perhaps they would be able to
discourage the residents of other regions from moving there. By doing so
they would be able to benefit more from the re-allocation. Although it is hard
to prove the validity of this hypothesis, the fact that immigration is the only
enemy other than the centralist state that the Lega has identified (Bull, 2003)
may provide some evidence.

Cyprus is another case that illustrates how the interaction between
ethnolinguistic differences and fiscal considerations may facilitate secession.
Prior to its break-up in 1974, the state of Cyprus encompassed two distinct
populations, a Turkish-Cypriot and a Greek-Cypriot that differed in their
ethnicity, religion and language. There are currently under way efforts by the
United Nations to devise a plan that will convince the two populations to re-
unite under one political entity. We can then perhaps interpret the provisions
of the plan as the conditions under which secession would not have taken
place, and examine whether the provisions that apply to fiscal matters are
consistent with our theory.

Our theory suggests that the main benefit for different regions of forming a
union is the economies of scale in providing national public goods such as
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defense. Although in the case of Cyprus one may identify more than one
benefit, in a report submitted to the government of the Republic Of Cyprus,
Eichengreen et al. (2004) note the significant gain from the unification due to
the decrease in the per capita defense spending caused by the elimination of
duplicate costs and the reduction in the need for each community to defend
itself against the other. Our theory also suggests that, if due to the
ethnolinguistic differences between the regions the different populations are
relatively immobile, a strong central government may have the ability to
exploit one region for the benefit of the other, and that ability may result in
regional conflicts over control of the central government and lead to seces-
sionist movements. In the case of Cyprus the problem is magnified by
paragraph 6 of Article 3 of the Annan plan, which allows for a transitional
period a constituent state to ‘limit the establishment of residence by persons
hailing from the other constituent state.’ One should then expect the plan to
also make specific provisions that would safeguard either community against
the possibility of fiscal exploitation.

Indeed, according to the Annan plan the federal government is extremely
limited in its ability to raise revenues, and is excluded from direct taxation
which remains a privilege of the constituent states. In addition, the provision
of local public goods remains a responsibility of the state governments.
Finally, Article 1 of Attachment 7 states that the central government will
transfer to the constituent states in proportion to their population no less that
50 per cent of revenue from indirect taxation which is not transferred to the
European Union. Given that per capita income is higher in the Greek-Cypriot
state, one might expect spending per capita also to be higher there. Allocating
the revenues from indirect taxation to each state in proportion to their popula-
tion may therefore entail transfers from the Greek-Cypriot state to the
Turkish-Cypriot state. It is unclear whether the provision was purposely
drafted in this way in order to allow for some redistribution. These transfers
should be eliminated, however, as the incomes per capita of the two regions
converge.

The last example that we would like to offer is that of Nigeria. The oil
sector in Nigeria provides 20 per cent of GDP, 95 per cent of foreign
exchange earnings, and about 65 per cent of budgetary revenues.6 Under
Nigeria’s early Federal System, the region from which the federal revenue-
generating good was derived received the majority of the proceeds of
royalties. The 1963 Republican Constitution specified that 50 per cent of
royalties be returned to the region of derivation.7 The discovery of petro-
leum reserves led the federal government to centralize control of revenues
post-1970. By 1983 only 1.5 per cent of oil revenues were allotted to the
oil-producing states on the basis of derivation.8 Revenues were allocated
among states mainly on the basis of population. Since the petroleum-



400 The Elgar companion to public economics

producing states have relatively small populations, they receive little of the
revenues derived from their own territories.

This problem is compounded by the fact that the predominantly Christian
population that resides in the oil-producing regions is of different ethnic
origin and speaks a different language from the predominantly Muslim popu-
lation in the north, which controls the government. This fact makes external
exit practically impossible for the people who reside in the oil-producing
regions. Among the ethnic groups residing in the oil-producing regions are
the Ogoni. In 1990 The Movement for the Survival of the Ogoni People
(MOSOP) offered a bill of rights to the federal government which suggested
that only a separate ethnically based state with control over the natural
resources derived from their land would ensure their survival. The Nigerian
central government perceived this as a threat to secede. The MOSOP leader,
while decrying this notion, still argued that a confederation would provide
ethnic groups with higher autonomy and a greater chance of political justice.9

4 Concluding remarks
The question addressed in the present study is under which circumstances the
residents of a region that is being fiscally exploited would choose secession
over exit. To answer the question we have put forth two explanations. The
first explanation suggests that secession may be preferred if the level of
productivity of the regions is significantly different. The residents of the more
productive region, which will always be exploited when the population is
completely mobile, will refrain from moving to the subsidized region be-
cause such a move would result in a loss of income. Secession becomes their
only viable strategy. The second explanation attributes secession to the pres-
ence of significant ethnolinguistic differences among the populations that
reside in different regions. The residents of the exploited region, which in this
case can be either the poor or the rich, may refrain from moving to the
subsidized region because the high psychological costs associated with resid-
ing in a region with ethnolinguistic characteristics different from their own
outweigh the economic benefits. Secession becomes, again, the only viable
strategy to avoid exploitation.

Our analysis suggests that ethnolinguistic differences matter because of
their interaction with economic reasons, and not instead of them. We under-
stand that this is a controversial position. Some may claim that by ignoring
emotional factors we have tried to over-rationalize the nationalistic seces-
sionist movements. Our response is that by no means do we wish to imply
that such factors are not important. We do believe, however, that economic
factors are responsible, at least partially, for the birth of secessionist move-
ments that at first glance seem to be driven purely by nationalistic motives, as
well as for the tribal and regional character that political parties have taken in



Secession and exit: an analysis of two competing hypotheses 401

many parts of the world, and especially in Africa. Having said that, we can
think of several extensions of our model that could help us gain further
insights.

In the present work we have assumed that the ethnolinguistic characteris-
tics of a region are independent of the ethnic composition of the population
that resides in that region, that these characteristics are fixed and identical to
the characteristics of the initial population. A reasonable extension would be
to assume that the ethnolinguistic characteristics of a region also depend on
the fraction of its residents that is made up by immigrants from other regions.
A second extension would be to assume that although the residents of the
poor region can earn a higher income in the rich region, that income is lower
than the income that the initial residents of the rich region earn. This would
be the case if the per capita income in the poor region is lower for reasons
that have to do not only with the productivity of the region, but also with the
skills of its population. Finally, we could give the residents of a region the
ability to influence the utility of migrants from other regions. One way to do
that would be to allow the residents of a region to raise the psychological cost
for the members of different ethnic groups that reside in their region. Another
way would be to allow for economic discrimination that would lower the
income of members of different ethnic groups that reside in that region.

Notes
* The authors would like to thank Attiat Ott for suggesting the topic of the chapter and for

her valuable comments throughout their work. The content has also been enriched with
comments from Costas Hadjiyannis and James Freeman, and the authors would like to
thank them for that. The authors are solely responsible for any remaining errors.

1. Implicit here is the assumption that the consumption of local goods is characterized by
congestion effects.

2. To see this more clearly simply multiply the nominator and the denominator with the tax
rate (t).

3. In American politics the term ‘red states’ describes states where conservative values are
predominant, while the term ‘blue states’ refers to relatively progressive states.

4. Source: CNN.com
5. In this case secession and decentralization are equivalent, since the residents of other parts

of Vermont would still be able to move to Killington after it seceded.
6. CIA World Factbook.
7. Dibua (2004, p. 149).
8. Dibua (2004, p. 152).
9. Dibua (2004, p. 154).
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