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Chapter

Preface

indriyanam hi charatam
yan mano ‘nuvidhiyate
tad asya harati prajnam
vayur navam ivambhasi

As a boat on the water is swept away by a strong wind, even one of the
roaming senses on which the mind focuses can carry away a man’s
intelligence.

—The Bhagvad Gita (2.67)

The Technical Program Committee of the Fourth International Sym-
posium on Wireless Personal Multimedia Communications (WPMC’01),
held September 9–12, 2001, in Aalborg, Denmark, decided to organize spe-
cial invited sessions to highlight the trend of the fusion of the packet IP
wireless networks. This task was assigned to us. We realized the importance
of the area, as well as the shortage of technical material in a single place in
the field of wireless IP and closely related technologies that form the critical
success factors. Therefore, we decided to invite the experts who are truly
active in the field: the equipment manufacturers, mobile operators, and
those working in research laboratories and universities.

Wireless IP and Building the Mobile Internet is the first book to take a com-
prehensive look at the convergence of wireless and Internet technologies
giving rise to the mobile wireless Internet as we know it. In short, the book
endeavors to provide an overview of all the elements required to understand
and develop the future IP-based wireless multimedia communications and
services.

The primary audience of this book is practicing engineers and designers,
as well as engineering managers. The book is organized, however, in a for-
mat that makes it easily adaptable for a graduate-level textbook. We believe
that this book provides sufficient exposure and knowledge in multiple

xxi



technologies with a good mix of theory and practice to understand the
internal working of the wireless Internet. This book attempts to bridge the
gap between research in wireless and IP communications by including
chapters from experts who have hitherto confirmed their work in their
respective specialties with their peers.

The major objective of this book is to focus not only on the latest devel-
opments in mobility, wireless, and Internet technologies, but also to inte-
grate these to provide workable end-to-end solutions. We have encouraged
the authors to be concerned about the adjoining layers and technologies
even though their primary interest is to focus deeply on only one aspect of
the technology spectrum. To meet this objective of seamless interworking,
we felt that it was good to have some overlap in the subject materials since
the context is often different from one focus area to another and the percep-
tion of a certain issue or problem can vary widely.

This book covers a broad range of topics and has been organized into
several sections: wireless IP evolution, quality of service (QoS) and resource
management, TCP/IP in wireless IP networks, handoff, mobility, signaling,
and services and applications. We illustrate the coverage of this book with
the help of Figure P.1.

We have tried our best to make each chapter complete in itself. This
book is a single authoritative source of information both for the industry
professional and the academic in the combined field of wireless and Internet
protocols. Any feedback that would improve the book or correct any errors
is greatly appreciated.
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Figure P.1 Illustration of the topics covered in the book and their organization into sections.
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Chapter 1

Wireless IP
Sudhir Dixit and Ramjee Prasad

1.1 Introduction

The Internet era started in 1969. A family tree of the Internet is shown in
Figure 1.1. The key driver for the Internet protocol (IP)-based network is a
common application and service environment across multiple types of net-
works. In fact, the IP has created an open platform for innovative, flexible,
and fast service creation, has enabled existing services to be supported, and
has provided IP-based mobility for all types of wired and wireless transport
in both the access network and the core network.

The target setting is to (1) create a world class all-IP system with rapid
time-to-market and future-proof design, (2) enable flexibility for providing
new, revolutionary services while ensuring smooth network evolution and
service continuity, (3) provide access independent design for globally seam-
less services, and (4) enable growth of revenue-generating systems now by
leveraging the newly emerged wireless data market.

1.2 Wireless IP

The basic concept of wireless IP is shown in Figure 1.2. It is basically a pow-
erful confluence of the network interworking layer and the tetherless con-
nectivity with or without mobility in a heterogeneous networking
environment with the promise of seamless connectivity across network sub-
domains. Combining the best of both wireless and IP technologies has
brought us into the era of wireless IP. Wireless IP will enable cost-effective,
high-quality IP-based wireless multimedia services, including voice over IP,
in large volumes [1–8].

In most developed markets the volume of data traffic has already sur-
passed that of voice traffic, and this trend will only continue to accelerate.

1



Consequently, operators and vendors have realized that there are major eco-
nomic advantages to multiplexing all types of traffic over packet switched
networks rather than over circuit switched networks. No doubt, the same
trend is being observed in the wireless mobile world. This evolution is being
supported in the core network and the radio access network by retrofitting
the various second-generation (2G) standards and networks and by building
new infrastructure based on third-generation (3G) standards.

The vision of enabling end-to-end connectivity has propelled IP to be
adopted as a unifying layer to support a multitude of link layer standards and
technologies. This end-to-end “all-IP” vision has caused everyone to begin
looking beyond 3G systems, commonly referred to as fourth-generation sys-
tems. Though the 3G systems are primarily limited to cellular/GSM wireless
access limited to terminal mobility, the next generation all-IP systems of the
future will enable both terminal and user mobility across a range of wireless
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Figure 1.1
Family tree of the
Internet. Branches and
leaves of the tree are
not shown in chrono-
logical order.

Figure 1.2
What is wireless IP?



access networks [e.g., wireless local area network (LAN) in hot spots, fixed
access, ad hoc networks].

Figure 1.3 shows an all-IP network architecture where access is through
a variety of wireless technologies—with the intelligence residing in the
access and the backbone primarily providing the packet transport. The vari-
ous functions, features, and capabilities of the network and services will be
supported by specialized servers potentially attached anywhere in the IP
network. The new architecture will need to be based on the paradigm that
every user is potentially mobile, and the network is to be able to carry all
types of traffic, some requiring strict quality of service (QoS) and others
requiring only best effort service. Some key areas that are being studied
aggressively are (1) transporting heterogeneous traffic in a heterogeneous
access network using Internet protocols, (2) seamless mobility, (3) seamless
QoS and resource management, (4) ubiquitous networking for dynamic ad
hoc networks, (5) security, and (6) network services and end user applica-
tions.

The IP has emerged as a unifying network layer protocol that transpar-
ently works over heterogeneous link layer and physical layer protocols.
Efforts are underway to ensure that QoS, signaling, routing, resource man-
agement, mobility, and security functions and features are provided at the IP
layer and above and are mapped suitably to the lower layers so as to be con-
sistent and meaningful end-to-end. In this book we have focused on the dif-
ferent aspects of wireless IP. Keeping this objective in mind, the book is
divided into five different sections: (1) wireless IP evolution, (2) QoS and
resource management, (3) TCP/IP in wireless IP networks, (4) handoff,
mobility, and signaling, and (5) services and applications.
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All-IP network
architecture.



This chapter provides a high-level overview of the challenges that wire-
less IP poses for the mobile Internet to become a reality for the masses.

1.3 Challenges for the Heterogeneous Environment

Figure 1.4 illustrates an example of a hierarchical, heterogeneous network.
The present-day terrestrial mobile systems operate in the licensed radio

spectrum. It is anticipated, however, that networks whose spectrum alloca-
tion is not regulated in the ISM band will be abundant, requiring terminals
to support multiple air interfaces and corresponding medium access control
(MAC) layer and radio standards. The problem of incompatibility with dif-
ferent frequency bands and standards in different parts of the world has led to
the development of self-configuring multimode phones and terminals capa-
ble of adapting to the spectrum and standard available in a particular operat-
ing region. Some key technologies operating in the ISM band are
Bluetooth, IEEE 802.11a and b, ETSI HIPERLAN I and II, and broadband
wireless [1]—all of which are quite suitable for “hot-spot” locations where
there is a large concentration of users carrying mobile devices (PDAs,
phones, and laptops) and who could benefit from locally available low-cost
high bandwidth. Examples of such hot spots are major transportation cen-
ters, conference/exhibition halls, museums, and shopping malls.

Most wireless access networks today are point-to-point, and the core
and the backbone networks are mostly mesh based. Point-to-point access
topology suffers from unreliable connectivity and unbalanced traffic
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Figure 1.4
Hierarchical,
heterogenous integrated
networks.
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distribution resulting in poor utilization of network resources. It is clear that
longer-term mesh topology will be the preferred topology, and the artificial
boundaries of radio access network (RAN) and core network (CN) will disap-
pear. The flat distributed IP network, as it exists today in the Internet back-
bone, will extend all the way to the end user connected via wireless access.
Increasingly the access networks will be heterogeneous, and the IP layer,
which will be the integrating common layer across the networks, will need
to deal with different access topologies, from full mesh to point-to-point,
from dedicated bandwidth to shared bandwidth, and from best effort service
to guaranteed QoS, across different link layer technologies. Since different
access networks will offer varying bandwidth capabilities, the resulting traf-
fic profiles will be varying as well. Adaptation of (and to) the appropriate
radio interface, power control, radio resource, and mobility-enabled access
and handover are some of the key requirements stipulated by the technol-
ogy developers and the operators alike.

Although in the foreseeable future a vast number of applications will be
transaction-oriented of short duration, in the long-term the multimedia
flows will be of longer duration requiring stringent QoS. The content of the
World Wide Web (WWW) is already sourced from different locations during
the same session; the same will happen in the wireless Internet much sooner
than anyone can imagine. The model based on setting up connections prior
to data transfer is clearly not workable because of the long latencies
involved, especially for short flows. Therefore, an always-connected con-
nectionless model will most likely be the dominant approach. Traffic man-
agement and optimum use of radio resources are certainly going to be major
challenges since the same infrastructure will need to deal with a variety of
flows of different lengths, durations, QoS requirements, and subscription
agreements. Wireless spectrum, a finite resource, is closely regulated and
licensed to the operators. For example, we illustrate in Figure 1.5 the fre-
quency spectrum allocated to second- and third-generation and beyond
networks. We strongly advise the reader to peruse the chapters in Part I of
this book for an overview of the evolution of the wireless IP technologies.

1.4 QoS and Resource Management

Future wireless Internet architecture will be based on IP and will utilize
IPv6 mobility. Although the legacy IPv4 is by far the dominant and
accepted protocol and will probably remain as such for a long time, it has
many weaknesses, such as limited address space, lack of mobility support,
and poor or unproven support for guaranteed QoS over both wireless and
wired links [2]. Many of these limitations will be overcome when IPv6 is
universally deployed. From a QoS perspective, the various services and
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applications can be categorized in real-time and nonreal-time classes with
different QoS requirements. The real-time applications (and consequently
the resulting traffic) can be symmetrical or asymmetrical, putting stringent
requirements on delay, delay jitter, loss, and maintenance of QoS in inter-
domain/intertechnology handovers. The IP was originally designed as a
connectionless best-effort network layer transport protocol without any
QoS guarantees, with the vision of keeping the protocol simple, resilient,
distributed, self-configuring, and plug-and-play. This has resulted in nonde-
terministic performance guarantees, and any packet- or bit-level reliable
transfer is assured at the transport (TCP) layer. Because of IP’s proliferation
and the embedded base of deployed IP-enabled network and end user ter-
minals, it is only natural to add QoS support at the IP layer to meet the vary-
ing requirements of the users and applications. This would enable the
operators and the service providers to start charging for those value-added,
guaranteed-quality services depending upon the users’ willingness and abil-
ity to pay. Technology developers, however, are faced with formidable
difficulties in meeting this challenge in a heterogeneous network environ-
ment. When and if the IP QoS standards are in place and implemented, the
mapping of the QoS mechanisms and parameters to the link layers and the
physical layers will be important. These will need to be coordinated with
the radio resource and connection admission mechanisms. Uniform
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mapping of IP QoS over the layer 2 QoS classes (at radio layer and core net-
work) will enable the terminals to roam globally and operate across hetero-
geneous networks. Parts II and III of this book address many of the above
issues in QoS and resource management, and TCP/IP in wireless IP net-
works, respectively.

Currently proposed QoS techniques, such as integrated service (IntServ),
differentiated service (DiffServ), and multiprotocol label switching (MPLS), are
either nonscalable, too immature, or both, rendering them unable to
enforce and manage end-to-end QoS throughout an IP-based heterogene-
ous network. Commercial-grade IP telephony requires linkage between call
setup, end-to-end QoS setup, interdomain authorization, and accounting.
This section describes the IP network model for interdomain QoS for access
and the backbone network necessary to support QoS-aware application
services in both public and business contexts. In particular, this section pro-
vides a survey of exciting protocols and addresses how to effectively com-
bine them across IP-based networks.

There is widespread consumer expectation that commercial IP-based
3G devices and fixed IP devices will need to provide QoS equal to that of
cellular digital circuit switched telephony, such as the Global System for
Mobile Communications (GSM). In order to achieve this, a mechanism is
needed to incorporate end-to-end QoS in IP networks [3]. The support of
QoS in any network requires the use of network resources, and the primary
objective is to allocate and manage all dedicated bandwidth, control jitter-
ing, and bound latency (required for real-time and interactive traffic), as
well as to meet data rate and reliability commitments. QoS support enables
premium services to prioritize the delivery of certain IP packets at the
expense of packets carrying best-effort traffic. Thus, best-effort packets will
suffer from degraded performance (e.g., delay) when traffic is heavy. Conse-
quently, service providers must either over-dimension the network to
ensure adequate capacity, or limit the admission of best-effort users, in order
to ensure an acceptable QoS for applications that are not real-time sensitive,
such as ftp, e-mail, and Web browsing. QoS delivery in access networks
such as Universal Mobile Telecommunications System (UMTS) and wireless
LANs (WLANs) is determined by local network usage policy. Implement-
ing Session Initiation Protocol (SIP) servers in such networks can help to
enforce policy for all SIP calls. SIP call parameters, such as endpoint
addresses, call ID, time, authorization requests, and tokens, must be ex-
changed with policy servers, trusted authorization and accounting servers,
in order to install and tear down QoS policy in Resource Reservation Protocol
(RSVP)-enabled routers. These parameters may apply to either mobile or
fixed end access points. Mobile IP has been standardized by the Internet
Engineering Task Force (IETF) to support mobile users and Internet
devices.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

1.4 QoS and Resource Management 7



1.4.1 QoS Network Model

Figure 1.6 illustrates a simple QoS reference model for various real-time IP
communications; this covers call setup, QoS reservation, policy, authoriza-
tion, and payments. The approach used here applies standard end-to-end
RSVP in access networks and DiffServ with MPLS in the backbone
networks. Key elements in the hierarchical model include the access net-
work, backbone network, and clearinghouse (centralized QoS management
unit).

Strict priority for real-time traffic (such as voice) facilitates simple and
robust QoS implementation in a private IP network where policy control
and individual specific accounting are not required. Extension, however, of
the strict priority to real-time traffic between the different domains across
the Internet would prevent service providers from exercising policy control
and accounting, which would make the services very costly and reduce the
incentive for service providers to deploy QoS mechanisms in their net-
works. Furthermore, the model of strict priority service without policy and
accounting may be under pressure when applied to high-bandwidth appli-
cations, such as video on demand. Economic trade-offs between the sub-
scription charge and the guaranteed QoS level will be required.

• Access network: An IP network to which users directly connect their
hosts/clients for IP connectivity. The access network is part of a single
administrative domain, such as those operated by Internet service provid-
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Figure 1.6
A reference model for
QoS support for IP
telephony in an
IP-based heterogeneous
network.



ers (ISPs), corporate networks, the government, and educational
organizations.

• Backbone network: One or more backbone networks may be between
two or more access networks. The backbone network in our model
has no knowledge of individual microflows, such as phone calls be-
tween parties connected to access networks.

• Clearinghouse: Given the large number of access networks belonging to
different administrative domains, it is not possible to have service-level
specifications (SLSs) between all domains on the Internet. Clearing-
houses can facilitate the authorization and logging or accounting be-
tween domains for premium services, such as QoS. Current SLSs are
static in nature, although there is interest in signaling for dynamic de-
livery of QoS between service providers, such as in the case of
bandwidth-broker-mediated services.

1.4.2 Resource Management Problems

Spectrum resource management is an important topic and will continue to
be in the near and distant future. Resource management takes on new
dimensions and can no longer be restricted to being a matter of spectrum
utilization only. Other important components are mobile equipment man-
agement and infrastructure deployment and cost structure.

Future systems are expected to require much higher data rates than cur-
rent systems, since most of the current resource management systems are not
directly tied to any specific development of new methods. Data rates in per-
sonal communication systems, however, will in many cases be limited by
propagation conditions such as distance loss and multipath. The primary
constraining factor is the link budget. Since the required transmitted power
increases linearly with the bandwidth, high-speed wireless access will have
but a limited range. This will increase the complexity of the resource man-
agement schemes.

If the bandwidth as such is not important to the design and performance
of radio resource management (RRM) algorithms, the traffic characteristics are.
The key resource management problems in multimedia type systems are
related to the data rates, and delay constraints of traffic in small cell environ-
ments will exhibit very large peak-to-average capacity demands. Video
users with absolute delay requirements may require considerable portions of
the spectrum that they share with e-mail message traffic with no such abso-
lute constraints. Dynamic channel allocation (i.e., statistical multiplexing)
will provide even larger capacity gains in these situations than in today’s
mobile phone scenarios.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

1.4 QoS and Resource Management 9



1.5 Seamless Mobility and IP
Fast-forward to a few years in the future, and we will be living in an era
where seamless mobility across heterogeneous wireless networks will be
taken for granted [2, 4]. In today’s networks, though, mobility is supported
at layer 2 in WLANs and 2G/3G networks, which prohibits roaming across
heterogeneous access networks and routing domains. In contrast, mobility
support at the network layer (IP) will allow Internet-wide (global) mobility
where the layer 2 and physical layers will be completely transparent, albeit at
the cost of increased complexity and longer propagation delays. Any issues
of complexity, cost, and performance will eventually become irrelevant
with the everyday advances in the technologies involved and the volumes
that are expected. There are three key reference models for mobility under
study in the IETF: Mobile IP (MIP), Handoff Aware Wireless Access Internet
Infrastructure (HAWAII), and Cellular IP (CIP). Each reference model has its
own pros and cons. Supporting them will require the mobile terminal to be
mobility-aware, and the legacy IP protocol stacks that have already been
implemented in them will have to be replaced with the new reference
implementations. The reader will learn more about seamless mobility in
many of the chapters devoted to this topic in Part IV of this book.

Most work until now has focused on terminal mobility, which has
already been successfully proven in commercial networks. Terminal mobil-
ity allows the network to route calls or packets to a mobile device regardless
of the type of network to which it is attached [2]. If we add to this the capa-
bility of user or personal mobility (i.e., the user is not tied to a personal ter-
minal), an additional set of requirements and complexities have to be dealt
with. Personal mobility enables the users to access their services regardless of
their point of attachment or the type of terminal they are using [5], where
the device they use may not belong to them. It is akin to the very successful
use of the e-mail alias in the Internet today (e.g., Yahoo!, MSN, Hotmail,
and AOL) where one can access his or her e-mail from any terminal, any
time, and from anywhere in the world as long as he or she is connected to
the Internet. Personal mobility allows a user’s calls and environment to be
forwarded from one terminal to another. The user should be contactable
with only one identity that should be mappable to an address where his
packets can be routed, and this mapping should not be tied to a single termi-
nal or a single operator since a user may roam from one operator’s network
to another and his packets may follow paths that may cross many different
operators’ networks of one or more types. The control of the identity map-
ping must remain with the user who should ultimately decide who can
reach him or her on which network during what times and with what level
of security/confidentiality.
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A vision of a seamless network of complementary access systems is
depicted in Figure 1.7.

1.6 Ubiquity and Dynamic Ad Hoc Networks

Ubiquitous computing or networking has received a great deal of attention
recently [9]. Ubiquitous networking refers to the dynamic ad hoc formation
of collaborating entities (people and devices), which adapt to network con-
ditions and network types, and are basically access-network agnostic. They
self-configure autonomously when nodes and services appear, negotiate,
migrate, and disappear [2, 3, 9, 10]. Although there are many different
directions being pursued toward a ubiquitous networking infrastructure,
there are some key fundamental characteristics that are common to them all.
Architecturally, these fundamental characteristics may be classified into the
collaboration-level infrastructure and communication-level infrastructure [10].
The former enables devices to automatically discover each other, form col-
laborative regions, and interact with each other at the application or service
level; the latter enables the exchange of collaboration-level messages and of
application data itself by means of the networking infrastructure.

Both the collaboration-level and the communication-level infrastruc-
tures will have major implications on all the layers of the protocol stack
(including the wireless IP) and vice versa, depending on how soon and to
what extent the protocols can be enhanced. In the meantime, the industry is
making every effort to use whatever standards are available today to provide
the necessary enhancements to deliver dynamic ad hoc networks using the
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concepts of ubiquitous networking. For example, work is already in prog-
ress to interconnect multiple wireless devices on one’s person by a personal
(or body) area network (PAN or BAN). PAN is a person-centered network
concept that enhances our personal experience by connecting all known
and future personal devices and equipment within a limited range (of, say,
2m) using wireless techniques (e.g., Bluetooth). PAN will cover the per-
sonal space surrounding the person within the distance to which the voice
reaches. It will have a capacity in the range of 10 bps to 10 Mbps. Figure 1.8
illustrates the position of PAN with respect to other systems (B-PAN stands
for broadband-PAN).

The following are the challenges and open issues for PAN:

• Low-power, low-cost radio integration;

• Definition of possible physical layers and access techniques;

• Ad hoc networking;

• Middleware architecture;

• Security (different security techniques, gatekeeping functionalities);

• Overall system concept;

• Human aspects.

1.7 Security Considerations
Authentication, data security, and privacy are of paramount interest in the
wireless networks [2]. Security features in 2G and 3G systems focus on
mainly two aspects: one to authenticate the user with a billing system and
the other to encrypt the data so that it cannot be eavesdropped. If the call is
prepaid, then there is no association of the billing system with the identity of
the caller. In future IP networks, this dependence on the operator (and the
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associated billing system) would need to be minimized as much as possible,
and any negotiation with respect to authentication and identity disclosure
should rest with the end users. The security mechanisms present in today’s
wireless networks are very different from those present in the fixed net-
works. There are typically four levels of security applicable in both fixed and
wireless networks: (1) authentication at login, (2) end-to-end security at the
application level, (3) network level security, and (4) link level security.

In a heterogeneous environment some of the major issues are: (1) how
to get two access routers that may have never known each other to trust
each other, (2) the level and type of security support may be different at dif-
ferent access routers connected to different types of access networks, (3) the
provision of security and trust features for access routers at the client level
and ramifications of this at the IP layer, (4) the enabling of different levels of
identity authentication and data security (either on demand or depending
on the context) without reference to operator, and (5) the optimization of
end-to-end security while removing security at certain layers to minimize
duplication while the data path crosses multiple technologies and operator
domains. The implications on the IP or vice versa may be significant. Chap-
ter 29 examines the various aspects of security in wireless and IP networks.

1.8 Concluding Remarks

An open IP-enabled wireless network will provide vast opportunities for a
myriad of new services and applications to be developed, upon which one
cannot begin to speculate. The younger generation is already comfortable
using mobile devices and PCs while continuously challenging established
business models and ethical boundaries. On the data front, short message serv-
ices (SMS) have already been a huge success, and similar efforts are underway
now to develop and offer mobile multimedia messaging with a big push for
multimedia messaging services (MMS) [11]. The MMS can use up to 57.6 Kbps
for sending and retrieving data. MMS-compatible handsets are already
beginning to ship. It will not be long before location-aware services begin to
appear as well. Part V of this book examines the issues of wireless IP from
the standpoint of some of the key services and applications that will need to
be supported in the near future. The real challenge for the future can be
explained by the following equation to achieve IP-based wireless multime-
dia communications:

E ∝ m.c4 (1.1)

where E is evolution of wireless communications, m is multimedia
communications, and c is consumer electronics, computer technology,
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communication technology, and contents. Figure 1.9 illustrates the clue to
the (e)-/(re)-volution of wireless IP-based multimedia communications.
The rest of the book is devoted to deliberating the variables in (1.1).
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Chapter 2

Evolution to Wireless IP
Mark Epstein

2.1 Introduction
The press is full of horror stories about the evolution to 3G and wireless IP.
The press has reported that equipment is late, that licenses have cost service
providers more than they can hope to get paid back, and that consumers
may not really want the services that 3G wireless will provide. In May 2001,
NTT DoCoMo reported that they would not cover all of Japan with full 3G
wideband code division multiple access (WCDMA) mobile phone service for at
least 3 years. In its May 28, 2001, issue Newsweek International reported of the
potentially devastating collapse of the race to roll out 3G mobile phones in
Europe because of greed and government policy. The article noted that
British Telecom was crumbling under a debt of £27.9 billion, had to spin
off its wireless division in order to survive, had accepted the resignation of its
longtime chairman, and postponed its first trial run of 3G technology. AFX
News, on May 24, 2001, reported that Sonera will delay investments in and
the rollout of UMTS services in Finland and elsewhere because of a shortage
of compatible handsets. This article asserted that Sonera would not likely set
another launch date until handset makers could guarantee mass produced
phones free of glitches. They noted that some of the handset makers are
dealing with phones that consume too much power, leaving the batteries
drained after only a few minutes. On the more positive side, initial commer-
cial deployments of 3G cdma2000 phone service have occurred in Korea
and in Japan.

The negative press observations neglect the fact that complicated sys-
tems take time to develop, test, produce, and deploy. This necessity results
in a reevaluation of initial estimates of deployment strategies and timing for
the 3G revolution. This chapter addresses alternate wireless evolution strate-
gies for transitioning from 2G to 3G capabilities. Discussed are evolution
paths, time to market of the various alternatives, economies of scale, ease of
international roaming, and relative performance. This discussion is followed
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by a presentation of key applications that will drive the momentum to wire-
less IP, including mobile text, mobile chat, avatars, position location, enter-
tainment, and games. A discussion on providing access to wireless IP users
for these applications will focus on platforms that can provide downloadable
applications on demand. Also discussed are the supporting infrastructure and
middleware to successfully tie third-party developers of these applications
and their products with the carriers and subscribers.

2.2 Motivation for High Data Rates and IP

Consumer demand for higher rate wireless connectivity is illustrated in Fig-
ure 2.1. Listed in this figure are services, which form the basis for the moti-
vation for 3G and IP connectivity. Many of these services are already
available through the wired Internet. Generally, it is the success of the wired
Internet and wireless telephony that form the basis for projections of success
of wireless IP services. Shown in Figure 2.1 are examples of mobile text
communications, mobile chat, avatars, position location services, entertain-
ment, and games. NTT DoCoMo launched some of these services in Japan
using a relatively narrowband wireless channel. The terrific success of these
i-mode services in Japan is believed to be indicative of potential public
demand for these capabilities.

Going beyond the classic wired Internet services by adding services
based on position location capabilities will also be of high interest to wireless
consumers for safety, security, and commercial applications. Consumer
interest in various wireless IP services is illustrated in Figure 2.2, which
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Figure 2.1
Motivation for higher
data rates.



shows the results of surveys by geographic area of consumers’ desire for vari-
ous types of wireless services. A key area here is the provision of e-mail and
file download in an anytime, anyplace mode. These needs, in turn, drive the
marketplace, as shown in Figure 2.3.

Figure 2.3 shows potential revenue estimates for provision of wireless
services. Most noticeable in this figure is the predominance of the Asian
marketplace. Early 3G commercial deployments in Korea and Japan and the
expected commercialization in China in 2002 have strongly influenced
these results.
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Figure 2.2
Consumer preferences.
(Source: Answers
Research Inc.)

Figure 2.3
Expected revenues.
(Source: Morgan
Stanley Dean Witter,
International Data
Corp., and
Dataquest.)



2.3 Radio Interface Technologies
The evolution of wireless technologies for providing higher data rates are
shown in Figure 2.4. Shown here for all the current commonly used tech-
nologies is the progression from the analog technologies of first generation
(1G), to the digital technologies that form the basis of 2G, 2.5G, and 3G.
Also presented on this chart is the possibility of further progression to tech-
nologies providing multimode, multiband, and multinetwork capabilities
for the facilitization of worldwide roaming. Possible evolution paths for
these technologies as a function of time are shown in Figure 2.5. The other
two International Telecommunication Union (ITU)-approved 3G technologies
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Figure 2.4
Technologies for higher
data rates.

Figure 2.5
Evolution paths.



of Digital European Cordless Telecommunications (DECT) and time division
synchronous code multiple access (TD-SCDMA) are not shown because there
has been no announced interest by service providers in these radio inter-
face approaches. The designation “additional doubling” refers to novel
approaches using two rather than one antenna on subscriber equipment as a
method to provide diversity.

It is expected that the process of improving and advancing radio inter-
faces will continue as the industry moves from 3G toward what may be
called fourth-generation (4G) technology. The ITU is now in the process
of incorporating into its relevant recommendations advanced forms of
cdma2000 1x-EV, called DO and DV, and an advanced form of WCDMA,
called HSDPA.

The actual evolution path chosen by a particular service provider
depends on many factors. These include regulatory limitations, such as those
applied in Europe (where in many cases the specific technology that may be
employed in a particular radio frequency band is specified by the nation’s
regulatory authority or by the EC); existing technology that may provide an
easier path forward owing to corporate and personal experience; financing
or other incentives provided by manufacturers; and trade politics that might
favor certain regions or domestic industry.

Much of the press reports noted above give the impression that 3G
commercial rollouts have been significantly delayed. This is not true. As
shown in Figure 2.5, cdma2000 1x was the first commercially deployed,
ITU-recommended 3G technology. It was commercially deployed in 2001
by LG Telecom and SK Telecom in Korea. The cdma2000 launches are
continuing with deployments by Telesp Celular, Bell Mobility, KDDI,
Pegaso PCS, ALLTEL Communications, Verizon Wireless, and Sprint
PCS. NTT DoCoMo in Japan launched the pre-final version of WCDMA
in late 2001. Further upgrades to this version will be needed for it to be fully
compatible with the full-up WCDMA version to be launched in Europe.

Not shown in Figure 2.5 is the 2G technology called TDMA. This
radio interface approach does not have an easy migration path to 3G.
Accordingly, service providers who are now using TDMA are in the process
of deciding whether to migrate on a path followed by GSM or IS-95
adherents.

The time-to-market of the various 3G technologies varies because of
the varying maturity of the underlying technology. The generic steps in the
deployment process for any new wireless system involve the building and
testing of several prototype systems, setting a firm specification for systems
and handsets, optimizing system and handset performance, and adding rich
feature sets for multimedia. In proceeding through these steps, cdma2000 is
ahead of WCDMA in time-to-launch. Thus, cdma2000 is deployed, while
WCDMA is still finalizing its standard and optimizing its system and handset
performance. This is because cdma2000 is closely based on IS-95A/B and
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uses its synchronization approach. The initial attempts by the designers of
WCDMA to choose other than the basic approaches proven in the
IS-95A/B systems have resulted in some additional work, risk, and time
delay during the specification and optimization process.

Owing to the earlier commercial launch of cdma2000 and the desire by
some GSM carriers to first deploy 2.5G GPRS and perhaps EDGE technol-
ogy, before migrating to WCDMA, subscriber volume for cdma2000 will
initially exceed that of WCDMA. This circumstance is enhanced by the
ease of in-band deployment of cdma2000 in 2G spectrum. This may give
the cdma2000 approach an earlier learning curve and the related advantage
of having less costly subscriber equipment, as a function of time. This is
shown in Figure 2.6.

Although some press reports have commented on the difficulties of
global roaming among the various ITU-recommended standards, there are
technical approaches in development to solve the roaming and interoper-
ability issues. One approach is illustrated in Figure 2.7. This figure shows
multimode chip sets now in development, which will bridge the technology
gap between cdma2000 and WCDMA. This is a major technological para-
digm shift. Thus far, only one company has announced this solution to the
roaming problem engendered initially by the inability of the wireless indus-
try to agree on a common chip rate for cdma2000 and WCDMA. This par-
ticular approach solves serious problems for roaming within commonly
owned or allied networks such as that of Vodafone in Europe and Verizon
in the United States.

2.4 Cost Advantages of 3G Wireless IP

Some press articles have been critical of the future of 3G technologies; how-
ever, there is a significant advantage to be gained through the use of 3G ver-
sus 2.5G approaches. This is illustrated in Figure 2.8, which shows the
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Figure 2.6
Subscriber volume.
(Source: EMC World
Cellular Database
2/01, Cahners
In-Stat 12/00.)



approximate download times for a 3-minute MP3 song using various 2G,
2.5G, and 3G systems. The differences are significant and are further quanti-
fied when the download times are translated to costs. The network cost per
megabyte is roughly $0.42 for GPRS, $0.07 for WCDMA, $0.06 for
cdma2000 1x, and $0.02 for cdma2000 1x-EV. Of special note is the cost
associated with downloading data files using the i-mode network, which is
$23.44 per megabyte. This approach, initiated by NTT DoCoMo with sig-
nificant success, is now being planned for use by KPN in the Netherlands.
Note, however, i-mode’s very high cost compared to the other technolo-
gies. The success of i-mode indicates a good future for much less costly 3G
approaches. Furthermore, this is indicative that the marketplace will not
stop at 2.5G solutions, since 3G provides a much more economically effi-
cient and timely service.

2.5 Technology Trade-Offs for 3G Voice and Data
The capabilities of the current GSM GPRS, EDGE, cdma2000, and
WCDMA systems to support voice and data are compared in Figure 2.9.
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Figure 2.7
Multimode chips.

Figure 2.8
Data transfer time.



Data is presented assuming 2 × 10 MHz spectrum is available. The chart dis-
plays voice channels in Erlangs versus the data throughput per sector in
megabits per second. Similar to the cost advantage figures, Figure 2.9 shows
the strong reasons to move to 3G as soon as possible. The bumpy curve at
the top of the cdma2000 1x and 1x-EV part of the chart illustrates the capa-
bilities offered when a carrier chooses different mixes of 1x and 1xEV(DO)
channels within the available bandwidth. Note that these results are not
static. It is likely that all the capabilities shown will improve as revisions to
the various standards are implemented. ITU-R Working Party 8F, called
IMT-2000 and Systems Beyond IMT-2000, is a key venue for these
advances.

2.6 Other Market Segments
There are complementary data solutions in market segments other than
wide area cellular. Illustrated in Figure 2.10 are the IEEE 802.11 LAN and
Bluetooth approaches. It is likely that all of these will be applied in sub-
scriber equipment offerings to enhance user services whether for telephony,
PDAs, or home networks. WCDMA and cdma2000 wide area network
(WAN) approaches (here called 3G CDMA) may be broadened in devices
that support the complementary technologies. Chipsets may soon include
all of these capabilities. These would then provide in-home LAN solutions,
both house-wide and with Bluetooth to minimize or eliminate interdevice
wiring. IEEE 802.11 could also provide subscribers with wideband access at
specialized locations in stores, airports, and so forth, as a complement to the
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Figure 2.9
Technology comparison.

TE
AM
FL
Y

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Team-Fly® 



WAN cellular connectivity. This arrangement will markedly broaden the
user experience.

2.7 Open Application Platforms for Wireless Devices

One of the concerns regularly expressed in the press deals with pessimism
concerning the wide and profitable use of services with 3G subscriber
equipment. There have been some historic issues associated with the neces-
sity to customize services/applications for each phone. One way to elimi-
nate this problem is to provide an open platform for the offering and
download of software packages to the subscriber. Thus, the true “killer
application” may be the service itself that supplies multiple downloadable
services. NTT DoCoMo is successfully employing this idea today for their
i-mode service in Japan. Figure 2.11 illustrates one implementation of this
approach, called Binary Runtime Environment for Wireless (BREW). This is
just for illustration purposes. Similar approaches are being developed: J2ME,
for Java 2 Platform Micro Edition; PCA, for Personal Internet Client Archi-
tecture; and Club Nokia.

In these approaches, the open platform is made available to any third-
party developer through the use of a software developers kit (SDK). It is offered
free to any developer. The product that is developed by the third party is
certified to assure that the software works, has no viruses, and will not harm
subscriber equipment to which it is downloaded. The open platforms can
support native applications written in C/C++, and the system supports
applications written for other environments, including all kinds of
browser-based applications as illustrated in Figure 2.11. Middleware services
are critical elements to the success of this approach. These consist of billing
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Figure 2.10
3G and WLAN.



with multiple pricing models, authentication of certified applications,
download management for end user purchases, device configuration man-
agement, application version control, and administration. Generally, the
developer can specify the price he wants for his product, on either a per use,
per month, or other method. The revenue is split among the third-party
developer, the service provider, and the open platform provider. Interest in
this kind of approach has been very high, as indicated by the very large
number of third-party developers and service providers who are now par-
ticipating in these programs.

2.8 Concluding Remarks
This chapter indicates that the evolution toward 3G and wireless IP capa-
bilities is continuing aggressively. Systems are being developed to support
these capabilities, and they are in varying states of final development, testing,
and commercial deployment. 3G and wireless IP will provide markedly less
expensive and more highly capable services than their predecessors. Owing
to delays and differences in approaches, service providers have choices to
make in the radio interfaces they use and the evolution path they employ to
get there. New ideas are being implemented to provide open platforms for
the provision of software applications on demand to wireless subscribers that
have the potential of revolutionizing services available to the user and to
assure the commercial success of 3G and wireless IP systems.
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Chapter 3

Wide-Area Wireless IP
Connectivity with the General
Packet Radio Service
Apostolis K. Salkintzis

3.1 Introduction
This chapter investigates how wireless IP connectivity can be provided with
the General Packet Radio Service (GPRS). The chapter thoroughly discusses
the fundamental GPRS concepts, protocols, and procedures and demon-
strates the main functionality provided by the GPRS network. The key pro-
cedures discussed and explained are the registration procedure, the
routing/tunneling procedure, and the mobility management procedure,
which enable mobile IP sessions.

The GPRS is a bearer service of GSM, which offers packet data capa-
bilities. The key characteristic of the data service provided by GPRS is that
it operates in end-to-end packet mode. This means that no communication
resources are exclusively reserved for supporting the communication needs
of every individual mobile user. On the contrary, the communication
resources are utilized on a demand basis and are statistically multiplexed
between several mobile users. This characteristic renders GPRS ideal for
applications with irregular traffic properties, because, with this type of traf-
fic, the benefits of statistical multiplexing are exploited (i.e., we obtain high
utilization efficiency of the communication resources). A direct effect of this
property is the drastically increased capacity of the system, in the sense that
we can support a large number of mobile users with only a limited amount
of communication resources. The increased capacity offered by GPRS,
combined with the end-to-end packet transfer capabilities, constitute the
main drive factors for using GPRS in providing wide-area wireless Internet
access.
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This chapter investigates the key operational and conceptual aspects of
GPRS, and we demonstrate how it is used to provide wide-area wireless IP
connectivity. We start the discussion with an introduction to GPRS
technology and the necessary terminology. Further tutorial material that
explains several GPRS aspects can be found in [1–5].

3.2 GPRS Overview
In general, a GPRS network can be viewed as a special IP network, which
offers IP connectivity to IP terminals on the go. To provide such a mobile
connectivity service, the GPRS network must feature additional functional-
ity compared with standard IP networks. From a high level point of view,
however, the GPRS network resembles a typical IP network in the sense
that it provides typical IP routing and interfaces to the external world
through one or more IP routers.

Figure 3.1 captures schematically this high level conceptual view of a
GPRS network. By using shared radio resources, the mobile users gain
access to remote packet data networks (PDN) through a remote access router
(in GPRS terminology this is designated as GGSN). The access to a remote
PDN can be envisioned as being similar to a typical dial-up connection.
Indeed, as discussed in Section 3.4, a user establishes a virtual connection to
the remote PDN. With GPRS, however, a user may “dial-up” to many
remote PDNs simultaneously and can be charged by the volume of the
transferred data, not by the duration of a connection.

GPRS can offer both transparent and nontransparent access to a PDN.
With transparent access the user is not authenticated by the remote PDN
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and is assigned an IP address from the address space of the GPRS network.
With nontransparent access, the user credentials are sent to the remote PDN
and the user is permitted to access this PDN only if he or she is successfully
authenticated. In this case, the user is assigned an IP address from the address
space of the remote PDN. Note that, irrespectively of the access type to a
PDN, a user is always authenticated by the GPRS network before he or she
is permitted access to GPRS services (this is further discussed is Section 3.3).
The nontransparent access is particularly useful for accessing secure intranets
(e.g., corporate networks) or ISPs, whereas the transparent access is most
appropriate for users who do not maintain subscriptions to third-party
ISPs or intranets. As illustrated in Figure 3.1, the GPRS network forms
an individual subnet, which contains all users who use transparent access to
remote PDNs. External PDNs perceive this subnet as being a typical IP
network.

Figure 3.2 illustrates some more detailed aspects of a GPRS network. A
mobile station (MS) is shown on the left, and the gateway GPRS serving node
(GGSN) is shown on the right. Among other things, the GGSN offers IP
routing functionality and it is used for interfacing with external IP networks.
From the MS point of view, the GGSN can be thought of as a remote access
router. It must be noted that, in general, the GGSN may interface not only
with IP networks but also with several other types of PDNs (e.g., with X.25
networks) [6]. In this chapter we mainly focus on IP and, unless otherwise
indicated, it is assumed that GPRS interfaces with IP PDNs only.
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3.2.1 GPRS Bearers

As illustrated in Figure 3.2, the GPRS network effectively provides a GPRS
bearer; that is, it provides a communication channel with specific attributes
between the MS (the terminal) and the GGSN (the router). Over the GPRS
bearer, the MS may send IP packets to the GGSN and it may receive IP
packets from the GGSN. As explained below, the GPRS bearer is dynami-
cally set up at the beginning of an IP session (when the user “dials” to a spe-
cific PDN) and it can be tailored to match the specific requirements of an
application. For example, it can be set up with specific QoS attributes, such
as delay, throughput, precedence, and reliability [6].

Figure 3.2 also illustrates the internal structure of a GPRS bearer, which
includes the protocols and the GPRS nodes involved in the provisioning of
this bearer. A brief explanation follows.

The MS communicates through the radio interface (the so-called Um
reference point) with a base transceiver station (BTS), which provides mainly
physical-layer functionality. In GPRS, the BTS handles the transmission
and the reception of packet data on the GPRS physical channels. Data
received by the BTS is processed (e.g., decoded and deinterleaved) and then
relayed to the next hierarchical node in the GPRS architecture, that is, to
the packet control unit (PCU). The PCU offers radio resource management
and is responsible for allocating uplink and downlink resources to the vari-
ous MSs on a demand basis. As discussed later, the radio resource allocation
is implemented with a packet scheduling function that takes into account
the QoS committed to each active MS.

The PCU communicates with the serving GPRS support node (SGSN)
over a Frame Relay interface (Gb). As discussed below, the SGSN provides
mobility management functionality, session management, packet schedul-
ing on the downlink, and packet routing/tunneling. The interface between
the SGSN and the GGSN (Gn) is entirely based on IP, typically on IPv4.
The GGSN provides mainly routing and optionally screening functionality,
and can be considered as a remote access router interfacing with the external
PDNs. The fact that we have two IP layers within the GGSN implies that
some sort of IP-to-IP tunneling is applied across the Gn interface. This is
discussed in more detail in Section 3.3.1.

Not all GPRS bearers feature the same attributes. The particular attrib-
utes of a GPRS bearer are specified mainly by the operational mode of each
protocol and by the level of precedence applied in the scheduling proce-
dures. For example (see Figure 3.2), in one GPRS bearer, the logical link con-
trol (LLC) protocol may operate in acknowledged mode, whereas in another
GPRS bearer, it may operate in unacknowledged mode. By definition, the
acknowledged mode of operation offers increased reliability compared with
the unacknowledged mode of operation. Similar distinctions between dif-
ferent GPRS bearers may apply to the Radio Link Control (RLC) Protocol
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and to the GPRS Tunneling Protocol (GTP). In addition, one GPRS bearer,
which is given high precedence in the scheduling procedures, would typi-
cally feature lower delay compared with another GPRS bearer, which is
given lower precedence in the scheduling procedures.

3.2.2 GPRS Protocols

The Subnetwork Dependent Convergence Protocol (SNDCP) runs between the
MS and the SGSN, and it is specified in [7]. It is the first layer that receives
the user IP datagrams for transmission. SNDCP basically provides (1)
acknowledged and unacknowledged transport services, (2) compression of
TCP/IP headers (conformant to RFC 1144 [8]), (3) compression of user
data (conformant to either V.42bis or V.44), (4) datagram segmenta-
tion/reassembly, and (5) PDP context multiplexing (see Section 3.4). The
segmentation/reassembly function ensures that the length of data units sent
to LLC layer does not exceed a maximum prenegotiated value. For exam-
ple, when this maximum value is 500 octets, then IP datagrams of 1,500
octets will be segmented into three SNDCP data units. Each one will be
transmitted separately and reassembled by the receiving SNDCP layer.

As discussed in Section 3.4, a Packet Data Protocol (PDP) Context essen-
tially represents a virtual connection between an MS and an external PDN.
The PDP Context multiplexing is a function that (1) routes each data unit
received on a particular PDP Context to the appropriate upper layer and (2)
routes each data unit arrived from an upper layer to the appropriate PDP
Context. For example, assume a situation where the MS has set up two PDP
Contexts, both with type IP but with different IP addresses. One PDP Con-
text could be linked to a remote ISP, and the other could be linked to a
remote corporate network. In this case, there are two different logical inter-
faces at the bottom of IP layer, one for each PDP Context. The SNDCP
layer is the entity that multiplexes data to and from those two logical
interfaces.

The LLC protocol also runs between the MS and the SGSN, and it is
specified in [9]. LLC basically provides data link services. In particular, LLC
provides one or more separate logical links (LLs) between the MS and the
SGSN, which are distinguished into user-LLs (used to carry user data) and
control-LLs (used to carry signaling). There can be up to four user-LLs, while
there are basically three control-LLs: one for exchanging GPRS mobility
management and session management signaling, another to support SMS
[10], and a third to support location services (LCS) [11]. The user-LLs are
established dynamically, in the context of the PDP Context Activation pro-
cedure (see Section 3.4), and their properties are negotiated between the
MS and the SGSN during the establishment phase. Negotiated properties
typically include (1) the data transfer mode (acknowledged versus
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unacknowledged), (2) the maximum length of transmission units, (3) timer
values, and (4) flow control parameters. On the other hand, the control-LLs
have predefined properties that are automatically set up right after the MS
registers to the GPRS network (see Section 3.3). It should be noted that
each user-LL carries data for one or more PDP Contexts, all sharing the
same QoS.

Control-LLs operate only in unacknowledged mode, which basically
provides an unreliable transport service. User-LLs operate either in unac-
knowledged mode or in acknowledged mode, depending on the reliability
requirements. The latter mode provides reliable data transport by (1) detect-
ing and retransmitting erroneous data units, (2) maintaining the sequential
order of data units, and (3) providing flow control.

Another service provided by the LLC layer is ciphering. This service
can be provided in both acknowledged and unacknowledged mode of
operation, and therefore, all LLs can be secured and protected from eaves-
dropping.

The RLC and MAC protocols run between the MS and the PCU, and
they are specified in [12]. The RLC provides the procedures for unacknow-
ledged or acknowledged operation over the radio interface. It also provides
segmentation and reassembly of LLC data units into fixed-size RLC/MAC
blocks. In RLC acknowledged mode of operation, RLC also provides the
error correction procedures that enable the selective retransmission of
unsuccessfully delivered RLC/MAC blocks. Additionally, in this mode of
operation, the RLC layer preserves the order of higher layer data units pro-
vided to it. Note that, while LLC provides transport services between the
MS and the SGSN, the RLC provides similar transport services between the
MS and the PCU.

The MAC layer implements the procedures that enable multiple mobile
stations to share a common radio resource, which may consist of several
physical channels. In the uplink direction (MS to network) in particular, the
MAC layer provides the procedures for the arbitration between multiple
mobile stations, which simultaneously attempt to access the shared transmis-
sion medium. In the downlink direction (network to MS), the MAC layer
provides the procedures for queuing and scheduling of access attempts.

The MAC function in the network maintains a list of active MSs, which
are mobile stations with pending uplink transmissions. These MSs have pre-
viously requested permission to content for uplink resources and the net-
work has responded positively to their requests. Each active MS is associated
with a set of committed QoS attributes, such as delay and throughput.
These QoS attributes were negotiated when the MS requested uplink
resources.

The main function of the MAC layer in the network is to implement a
scheduling function (in the uplink direction), which successively assigns the
common uplink resource to active MSs in a way that guarantees that each
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MS receives its committed QoS. A similar scheduling function is also imple-
mented in the downlink direction.

From the above, it is obvious that every GPRS cell features a central
authority, which (1) arbitrates the access to common uplink resources (by
providing an uplink scheduling function) and (2) controls the transmission
on the downlink resources (by providing a downlink scheduling function).
These scheduling functions are part of the functions required to guarantee
the provisioning of QoS on the radio interface, and are implementation
dependent.

The Base Station Subsystem GPRS Protocol (BSSGP) runs across the Gb
interface and it is specified in [13]. BSSGP basically provides (1) unreliable
transport of LLC data units between the PCU and the SGSN and (2) flow
control in the downlink direction. The flow control aims to prevent the
flooding of buffers in the PCU and to match the transmission rate on Gb
(from SGSN to PCU) to the transmission rate on the radio interface (from
PCU to MS). Flow control in the uplink direction is not provided because it
is assumed that uplink resources on Gb are suitably dimensioned and are sig-
nificantly greater than the corresponding uplink resources on the radio
interface. BSSGP provides unreliable transport because the reliability of the
underlying frame relay network is considered sufficient enough to meet the
required reliability level on Gb.

BSSGP also provides addressing services, which are used to identify a
given MS in uplink and downlink directions, and a particular cell. In the
downlink direction, each BSSGP data unit typically carries an LLC data
unit, the identity of the target MS, a set of radio-related parameters (identi-
fying the radio capabilities of the target MS), and a set of QoS attributes
needed by the MAC downlink scheduling function. The identity of the tar-
get cell is specified by means of a BSSGP virtual channel identifier (BVCI),
which eventually maps to a frame relay virtual channel. In the uplink direc-
tion, each BSSGP data unit typically carries an LLC data unit, the identity of
the source MS, the identity of the source cell, and a corresponding set of
QoS attributes. The mobility management function in the SGSN uses the
source cell identity to identify the cell wherein the source MS is located.

As shown in Figure 3.2, the GTP runs between the SGSN and the
GGSN. In general, however, GTP also runs between two SGSNs. GTP
provides an unreliable transport function (usually runs on top of UDP) and a
set of signaling functions primarily used for tunnel management and mobil-
ity management. The transport service of GTP is used to carry user-
originated IP datagrams (or any other supported packet unit) into GTP tun-
nels. GTP tunnels are necessary between the SGSN and the GGSN for
routing purposes. This is further explained in Section 3.4.1. They are also
necessary for correlating user-originated IP datagrams to PDP Contexts. By
means of this correlation, a GGSN knows how to treat an IP datagram
received from an SGSN (e.g., to which external PDN to forward this
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datagram), and an SGSN knows how to treat an IP datagram received from
a GGSN (or another SGSN) (e.g., what QoS mechanisms to apply to this
datagram and to which cell to forward this datagram).

The following sections investigate the typical procedures carried out to
enable wireless IP sessions over GPRS. In particular, we discuss the registra-
tion procedure, the routing/tunneling procedures, and the mobility man-
agement procedures.

3.3 Attach Procedure

Before an MS can start a wireless IP session, or any other packet data session
over the GPRS network, it has to perform the registration procedure. In the
GPRS specifications [6], the registration procedure is formally referred to as
the attach procedure. During this procedure, the MS is actually informing an
SGSN that it wants to have access to the GPRS network, and, at the same
time, it identifies its comprehensive set of capabilities. In response, the
SGSN authenticates the mobile, retrieves its subscription data, and checks if
it is authorized to have access to the GPRS network from its current routing
area (one or more cells served by the same SGSN [6]). If none of the checks
fails, the SGSN accepts the attach request of the mobile and it returns an
accept message. After that, the SGSN becomes the serving SGSN of that par-
ticular mobile.

The entire attach procedure is schematically illustrated in Figure 3.3 in
the form of a message sequence diagram. In step 1, the MS sends an Attach
Request message to the SGSN (labeled as new SGSN), which serves the rout-
ing area wherein the mobile is located. In the Attach Request message, the
MS typically includes a temporary identifier, called packet temporary MS iden-
tity (P-TMSI). This P-TMSI has previously been allocated, possibly by
another SGSN (e.g., the old SGSN shown in Figure 3.3) and, possibly, in
another routing area. However, the P-TMSI is stored in the nonvolatile
memory of the MS and, as long as it is valid, it is used as an MS identity. The
use of a temporary identity instead of the permanent MS identity [i.e., the
international MS identity (IMSI)] provides user identity confidentiality. As
explained below, the GPRS network allocates a new P-TMSI value to the
MS whenever appropriate. Along with the P-TMSI, the Attach Request
includes the identity of the routing area wherein this P-TMSI was allocated,
as well as information related to the MS capabilities (e.g., supported fre-
quency bands, multislot capabilities, ciphering capabilities).

In step 2, the new SGSN tries to acquire the permanent MS identity
(i.e., its IMSI). If the P-TMSI included in the Attach Request message has
previously been allocated by the new SGSN, then the new SGSN also
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knows the IMSI of the MS. In the example shown in Figure 3.3, however,
we assume that the P-TMSI has previously been allocated by the old SGSN.
Therefore, the new SGSN may try to contact the old SGSN and request the
IMSI value that corresponds to the P-TMSI reported by the MS. This is
accomplished in step 2a with the Identification messages exchanged between
the two SGSNs. We have to note that the address of the old SGSN is
derived by the new SGSN with the aid of the routing area identity (RAI)
included in the Attach Request. The exact mapping between an RAI and an
SGSN IP address is implementation specific and can typically be based on
preconfigured mapping tables or DNS queries.

If the new SGSN cannot acquire the MS’s IMSI value in step 2a (e.g.,
because the old SGSN has deleted the relevant information, or because the
IP address of the old SGSN can not be resolved), then the new SGSN
requests from the MS to send its permanent identity. This is accomplished in
step 2b. The obvious drawback of this step is that it introduces additional
signaling over the radio interface and it compromises the user identity confi-
dentiality, since the IMSI is transmitted unciphered on the radio interface.

In step 3, the authentication and key agreement procedure is executed.
During this procedure, the new SGSN contacts a home location register
(HLR), which maintains the subscription data of the identified IMSI, and
requests from this HLR the authentication data to authenticate the MS. The
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address of the appropriate HLR is derived by translating the routing infor-
mation contained in the IMSI value. An HLR is typically accessible over the
international SS7 network and either MTP transport or IP transport can be
used for SS7 signaling. The authentication and key agreement procedure is
identical to the one used in GSM, and more details can be found in [14, 15].
Typically, after the authentication and key agreement procedure, ciphering
is enabled on the radio interface, and therefore, additional messages trans-
mitted on this interface are enciphered. In GPRS, the ciphering function is
performed at the LLC layer [9].

In step 4 of Figure 3.3, the new SGSN tries to update the HLR database
with the new location of the MS. For this purpose, it sends an Update Loca-
tion message to the HLR containing its own IP address, its own SS7 address,
and also the IMSI value of the MS. Subsequently, the HLR informs the old
SGSN that it can now release any information stored for this MS. This is
done with the Cancel Location message. Typically, when the old SGSN
receives this message, it will release the previously allocated P-TMSI for this
MS (and make it available for reallocation), it will delete any other informa-
tion possibly stored for this MS, and it will respond with a Cancel Location
Ack message. In step 4c, the HLR sends to the new SGSN the GPRS sub-
scription data of the MS. At this point, the new SGSN may perform several
inspections (e.g., it may check if the MS is allowed to roam in its current
routing area). If none of the checks fails, then the new SGSN builds up a
GPRS Mobility Management (GMM) Context for this MS and returns a posi-
tive acknowledgment to the HLR. On the other hand, if an inspection rou-
tine fails (e.g., because of roaming restrictions), the new SGSN sends a
negative response to the HLR and subsequently it sends an Attach Reject
message to the MS, including the specific reason for rejecting the attach
request. The GMM Context can be considered as a database record that
holds GPRS mobility management information pertaining to a specific MS.
Such information includes the IMSI value of the MS, the routing area and
the cell where the MS is currently located, the P-TMSI allocated to the MS,
the ciphering algorithm used to encipher packets for this MS, the GPRS
capabilities of the MS, and the authentication data that can be used to
authenticate the MS in the future. In step 4d, the HLR acknowledges the
location update that was previously requested in step 4a.

In step 5a, the new SGSN sends an Attach Accept message to the MS to
indicate that the MS has successfully been registered for GPRS services.
Typically, with the Attach Accept message, the new SGSN assigns a new
P-TMSI value to the MS. At the final step (5b), the MS responds with an
Attach Complete message, which acknowledges the correct reception of the
new P-TMSI value. Note that the messages transmitted in steps 5a and 5b
are typically enciphered, therefore, the new P-TMSI value cannot be eaves-
dropped.
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3.4 Setting Up PDP Contexts
After a successful GPRS attach procedure, the MS is permitted to use the
mobile GPRS services in a secure fashion (a security context is established
between the mobile and the network). Further actions, however, are
needed for accessing an external PDN. In particular, a virtual connection
has to be set up with that PDN. This is accomplished with the (formally
referred to) PDP Context Activation procedure.1 Roughly speaking, this pro-
cedure can be conceptually associated to the well-known dial-up procedure
used over the Public Switched Telephone Network (PSTN) to establish connec-
tivity, for example, with ISPs. However, GPRS PDP Contexts (virtual
connections) operate in connectionless mode, as opposed to the
connection-oriented mode of the PSTN dial-up connections. In this sec-
tion we discuss the concepts behind GPRS PDP Contexts and the PDP
Context Activation procedure.

As mentioned before, the GPRS network can be considered an access
network that offers connectivity between a number of MSs and a number of
external PDNs. For this purpose, the GPRS network offers access ports
where the MSs can be connected and access ports whereto the external
PDNs can be connected. This concept is schematically illustrated in Figure
3.4. This figure also depicts two established PDP Contexts, one for MS A
and one for MS B.

Each connection between the GPRS network and an external PDN
features a unique official name, similar to a domain name used in the Inter-
net. This unique official name is formally called the access point name (APN)
and it is represented as: PDN_name.PLMN_name.gprs. The PDN_name is
a sequence of labels in the form label1.label2. … and identifies an external
PDN. The PLMN_name identifies the Public Land Mobile Network (in this
case, the GPRS network) that is used to provide access to the external PDN.
The encoding of PLMN_name depends on the mobile country code (MCC)
and the mobile network code (MNC) allocated to the given PLMN. For
instance, for a PLMN with MCC = 10 and MNC = 202, the PLMN_name
is mnc202.mcc010. To simplify the illustration, however, the PLMN_name
in Figure 3.4 is shown either as PLMNA or PLMNB. The APN names
shown in this figure are typical examples, used to explain the APN structure.

Each PDP Context is characterized by (1) a specific PDP type (e.g.,
IPv4, IPv6, X.25, or PPP), which specifies the type of the payload trans-
ferred on the PDP Context, (2) a specific APN, which represents an exter-
nal PDN, and (3) by a specific GPRS bearer (i.e., by specific transmission
properties). The GPRS bearer is a key characteristic of a PDP Context
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because it specifies QoS properties such as reliability, delay, throughput, and
precedence.

It is important to note that a GPRS mobile may have one or more
simultaneously active PDP Contexts. This means that one GPRS mobile
may simultaneously exchange data with one or more external PDNs, for
example, with one that provides Internet access and with another one that
provides access to a corporate intranet. Of course, this is not possible with a
single PSTN dial-up connection.

The message flow sequence for establishing a new PDP Context is illus-
trated in Figure 3.5. When an MS wants to establish a new PDP Context, it
sends a specific signaling message (Activate PDP Context Request) to its serv-
ing SGSN. This message specifies all the previously mentioned characteris-
tics of the requested PDP Context. The SGSN checks the requested APN
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Establishment of PDP
Contexts for accessing
external PDNs.

Figure 3.5
PDP Context Estab-
lishment—message
sequence diagram.



and it identifies (e.g., by using the DNS system) the IP address of the GGSN
that provides access to that APN. This GGSN may be located either in the
serving GPRS network or in the home GPRS network (see Figure 3.4). If
the MS specifies only the PDN_name (e.g., Internet), instead of the full
APN name, the SGSN will first try to use a GGSN in the serving GPRS
network. If that fails, it will then try to locate a GGSN in the home GPRS
network. If, on the other hand, the MS specifies the full APN name in the
Activate PDP Context Request (e.g., Internet.PLMNA.gprs), a GGSN in
PLMN A may only be used to offer connectivity to the Internet. It is evi-
dent that for establishing a PDP Context like the one shown in Figure 3.4
for MS B, specific inter-PLMN connectivity means must exist and the
operators of PLMN A and PLMN B must have established a roaming
agreement.

After identifying a GGSN, the SGSN sends a GTP signaling message
(Create PDP Context Request) to that GGSN to request the activation of the
requested PDP Context. Typically, the GGSN checks if the MS is author-
ized to access the requested APN, and, if so, it allocates a new IPv4 address
to this PDP Context (assuming that the requested PDP type is IPv4). It must
be pointed out that the GGSN may request a new IPv4 address either from
an internal Dynamic Host Configuration Protocol (DHCP) server of from an
external DHCP server located in the requested PDN. In the first case, the
MS is allocated an IPv4 address from the address space of the serving or
home GPRS network, and the MS becomes a new IPv4 node within this
network. In the latter case, however, the MS is allocated an IPv4 address
from the address space of the external PDN, and it effectively becomes a
new IPv4 node inside this PDN. This is equivalent to the case where the
access to PDN is accomplished through a dial-up connection. It is typically
used when the external PDN is an intranet, which may use private (rather
than public) IP addresses.

Under normal conditions, the GGSN accepts the request to create the
new PDP Context and returns a positive GTP response (Create PDP Context
Response) to the SGSN. Subsequently, the SGSN returns an accept message
(Activate PDP Context Accept) to the MS, which includes the IPv4 address
allocated to the new PDP Context.

At this point, a new PDP Context (i.e., a new virtual connection) has
been established. One aspect to be highlighted here is that the establishment
of a PDP Context does not involve the reservation of dedicated communi-
cation resources in the GPRS network. This applies to both the radio inter-
face and the wireline part of the GPRS network. The establishment of a
PDP Context involves only the storage of new information in the GPRS
nodes (i.e., the creation of new PDP Context records in the SGSN and the
GGSN). This new information is subsequently used to route the packets
correlated with that PDP Context. This routing procedure is discussed in
the next section.
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3.4.1 Routing and Tunneling

After having established a PDP Context, a tunneling procedure is used to
transfer PDP packets from the MS to the GGSN. Assume, for instance, that
a PDP Context, of type IPv4, has been established between the MS and the
GGSN shown in Figure 3.6.

In this case, each IP packet transmitted from the MS is put into an enve-
lope that carries two important addressing identifiers: the traffic flow identity
(TFI; see [12]) and the network service access point identity (NSAPI). The TFI
effectively identifies an active GPRS MS in a certain cell, and the NSAPI
identifies one of the PDP Contexts that has been activated by that GPRS
MS. The PCU that receives this packet translates the TFI into a temporary
logical link identifier (TLLI) and forwards the packet to the SGSN. The TLLI
is another MS identifier, which, as opposed to TFI, is decoupled from the
cell wherein the MS is located. In particular, the TLLI is a unique identifier
in the SGSN and is used to identify a specific MS served by that SGSN. It is
essentially derived from P-TMSI, which is another identifier for the MS.
The difference between TLLI and P-TMSI is their range of applicability:
the first is applied as an identifier in the LLC protocol, whereas the second is
applied as an identifier in the GMM protocol (this is a special signaling pro-
tocol that handles GPRS mobility management issues; see [6]). Since TLLI
is derived from P-TMSI, a unique TLLI is also assigned to every MS when it
is registered with an SGSN.

The SGSN that receives the packet from the PCU tries to correlate this
packet with a preestablished PDP Context. For this purpose, the SGSN
searches its PDP Context database and identifies the PDP Context that has
stored TLLI and NSAPI values matching the TLLI and NSAPI values con-
tained in the envelope of the received packet. From the information
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contained in the identified PDP Context, the SGSN finds out the IP address
of the GGSN associated with this PDP Context. Subsequently, it makes up
a new IP packet, it addresses this packet to the identified GGSN and encap-
sulates in it the original IP packet transmitted from the MS (this is called
IP-IP encapsulation or tunneling). Afterwards, this new packet is trans-
ported through the GPRS IP backbone to the addressed GGSN. Note that,
in general, the new IP packet may have encapsulated other types of payload,
such as X.25, PPP, and IPv6. The type of the payload will match the type of
the PDP Context.

The envelope of the IP packet transmitted by the SGSN contains a tun-
nel identifier (TI), which is the concatenation of the MS’s IMSI and the
NSAPI. The TI is used by the receiving GGSN to correlate this packet with
the correct PDP Context. When the GGSN identifies the PDP Context
that has a stored TI, which matches the TI in the envelope of the received
packet, it discovers the APN associated with this packet and effectively
knows the external PDN to which the payload (i.e., the original IP packet
transmitted by the MS) should be forwarded.

In the downlink direction, the routing procedures carried out in the
GGSN and SGSN are similar. In this case, the GGSN identifies from the
destination address of an inbound packet the PDP Context associated with
this packet. It then identifies the SGSN address associated with this PDP
Context and forwards this packet to that SGSN, after including in the
header the correct TI value. In a sense, the packet is sent to the SGSN over a
particular tunnel, identified by the TI value. The SGSN uses the TI to iden-
tify the associated PDP Context record in its database. From the contents of
the identified PDP Context record, the SGSN finds out the TLLI of the tar-
get MS and finally it forwards the packet to that MS through the correct
PCU. The correct PCU is the one wherefrom the last uplink packet from
that MS was received.

3.5 Mobility Handling

Throughout this section, we consider an MS, which is communicating with
an Internet host—let us say that it is downloading a file from that host. Our
main effort is to illustrate how the file transfer can be sustained when the MS
is on the move and roams between different radio access points (i.e., base
stations). In such situations, the GPRS network needs to dynamically cope
with the location changes of the MS and carry out procedures to modify the
associated PDP Contexts according to the identified location changes. All
these procedures are typically termed as mobility management procedures
and are the basis for all mobile networks. In this section, we focus only on
the mobility management procedures executed when an MS is in the packet
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transfer mode. The mobility management procedures executed when an
MS is in the idle mode (i.e., involved with no packet transfer) are not dis-
cussed.

Figure 3.7 is a network schematic diagram that will be used throughout
the discussion. In this figure, the lines connecting the various network ele-
ments are used merely to illustrate the connectivity between these network
elements. They do not imply that the network elements are physically inter-
connected by point-to-point links. For efficiency and cost reasons, it is
common in practice to deploy sophisticated transport means to interconnect
the network elements. For instance, between an SGSN and a PCU there is
typically a frame relay network. In this case, the line connecting an SGSN
with a PCU corresponds to a permanent virtual circuit of the frame relay
network.

At this point, we assume that the MS has established an appropriate PDP
Context and is currently within the coverage area of BTS1 receiving a series
of downlink packets, each one belonging to the ongoing file transfer session.
From Figure 3.7 we note that every downlink packet traverses a series of
network nodes in order to be delivered to the MS (i.e., from the GGSN to
SGSN1, to PCU1, and finally to the BTS1). The routing procedures used to
transfer the packets between successive nodes were explained in Section
3.4.1. The series of network nodes traversed by the packets belonging to the
same PDP Context define the transmission path of the PDP Context. As we
will see below, the transmission path of a PDP Context changes dynamically
(e.g., from one SGSN to another) in order to facilitate the location changes
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of the MS. However, the GGSN in the transmission path of a PDP Context
can never change, and therefore, it serves as an anchor point. This anchor
point effectively hides the mobility of the MSs and makes possible for an
external PDN to reach a specific MS through the same GGSN no matter
where the MS is located.

3.5.1 Cell Change

Let us now assume that the MS starts moving towards the BTS2 (see arrow 1
in Figure 3.7). At some instant, the radio resource (RR) layer in the MS will
identify that BTS2 can provide better communication quality and will camp
on a radio frequency (RF) channel controlled by BTS2. This will happen by
suddenly switching RF channels and camping on a new one. This proce-
dure is known as mobile originated handover since the handover from one cell
to another is decided and performed by the MS alone. In GPRS, this proce-
dure is also referred to as cell reselection.

Note now that both PCU1 and SGSN1 will not know that the MS has
moved to another cell until the MS makes an uplink transmission in the new
cell. For some time, therefore, the connection with the MS is inevitably
lost, and consequently, downlink packets that may be sent by PCU1 are not
received by the MS. This means that during a handover, the packets trans-
mitted by SGSN1 in unacknowledged LLC mode will be lost. On the other
hand, packets transmitted by SGSN1 in acknowledged LLC mode (remem-
ber that the LLC mode is specified during the establishment of a PDP con-
text) will not be lost but will stay unacknowledged and will be retransmitted
later, when the communication with the MS is made feasible. These recov-
ery procedures are handled by the LLC layer, which copes with the occa-
sional blackouts that may happen due to the MS mobility. Here we observe
that, even when all single-hop links between the MS and the SGSN1 are
perfectly reliable (can transfer data with no errors), the link between the MS
and the SGSN can still be unreliable. This observation explains the need for
the LLC Protocol—a reliable data link protocol between the MS and the
SGSN.

After the handover procedure, the RR layer monitors the broadcast
control channel of the new cell. Over this channel, BTS2 transmits the cell
ID of the new cell and a RAI, which identifies the routing area (RA) wherein
this cell belongs. The RR layer will inform the GMM layer that the cell ID
has changed but the RAI is still the same (according to Figure 3.7, BTS1 and
BTS2 belong to the same RA). In response, the GMM layer will command
the LLC layer to transmit a NULL frame on the uplink (arrow 2). This is a
special LLC frame, which aims to notify the network about the cell change.
When this NULL frame is received by the LLC layer in SGSN1, the cell
change is recorded and subsequent downlink packets are forwarded via
BTS2 (arrow 3). This procedure is illustrated in Figure 3.7. Any downlink
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packets that were sent from SGSN1 to PCU1 during the blackout period
are transmitted in the old cell and they are never acknowledged by the RLC
layer. Typically, these packets are discarded as soon as their lifetime expires.

3.5.2 Intra-SGSN RA Change

Suppose now the MS moves further and, suddenly, the RR layer makes
another handover, this time from BTS2 to BTS3 (see Figure 3.8). This again
is a cell change and what was mentioned in the previous section applies here
too. In this case, however, the routing area changes too and the RR layer in
the MS informs the GMM layer that the mobile has entered into a new RA.
In response, the GMM layer does not send a NULL frame, but rather it
sends an RA Update (RAU) Request message (arrow 2). This is done because
the MS does not know if the new RA is handled by the same SGSN
(SGSN1), and therefore, it has to include additional information in its
uplink transmission. This additional information is included in the RAU
Request message and it can be used by a new SGSN to retrieve subscription
and other mobility-related information about that MS. This is explained in
more detail in the next section. In the example shown in Figure 3.8, the
RAU Request will reach SGSN1 and will be treated merely as a cell change.
That is, it will simply notify the SGSN1 that the MS can now be reached in
a new RA (i.e., through PCU2 and BTS3). The SGSN1 will confirm that
the MS is eligible to roam to the new RA and will accept the RAU Request
by replying with an RAU Accept message. Subsequently, it will change the
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transmission path of the PDP context from PCU1 to PCU2 (arrow 3). This
means that further downlink packets related to that PDP Context are sent
via PCU2.

3.5.3 Inter-SGSN RA Change

When the MS performs a handover from BTS3 to BTS4, as shown in Fig-
ure 3.9, it again transmits a RAU Request message (arrow 2). This time,
however, the new routing area is controlled by another SGSN, namely, the
SGSN2. At this point, SGSN2 needs to acquire some information about the
MS. For this purpose, it sends an SGSN Context Request message to SGSN1,
asking for the needed information (arrow 3). The address of SGSN1 is effec-
tively derived from the RAI parameter included in the RAU Request mes-
sage. Only now, the SGSN1 identifies that the MS has moved to another
routing area and it stops sending downlink packets to the MS (3a).

Note that, between the instant where the handover took place and the
instant where the SGSN1 received the SGSN Context Request message,
another blackout period exists. During that period, the SGSN1 could have
been transmitting downlink packets to the MS in the context of the ongoing
file transfer. These packets would be unacknowledged and would need to
remain buffered at the SGSN1. It is important to note also that, the GGSN
still assumes that the MS is reachable through SGSN1 and could be trans-
mitting new downlink packets to the SGSN1. The latter would need to
buffer these packets too. Observe that, if the transport protocol in the GPRS
backbone is based on User Datagram Protocol (UDP), which does not support
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any flow control, when SGSN1 runs out of buffering resources, it has no
means to signal that to the GGSN, and therefore, downlink packets can
actually be lost. That observation justifies that UDP transport is unreliable,
even when no transmission errors occur in the backbone links. If, during
the PDP establishment, no reliable transport in the GPRS backbone is
requested, then the applications running at the MS and the host are respon-
sible for correcting the packet drops that may happen in the GPRS back-
bone. In our example, the MS and the host could deal with such potential
drops by carrying out the file transfer over a reliable transport protocol, such
as the Transport Control Protocol (TCP).

Again, any potential downlink packets that were transmitted to PCU2
before the SGSN1 was informed about the RA change, will be discarded
later on.

An interesting situation arises when the RAU Request message sent by
the MS (arrow 2) is lost (e.g., due to bad radio conditions). (Typically,
another RAU Request would be transmitted after 15 seconds.) In this case, it
would take quite a long time for the SGSN1 to identify that the MS has
changed routing area. During this period, the SGSN1 (1) would keep buff-
ering any new packets sent by the GGSN and (2) would periodically
retransmit the buffered downlink packets that remain unacknowledged. To
tackle such situations, a careful dimensioning of the buffering resources of
the SGSN is required. In addition, if the SGSN1 attempts the maximum
number of LLC retransmissions before receiving the SGSN Context Request
message, the LLC connection would be released and any activated PDP
Contexts would be deactivated. In this situation, the file transfer would
effectively be dropped. When setting up the LLC parameters, these situa-
tions must be taken into account.

Let us now continue with the normal message flow. As soon as the
SGSN1 receives the SGSN Context Request message (arrow 3), it will reply
with an SGSN Context Response message (arrow 4) passing the requested
information to SGSN2. The latter sends an SGSN Context Ack message
(arrow 5), which verifies that it has received the requested information and
it is ready to receive any buffered packets for the MS that are still unacknow-
ledged. At this point, the SGSN1 forwards all the buffered packets for the
MS to the SGSN2 (arrow 5a) within a new tunnel. At the same time, the
SGSN2 sends an Update PDP Context Request (arrow 6) to the GGSN to
inform it that any further downlink packets for the MS should be forwarded
to SGSN2. In response, the GGSN replies with an Update PDP Context
Response (arrow 7). Now the transmission path of the PDP context changes
(arrow 8) to accommodate the location change of the MS.

Note that in the case of inter-SGSN routing area change, all the LLC
connections in the MS are released and new LLC connections are estab-
lished with the SGSN2. After the short interruption required for modifying
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the PDP Context and for reestablishing the new LLC connections, the
ongoing file transfer is resumed.

3.6 Summary
In this chapter, we discussed the key GPRS concepts and procedures, and
we demonstrated how these procedures enable the provision of wireless
packet data connectivity services, including wide-area wireless IP connec-
tivity. In particular, we described the registration procedure, the activation
of virtual connections (PDP Contexts), the routing and the tunneling of the
data in the GPRS backbone, and, finally, we discussed how wireless IP con-
nectivity is sustained while a user roams between different areas.

The discussion made it apparent that the GPRS system is a versatile and
cost-effective solution for the provision of wireless packet data connectivity.
It provides increased capacity and efficient utilization of the communication
resources, and it can support different types of packet data protocols, such as
X.25, IPv4, and IPv6. In addition, it supports access to both intranets and
extranets, and it can offer roaming capabilities, which would ultimately pro-
vide for ubiquitous access to data facilities.
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Chapter 4

3G Networks and Standards
Neeli R. Prasad and Kim K. Larsen

4.1 Introduction
The Third-Generation Partnership Project (3GPP) has already specified the
Release 99 standards, which focus on the asynchronous transfer mode (ATM) as
the backbone network. Recent developments are focusing on an all IP-
based network to be standardized for Release 2000 (split into release 4 and
release 5) of 3GPP. The all-IP network is evolving from the packet switched
mobile core network of Release 99.

It has been forecast that there will be more than 1 billion mobile users
by the end of 2002, and packet based multimedia services, including IP
telephony, will account for more than 50% of all wireless traffic. There is a
momentum in the industry to evolve the current infrastructure, network
services, and end user applications toward an end-to-end IP solution capa-
ble of supporting QoS that meets the needs of the dominant data traffic. At
present, there are three types of 2G networks: GSM [1, 2], time division mul-
tiple access (TDMA), and code division multiple access (CDMA).

There are several 2.5G data transport standards, which are being imple-
mented by many operators. Decisions are based on user demand, spectrum
availability, equipment and spectrum license costs, backward compatibility,
and the assessment of which will be the dominant 3G worldwide standard.

Evolution toward 3G is described in Section 4.2. Section 4.3 gives the
full details of 3G and its releases (Release 99 and Release 2000). The 3G
deployment scenario is discussed in Section 4.4. The chapter concludes with
the impact of this deployment on the existing network in Section 4.5.
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4.2 Evolution from 2G to 3G
There are several 2G-to-3G evolution scenarios for the operators, and some
would be content with using 2.5G [2–5] technologies to make their net-
works reach 3G characteristics and features. Figure 4.1 shows the different
evolution scenarios. Although WCDMA, also known as IMT-2000 or
UMTS [6], has emerged as the dominant worldwide standard, other 3G
standards (e.g., cdma2000 [3, 7]) are still being considered by some opera-
tors and countries.

The GSM operators are moving toward the GPRS [2, 6] with data rates
of 171 Kbps. TDMA (and some GSM) operators are planning for Enhanced
Data Rate for Global Evolution (EDGE) [2, 3] (384 Kbps with full mobility).
The IS-95 [3] CDMA operators are considering 1XRTT [8] (144 Kbps
standard). The 1XRTT is the interim step towards cdma2000.
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4.3 3G and Its Releases
The 3G will provide mobile multimedia, personal services, and the conver-
gence of digitalization, mobility, the Internet, and new technologies based
on global standards [3–5, 9]. The end user will be able to access the mobile
Internet at the bandwidth (on demand) from 64 Kbps to about 2 Mbps.
From a business perspective, 3G is the business opportunity of the twenty-
first century.

The international standardization activities for 3G are mainly concen-
trated in the various regional organizations: the European Telecommunications
Standards Institute (ETSI) Special Mobile Group (SMG) in Europe, Research
Institute of Telecommunications Transmission (RITT) in China, Association of
Radio Industry and Business (ARIB) and Telecommunication Technology Com-
mittee (TTC) in Japan, Telecommunications Technologies Association (TTA) in
Korea, and Telecommunications Industry Association (TIA) and T1P1 in the
United States.

Details of all proposals for IMT-2000 are available in [10]. The interna-
tional consensus building and harmonization activities between different
regions and bodies are currently ongoing. A harmonization would lead to a
quasi-world standard, which would allow economic advantages for custom-
ers, network operators, and manufacturers. Therefore, two international
bodies have been established.

First, 3GPP [11–13] is undergoing the harmonization and standardiza-
tion of the similar ETSI, ARIB, TTC, TTA, and T1 WCDMA and related
TDD proposals.

In the process of evolving to an IP core network, 3GPP decided to base
this evolution on GPRS. The GPRS-based approach provides packet data
access in 3GPP. The 3G.IP forum initiated the early work on an all-IP net-
work in early 1999, but since then all the work has been moved to the 3GPP
[11]. The UMTS network architecture is an evolution of the GSM/GPRS.
The network consists of three subnetworks: UMTS Terrestrial Radio Access
Network (UTRAN), circuit switched (CS) domain, and packet switched (PS)
domain.

The UTRAN consists of a set of radio network subsystems (RNSs) con-
nected to the core network (CN) through the Iu interface. If the CN is split
into separate domains for circuit and packet switched core networks, then
there is one Iu interface (Iu-CS) to the circuit switched CN and one Iu
interface (Iu-PS) to the packet switched CN for that RNS, as shown in
Figure 4.2.

An RNS consists of a radio network controller (RNC) and one or more
node Bs. A node B is connected to the RNC through the Iub interface.
Inside the UTRAN, the RNCs in the RNSs can be interconnected
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together through the Iur interface. The Iu and Iur are logical interfaces,
which may be provided via any suitable transport network.

A node B can support one or more radio cells. A node B may support
user equipments (UEs) based on FDD, TDD, or dual-mode operation. Dur-
ing macro diversity (soft handover), a UE may be connected to a number of
radio cells of different node Bs and/or RNSs. Combining/splitting for soft
handover may be supported within node B, drift RNC, and/or serving
RNC. “Softer” handover provides better performance but is only possible
within node B, between radio cells connected to that node B.

Each RNS is responsible for the resources of its set of radio cells and for
handover decisions. The controlling part of each RNC (CRNC) is respon-
sible for the control of resources allocated within node Bs connected to that
RNC. For each connection between a UE and the UTRAN, one RNS is
the Serving RNS. When required, Drift RNSs support the Serving RNS by
providing radio resources, within radio cells connected to that Drift RNS.

Any RNC can take on the role as Serving RNC or Drift RNC, on a
per connection basis for a UE. This supports macro diversity (soft handover)
when the UE roams into another RNS. Eventually a relocation process
(separate to handover) may be used to reroute the Iu connection to the new
RNS, after which Drift RNS becomes the Serving RNS for the UE. Radio
access bearers (RABs) are provided between the UE and core network (via
the Uu radio interface, UTRAN internal interfaces, and Iu interface) for the
transport of user data. Control plane protocols provide the control of these
RABs and the connection between the UE and the network. Control plane
protocols over Uu would be carried between radio resource control (RRC)
entities in the UE and UTRAN.

During 2000, 3G was split by 3GPP (see Table 4.1) into two releases:
R99 (now known as Release 3) and R00. Release 99 of the UMTS system
supports WCDMA access and ATM-based transport. UMTS Release 2000
(UMTS R00) split into two releases (Release 4 and Release 5) [11], defines
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two RAN technologies, a GPRS/EDGE radio access network (GERAN) and
a CDMA RAN as in R3 UTRAN. Both types of RANs connect to the
same packet switched core network (an evolution of the GPRS network)
over an Iu interface. One main objective of UMTS R00 is to have the
option of all-IP-based core network architecture, thus setting the tone for
UMTS standardization in 2000 and beyond. Benefits expected from this
approach include the ability to offer seamless services through the use of IP
regardless of means of access, simultaneous multimedia services, and rapid
service deployment, besides synergy with generic IP developments and
reduced cost of service. However, the all-IP architecture in UMTS R00
(Release 4 and 5) must support services and capabilities of R99 and R00 and
beyond. It must ensure an evolution path with sufficient backward
compatibility.

The second international body is 3GPP2 [7], which was established for
the cdma2000-based proposals from TIA and TTA. Technical specification
work of cdma2000 standardization is being done within 3GPP2 in the fol-
lowing steps:

• The cdma2000 1x, which is an evolution of cdmaOne, supports
packet data service up to 144 Kbps.

• The cdma2000 1xEV-DO introduces a new air interface and supports
high-data-rate service on the downlink. It is also known as high-rate
packet data (HRPD). The specifications were completed in 2001. It re-
quires a separate 1.25-MHz carrier for data only. The 1xEV-DO pro-
vides up to 2.4 Mbps on the downlink, but only 153 Kbps on the

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

4.3 3G and Its Releases 53

Table 4.1 3G Releases

3G Release Abreviated Name Spec. Version Number
Freeze Date
(Indicative Only)

Release 6
(will be TR 21.104)

Rel-6 6.x.y Scheduled June 2003

Release 5
(TR 21.103)

Rel-5 5.x.y March 2002

Release 4
(TR 21.102)

Rel-4 4.x.y March 2001

Release 2000 R00 4.x.y See note below

9.x.y

Release 1999
(TR 21.101)

R99 3.x.y March 2000

8.x.y

Note: The term “Release 2000” was used only temporarily and was eventually replaced by the term “Release 4.”



uplink. Simultaneous voice over 1x and data over 1xEV-DO is diffi-
cult because of separate carriers.

• The cdma2000 1xEV-DV, which will introduce new radio tech-
niques and an all-IP architecture for radio access and core network.
The completion of specifications is expected in 2003. It promises data
rates up to 3 Mbps.

SK Telecom and LG Telecom from Korea were the first operators to
launch cdma2000 1x in October 2000. Since that time, only a few operators
have announced cdma2000 1x service launches. Some operators recently
announced setting up cdma2000 1xEV-DO trials [8].

The network architecture for a cdma2000 network is shown in
Figure 4.3. The basic architecture is quite similar to the GSM/UMTS archi-
tecture. The main differences are in the packet domain where a packet data
switching node (PDSN) is used. It has a similar role to the SGSN and GGSN
in UMTS. Mobility management within 3GPP2, however, is based on
Mobile IP (RFC 2002) instead of GPRS mobility management in
GSM/UMTS PS networks. Furthermore, ANSI-41 MAP signaling is used
instead of GSM MAP signaling. Activities have started in 3GPP2 for the
evolution toward an all-IP network, similar to the IMS activities in 3GPP.

4.3.1 Release 3 (R3)

Release 3 or Release 99 (R3) is composed of the UTRAN attached to two
separate UMTS core network domains as shown in Figure 4.4:
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1. Circuit-switched domain based on enhanced GSM mobile switching cen-
ters (E-MSCs) consists of the following network elements:

The 2G/3G mobile-services switching center (2G/3G-MSC) including
the visited location register (VLR) functionality;

Home location register (HLR) with authentication center (AC) func-
tionality.

2. Packet-switched domain built on enhanced GPRS support nodes
(E-GSNs) [10, 14] consists of (or involves) the following network
elements:

The 2G/3G serving GPRS support node (2G/3G-SGSN) with sub-
scriber location register (SLR) functionality;

Gateway GPRS support node (GGSN);

Border gateway (BG).

The HLR holds subscriber data and supports mobility in both domains.
Two distinct instances of the so-called Iu interface are used between the
access and the core network. The hybrid nature of UMTS R3 appears in
several respects. It is most obvious in the transport and call control planes.
From an end-to-end connectivity point of view, UMTS offers switched cir-
cuits toward the PSTN and Integrated Services Digital Network (ISDN),
mainly to be used for voice communication. IP packet connectivity is pro-
vided as a pure network-layer service between a UMTS mobile station and
an Internet host. The former is complemented by a sophisticated
GSM/UMTS-specific service architecture based on IN principles, mainly
for a wide range of supplementary and value-added voice services. In
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contrast, the latter is confined to cellular radio and mobility-enhanced bear-
ers, although opening the stage for a variety of IP-based applications.

The circuit domain of UMTS R3 builds on the master/slave paradigm
[11] of legacy GSM, inherited from the PSTN/ISDN, with the MSC acting
as master and the mobile terminal acting as slave. The transport plane that
physically transports voice is separated from Signaling System #7 (SS7)-based
call control or signaling plane that transports signaling messages and ensures
advanced features to voice calls.

4.3.2 Release 4 (R4)

The main focus of R4 with respect to R3 is as follows:

• Hybrid architecture: ATM-based UTRAN (currently a workgroup is
busy defining IP-based RAN) and IP/ATM-based CN;

• GERAN (support for GSM radio including EDGE);

• Enhanced services provided using toolkits (e.g., CAMEL, MExE,
SAT, and VHE/OSA);

• Backwards compatibility with Release 99 services;

• Enhancements in QoS (real-time PS services), security, authentica-
tion, and privacy;

• Support for interdomain roaming and service continuity.

In R4 the circuit switched domain is split into a separate signaling plane
(MSC server) and transport plane [Media Gateway (MWG)], which means
the introduction of new entities. Standardized protocols will be used:

• Q.BICC or SIP-T (for inter-MSC signaling);

• H.248 / MeGaCo (for MSC server to MGW signaling).

This enables cost reduction by optimizing transport resources. The
splitting of MSC into MSC server for signaling and MGW for transport
makes R4 scalable, reliable, and cost-efficient with respect to R3 (see
Figure 4.5). A MSC server is able to support several MWGs. If the serving
MWG for a specific connection goes down, the MSC server is in state to
reroute the traffic through a different MWG. As an implementation option
it is possible to have a many-to-many (m:n) relationship between MSC Serv-
ers and MGWs, which allows for an efficient allocation of user plane
resources as the MSC servers can load-balance between multiple MGWs.
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4.3.3 Release 5 (R5)

The R5 standardization mainly focuses on the new IP Multimedia Core
Network subsystem, where IPv6 support is mandatory, in contrast to R4,
where it was optional. The R5 solution will introduce the all-IP environ-
ment, including two major benefits:

1. Transport: utilization of the IP transport and connectivity with QoS
throughout the network;

2. End user services: with SIP possibilities for offering a wide range of to-
tally new types of services that are not possible to implement in R4 or
earlier releases.

From the end user service perspective, the implementation of R5 into
the network is an add-on. As new terminals are required for SIP services, it
is clear that the old GSM and R3 services and subscribers still need to be
supported. However, since the functionalities of classical SS7 call control
and the IP call control are so different, it can be foreseen that it will not be
possible to integrate these functionalities into the same network element.
Thus, a call state call function (CSCF, which is basically a SIP server), needs to
be introduced.

R5 architecture (see Figures 4.6 and 4.7) is still under discussion, but the
general trend is to split the packet switched domain into control and trans-
port planes. The benefits of splitting SGSN architecture are as follows:
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Figure 4.5
Network architecture
of UMTS R4.



• Flexibility to allocate processing capacity for traffic and for control in
different locations;

• Flexibility to independently scale the control plane and the user plane
by increasing and/or decreasing the number of nodes required to han-
dle the corresponding traffic;



• Allows an independent evolution and upgrade of nodes in the user
plane and the control plane as the corresponding technology evolves.

As an implementation option it is possible to have an m:n relationship
between SGSN servers and SGSN-GW, which allows for an efficient allo-
cation of user plane resources as the SGSN servers can set up new PDP con-
texts to multiple SGSN-GWs for load-balancing.

4.4 3G Deployment Scenario

As mobile operators approach the current evolution toward 3G, many are
examining the continued use of circuit switched technology within their
core networks. Due to the current global economical recession, market
uncertainties, and what is today regarded as significant business risks
involved in 3G, most operators are trying to reduce and optimize the capital
as well as operational investment in their next-generation networks. Even
though a lot of money has been invested in the 3G licenses across Europe
(i.e., sunk cost), there can be seen a hesitance in quickly investing too much
money in what is a relative new technology where the standardization is
barely stabilized. It is very interesting to realize that most 3G investments
have been made before GPRS has become a commercial success. This is due
to the relatively late deployment of commercial volume GPRS hand-
sets/mobile stations and delayed introduction of mobile packet data into the
market. This uncertainty alone puts a tremendous risk in all 3G business
plans and should drive the 3G deployment scenario.

The 3G deployment scenarios are driven by two important
assumptions:

1. There will be a significant shift from voice centric to data and multi-
media centric services, which make up the traffic mix within these
networks; this is illustrated by the current growth of SMS, and ex-
pected growth in WAP usage in conjunction with GPRS.

2. Operators can earn a profit selling 3G services.

Thus, it is clear that current radio access and circuit core network archi-
tectures and technologies do not provide an appropriate and efficient infra-
structure for the delivery of bursty packet-based data services such as
Internet, m-commerce, and corporate virtual private networks (VPNs).

To date, some mobile operators have created portfolios of traditional
and next-generation services by building multiple networks. It is common
to find a mobile operator using a time division multiplex (TDM) network to
support voice, an ATM and/or frame relay network to support GPRS, and
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an IP network to support new features. Of course, using multiple network
infrastructures to support multiple services is costly. In addition, building
services that require combining diverse network technologies becomes
exceptionally difficult and tedious because they must be manually
provisioned.

The use of a single homogenous network based upon IP becomes the
logical choice for the delivery of seamless services within mobile networks
and allows these services to span the voice, data, and video domains—thus
migrating the mobile network towards a true multimedia capability. The
migration from circuits to packets is achieved by migrating all of the services
and applications within the mobile network onto a packet-based (IP or
IP+ATM) network; this is most logically achieved from the core network
with migration outwards towards the RAN.

UMTS network architecture, AAL2-AAL5/ATM (Release 99) or IP
(Release 2000) are used. Today it is not easy to determine at what point in
time the all-IP model will be introduced. Furthermore, it is likely that R3/4
and R5 will co-exist in a large number of mobile operator’s networks for
quite some time. This is one of the reasons for deploying network architec-
ture based on MPLS, where both IP and ATM are perfectly supported.
Figure 4.8 shows a possible network deployment scenario for a 2G mobile
operator. With MPLS it is possible to utilize a single physical infrastructure,
switches, and transmission links for both types of traffic: native-ATM and
IP. Network resource allocation (namely, switching capacities and transmis-
sion bandwidths) is controlled by a few network management commands.
No forklift upgrades will be necessary when gradually moving from a R3 to
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Figure 4.8
A network deployment
scenario for a 2G
operator.



R5 architecture. This will protect mobile operators’ initial investments and
give total flexibility for the introduction of new services.

4.5 Conclusion: Impact on the Existing Network

In this section the impact of 3G on the existing legacy network architectures
will be discussed. It is important to realize that even if most legacy networks
support the same access technology, their architectures often are very differ-
ent. Thus, it can be noted that existing mobile network architectures are
very different in nature and can be characterized by human experience pool
responsible for the architecture, network age and size, vendor or vendors,
and whether they interface with fixed networks (either PSTN or IP). An
understanding of these facets of the legacy networks (see Figure 4.9) will,
together with the need for cost-efficient solutions, be a major driver for 3G
deployment and the impact of 3G network rollout on the existing legacy
networks. For example, if a mobile network operator already has an ATM
backbone network and considerable experience with ATM engineering, it
should use this synergy in order to reduce deployment cost and reduce
investments in new transmission and switching equipment. A legacy net-
work that does not have an existing ATM infrastructure could benefit from
architecting an IP backbone, although ATM would still need to be sup-
ported for up to the Iu,cs and Iu,ps. It should also be noted that it is many
times easier to find good IP engineering skills than people with ATM expe-
rience. For a single vendor legacy network, considerable synergy could be
found in operational and maintenance experience as well as network moni-
toring systems by choosing the same vendor for its 3G network. The initial
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Figure 4.9
A legacy 2G network.



ease of integration and few interoperability issues would also be expected.
The big question in this single vendor scenario is whether the equipment
and service pricing will be attractive enough as compared to adding a new
vendor for the 3G network. The legacy network will be a significant
boundary condition for architecting the 3G network. Only Greenfield
operations, where no legacy network is present or with very recent legacy
operations, might deploy the theoretical architectures (i.e., such as all- or
near-IP networks with the state-of-art IP QoS implementations) presented
in standardization bodies.

With all the changes between GSM networks and 3G networks, the
major impacts on the existing network are:

• Handover: It is assumed that the handover decision is always made in-
side GERAN. For inter-GERAN handover, functions to set up a path
within the CN are required. Depending on the handover type, differ-
ent changes in GSM are required. The backward handover, where the
handover signaling is performed through the old base station, is similar
to the current GSM handover. In the forward handover, the mobile
station initiates the handover through the new base station. When try-
ing to avoid the corner effect, in which the connection to the old sta-
tion is lost, a very fast handover is required to prevent the blocking of
the existing users in another cell. Forward handover requires a large
number of changes in GSM.

• Transmission infrastructure: The transmission infrastructure has to meet
new requirements imposed by wideband services. Since the data serv-
ices are bursty and often asymmetric, the transmission solution has to
be able to efficiently multiplex different types of information. ATM
will provide efficient support for transmission of bursty wideband
services. However, since ATM was originally designed for very high-
speed transmission in the fixed network, some modifications may be
needed to accommodate cellular-specific infrastructure requirements.

There are several possible scenarios for mobile operators to migrate
from GSM/GPRS to UMTS. As mentioned earlier in this chapter, the
complexities of the 3G migration depend to a high degree on the legacy
mobile network and to what extent a single vendor environment is in place
and will remain after the 3G migration. In a multivendor environment, the
migration could be considerably more complicated due to mismatches in
SW feature support and to which 3GPP technical specification release the
various vendors adhere to. It is to be expected, therefore, that in a multiven-
dor environment the operator will have to compromise the architecture and
the services that initially will be launched. Furthermore, where the 2G and
3G vendors differ, interfaces might have to be reconsidered with the
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possible result of service touch-and-feel changes. A typical example is the
interfaces between the HLR and the SGSN (Gr)/GGSN (Gc), and
MSC/VLR and SGSN (Gs). Moreover, one vendor’s software release pack-
age might differ substantially from another vendor’s release (after all, with
open interfaces features will be what differentiates the various vendors) and
could allow for only basic services to be launched or result in significant
development work to allow for feature match. A good example of this par-
ticular issue is in legacy networks with the open MAP interface between the
MSC/VLR and the HLR (i.e., C & D interfaces).

Theoretically it is possible to interface vendor X HLR with a vendor Y
MSC/VLR, but only the basic features could be explored due to feature
mismatch. In practice an operator would always vendor match the
MSC/VLR and HLR in order to get the maximum out of the architecture
and network infrastructure:

1. To upgrade its existing GSM/GPRS CN for UMTS use. In this case,
2G and 3G networks share the same core infrastructure as shown in
Figure 4.10. The possible impact on the existing network is as
follows:

Redimension of the existing CN to be able to support 3G broad-
band services;

Optimize transmission network for a suitable traffic mix;

Network management system.

2. To deploy an independent 3G CN from the 2G CN as shown in
Figure 4.11. In this case, 2G and 3G networks will have minimum
impact on each other. In a multivendor scenario, interoperability tests
(IOTs) will be needed depending on the architecture, for example,
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Figure 4.10
Common CN for both
2G and 3G.



Gc (between HLR and GGSN), Iu,PS (RAN and SGSN), and Gr (HLR
and SGSN).
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Chapter 5

UTRAN Evolution to an All-IP
Architecture
Dimitris Vasilaras, Georgios Sfikas, and Rahim Tafazolli

5.1 Introduction

A 3G mobile system for worldwide use is now being developed to enhance
and supersede current systems. The UMTS will be an enhanced digital sys-
tem and will provide universal personal communications to anyone, regard-
less of their whereabouts. At the same time, growth of the Internet is
fuelling the demand for IP-based applications for the mobile market. Solu-
tions based on 3G packet/IP-based networks will bring higher speed,
consistent QoS, and coverage of voice, data, graphic, and voice-based
information, allowing videoconferencing and Internet access to mobile
users.

End users will be able to enjoy the ability to talk, send text messages, and
share multimedia applications simultaneously on their wireless handsets
with other end users. They will also be able to take advantage of new
Internet-based supplementary services, make calls to today’s PSTN phones,
and set up sessions with tomorrow’s fixed IP phones or IP servers. All of this
is enabled by the higher data rates of the new 3G systems. Figure 5.1 sum-
marizes the wireless all-IP subsystems.

The wireless all-IP network introduces new IP nodes as well as builds
on existing radio access and backbone packet nodes. Software/firmware
updates are required for the base stations to support integrated packet voice
and data traffic on the 3G air interface. Software updates are required for the
backbone packet network nodes (e.g., SGSN and GGSN) to support inte-
grated packet voice and data traffic over the backbone packet network and
out to the IP network. Software updates are also required for a dynamic name
server (DNS)-like network element to support mapping of E.164 numbers to
URLs or IP addresses. As it can be seen from Figure 5.1, the wireless all-IP
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architecture supports a layered network functionality. This allows for system
flexibility and independent evolution of access, transport, application, and
service creation domains.

Section 5.2 describes the 3GPP (Release 5) reference model, system
architecture, and network configurations for the 3G wireless end-to-end IP
multimedia system. Section 5.3 provides an overview of UTRAN. Section
5.4 focuses on the transport network by proposing solutions on how to
introduce the IP as a transport bearer, in an all-IP-based UTRAN network.
Section 5.5 outlines various differences in operating IP-over-SONET com-
pared to running IP-over-ATM.

5.2 3GPP Reference Model

The all-IP architecture is an evolution from Release 99 specifications and is
based on the cooperation of multiple subsystems, most of them based on
packet technologies and IP telephony for simultaneous real-time and
nonreal-time services. It aims to provide wireless mobility access based on
GERAN and UTRAN with a common core network, based on evolution
of GPRS, for both.

The characteristics of this network are as follows:

• Common network elements for multiple access types including
UTRAN and GERAN;

• Packet transport using IP protocols;

• IP client-enabled terminals;

• Support for voice, data, real-time multimedia, and services with the
same network elements.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

68 UTRAN EVOLUTION TO AN ALL-IP ARCHITECTURE

Figure 5.1
Wireless all-IP
subsystems.



Figure 5.2 shows the 3GPP reference model of the wireless all-IP net-
work. Refer to [1] for more details on each interface and the elements dis-
cussed below. This architecture contains logical elements that have been
defined based on network functions that have been grouped together to
form the logical element. Actual implementation might merge logical ele-
ments in any combination.

Below is a description of the logical nodes (as presented in Figure 5.2)
that constitute the 3GPP all-IP reference architecture.

• UE: The elements listed as UE are all the devices that can be attached
to a wireless network [e.g., either a mobile termination (MT) or a com-
bination of MT and terminal equipment (TE)].

• TE: This equipment may not be a wireless device but can be used to
access a wireless network while attached to a wireless device. Exam-
ples of TE include laptops and PDAs.

• MT: This equipment is a wireless device that can be used to access a
wireless network. A TE could be used in conjunction with this device
to get access to wireless services. Examples of MT include mobile
phones.

• GERAN: GERAN is the primary interface between the UE and the
GSM/EDGE access network. GERAN consists of the base transceiver
system (BTS) and base station controller (BSC). The Um interface is capa-
ble of supporting the GSM/EDGE air interfaces. GERAN is also con-
nected to the 2G-SGSN via the Gb interface and to the 3G-SGSN via
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Figure 5.2
The 3GPP reference
model of the wireless
all-IP network.



the Iu interface. The Gb interface is designed for the support of GPRS
and EGPRS packet data services. Gb is not shown in Figure 5.2, since
both signaling and traffic for Voice over IP (VoIP) and real-time data
will be sent over the Iu interface.

• UTRAN: UTRAN is the primary interface between the UE and the
UMTS access network. UTRAN is comprised of the node B and
RNC. It supports the UMTS air interface. It is connected to the
3G-SGSN via the Iu interface. Signaling and bearer traffic for VoIP
and real-time data will be sent over the Iu interface. The Uu interface
is designed to support the UMTS WCDMA air interfaces. In particu-
lar for the deployment of VoIP and real-time data, UTRAN will pro-
vide various levels of QoS based on the application and the service
level required.

• SGSN: The SGSN provides packet mobility management. Packet-
capable mobiles attach (register) with the SGSN. Registration mes-
sages are transferred over the air interface and then through the Iu in-
terface from the UE to the SGSN. The SGSN may receive messages
destined for the MSC (CS domain). It does not, however, process
these messages. Instead, the SGSN forwards them to the MSC/VLR
to be processed (as happens in R3). Other functions of the SGSN in-
clude authentication, session management, accounting, billing, map-
ping of IP addresses to IMSI, maintenance of mobile state information,
and interfacing with the GGSN. The SGSN is also capable of serving
these mobiles that are operating outside their home systems.

• GGSN: The GGSN provides interworking between the UEs and ex-
ternal packet data networks using IP. The GGSN provides functions
such as routing, packet session establishment and termination, message
screening, service measurements, and billing. The SGSNs and GGSNs
are connected via a backbone transport network through the Gn in-
terface. User data is transferred between SGSNs and GGSNs using an
encapsulation method known as tunneling. Tunnels are dynamically
established between an SGSN and GGSN using the GTP and are de-
activated when no longer needed. The GGSN is connected to packet
data networks via the Gi interface, and to GPRS networks in different
PLMNs via the Gp interface. Only IP will be supported at the Gi
interface.

• Charging gateway function (CGF): This element collects the accounting
records for the backbone packet network. This element communi-
cates with the GGSN and the SGSN via the Ga interface. Moving to
the all-IP architecture may require modification of the charging data
register (CDR) contents (generated by the SGSN and GGSN, and col-
lected by the CGF).
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• Equipment identity register (EIR): Each terminal is identified by a unique
international mobile equipment identity (IMEI) number. A list of IMEIs in
the network is stored in the EIR. The status returned in response to an
IMEI query to the EIR is one of the following:

1. White-listed: The terminal is allowed to connect to the
network;

2. Gray-listed: Under observation from the network, possible
problems;

3. Blacklisted: The terminal has either been reported as stolen, or
it is not type approved (the correct type of terminal for a
UMTS network). The terminal is not allowed to connect to
the network. Emergency calls from this mobile might be an
exception.

• Home subscriber server (HSS): HSS is the main database that holds sub-
scriber related information for a particular user.

• CSCF: CSCF is a crucial component of the all IP wireless network.
CSCF mainly provides the following functions:

1. Incoming call gateway function (routing of incoming calls, ad-
dress handling);

2. Call control function (accepts register requests and makes its in-
formation available through the location server, session control
for the registered endpoint’s sessions, interaction with services
platforms for the support of services);

3. Serving profile database function (receives profile information
from the HSS in the home domain);

4. Address handling function (analysis, translation, and mapping
of alias addresses).

• Media gateway control function (MGCF): The MGCF terminates signal-
ing between the 3GPP IM CN subsystem and the PSTN/PLMN.
This provides the call control interface and translations between the
PSTN and the IP network.

• MGW: The MGW is the transport termination point between a given
IP network and the PSTN/PLMN.

• Multimedia resource function (MRF): MRF is used to provide support for
tone and announcements, along with multiparty multimedia confer-
ence sessions.

• Transport signaling gateway function (T-SGW): The T-SGW provides
transport level interworking between the PSTN/PLMN and 3GPP
IM core network. T-SGW interfaces with the MGCF.
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• Roaming signaling gateway function (R-SGW): R-SGW terminates sig-
naling between circuit switched domain/GPRS domain and the IM
CN subsystem.

The proposed architecture is designed to utilize emerging Internet stan-
dards and protocols. An example of this is the use of SIP for IM CN subsys-
tem signaling for establishing a call. SIP [2] is a signaling protocol used for
Internet conferencing and telephony. It is based on a client server architec-
ture where the clients initiate the calls and the servers establish them. SIP is
the preferred choice for the initiation of multimedia services instead of
H.323 because of its simplicity and scalability.

5.3 UTRAN Overview

The current UTRAN model (formerly Release 99 and now known as
Release 3) is shown in Figure 5.3. Its principal functions are to:

• Manage radio resources;

• Process radio signaling;

• Terminate radio access bearers;

• Perform call setup and tear-down;

• Process user voice and data traffic;

• Conduct power control;
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Figure 5.3
UTRAN model.



• Provide operations, administration, management, and provisioning
(OAM&P) capabilities;

• Perform soft, intrasystem hard, and intersystem (UMTS and GSM
voice or GSM GPRS) hard handovers;

• Support always-on packet data.

UTRAN provides for limited IP support and is only used as a transport
bearer for the signaling traffic at the Iu interface (external to UTRAN; see
Figure 5.3 for the definition of the interfaces). IP user traffic from the packet
switched core network is tunneled from the SGSN to the RNC (Iu inter-
face). The RNC transports the IP packets over AAL2 circuit connections
towards the air interface. However, with growing demand for Internet-
based services together with opportunity for VoIP, a significant percentage
of traffic in the UTRAN will be IP.

For the support of IP in the UTRAN, at least two solutions can be pro-
vided. First, IP can be used as a transport bearer running on top of the exist-
ing R99 ATM transport network; ATM will provide the flexibility while
the operators migrate to an all-IP solution. Second, IP is used as the princi-
pal transport protocol with any underlying layer 1 and layer 2 technologies.

Because the underlying ATM infrastructure is Synchronous Optical Net-
work (SONET) or Synchronous Digital Hierarchy (SDH) deployed over wide
area fiber links, interest has grown in running the IP directly over SONET/
SDH, rather than using an ATM network, to increase bandwidth efficiency.
These two options, however, have created a hot debate over which tech-
nology will provide the best solution. Furthermore, multiprotocol label switch-
ing (MPLS) [3] can be used in order to provide fast switching connection
services to the IP layer by making use of any layer 2 transmission technolo-
gies. A brief discussion of SONET/SDH and ATM follows.

5.3.1 SONET/SDH

SONET/SDH is a high-speed TDM physical-layer transport technology,
inherently optimized for voice. The basic transmission rate of SONET [4]
(51.840 Mbps), referred to as Synchronous Transport Signal level 1
(STS-1), is obtained by sampling the 810-byte frames at 8,000 frames per
second. It is normally represented as a two-dimensional byte-per-cell grid of
9 rows and 90 columns. The SONET/SDH frame is divided into transport
overhead and payload bytes. The transport overhead bytes consist of section
and line overhead bytes, while the payload bytes are made up of the payload
capacity and some more overhead bytes, referred to as path overhead. The
overhead bytes are responsible for the rich management capabilities of
SONET/SDH.
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Table 5.1 presents the corresponding transmission rates for SONET and
SDH. SDH is the SONET-equivalent specification proposed by the ITU.

SONET/SDH is used as the bearer layer for higher-layer protocols such
as ATM or IP/PPP, employed on devices that switch or route traffic to a
particular endpoint. RFC 2615 specifies the use of PPP encapsulation over
SONET/SDH links. PPP was designed for use on point-to-point links and
is also suitable for SONET/SDH links.

5.3.2 ATM

ATM is a cell switching and multiplexing technology that combines the
benefits of circuit switching (guaranteed capacity and constant transmission
delay) with those of packet switching (flexibility and efficiency for bursty
traffic). It uses a 53-byte fixed-length cell and virtual circuits (VCs) to trans-
port data, voice, and video traffic between endpoints in the network. ATM
defines both permanent virtual circuits (PVCs) and switched virtual circuits
(SVCs). PVCs provide static (manually created) connections, whereas SVCs
create dynamic connections established based on demand and current net-
work state. The benefits of ATM are as follows:

• High performance via hardware switching;

• Dynamic bandwidth for bursty traffic;

• Class-of-service support for multimedia.

5.4 UTRAN Transport Network
The UTRAN transport network consists of nodes and links, for the purpose
of transporting user, signaling, and management traffic, supporting at the
same time different levels of QoS. Several implementations can fulfill the
basic fundamental requirements of the UTRAN transport network. It relies
on vendors, operators, and third-party service providers to determine the
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Table 5.1 SONET Data Rates

SONET SDH Data Rates

STS-1 — 51.840 Mbps

STS-3 STM-1 155.520 Mbps

STS-12 STM-4 622.080 Mbps

STS-48 STM-16 2,488.320 Mbps

STS-192 STM-48 9,953.280 Mbps
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best implementations for the transport network. The solution for the radio
network control plane at the Iub and Iur interfaces is shown in Figure 5.4.

Currently there are two alternatives identified for the radio network
signaling bearer in Iur for the Rel5 IP transport option. These alternatives
are signaling connection control part (SCCP)/MTP3-User Adaptation Protocol
(M3UA) [5] and SS7 SCCP-User Adatation Layer (SUA). M3UA is more
likely to be the preferred choice for the radio network layer signaling bearer
in Iur interface. A brief introduction to SCTP and M3UA is provided
below.

SCTP [6] is an IETF protocol designed to transport PSTN signaling
messages over IP networks. It offers the following services to its users:

1. Reliable delivery of user data (notification on lost packets);

2. In-sequence delivery of data;

3. Bundling of multiple user messages into a single SCTP packet;

4. Avoidance of the head-of-line blocking offered by TCP;

5. Message oriented data transfer.

M3UA is a protocol, currently being developed by IETF, for the trans-
port of any SS7 MTP3-user signaling (e.g., ISUP, SCCP, and TUP) over IP
using SCTP. The M3UA delivery mechanism provides the following
functionality:

1. Support for transfer of SS7 MTP3-User Part messages;

2. Support for the management of SCTP transport protocol between a
signaling gateway and one or more IP-based signaling nodes to en-
sure transport availability to MTP3 user signaling applications;

3. Support for the seamless operation of MTP3-user protocol peers;

4. Support for distributed IP-based signaling nodes;
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Iub/Iur control plane
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5. Support for the asynchronous reporting of status changes to manage-
ment.

For the user plane several solutions are provided which are based on the
transport of IP-over-SONET (LIPE, CIP, PPP/HDLC) or IP-over-ATM
(PPPmux/AAL5, PPP/AAL2, CIP). These are fully described below:

• CIP and LIPE where segmentation, flow multiplexing, and QoS dif-
ferentiation are performed above UDP/IP;

• PPPmux/AAL5/ATM, PPP/AAL2/ATM, PPP/HDLC, and MPLS
solutions where they are performed below the IP layer.

User plane protocol stacks will be provided for each of the presented
cases.

5.4.1 LIPE

Lightweight IP encapsulation (LIPE) [7] is a protocol designed by Lucent
Technologies. LIPE is the IP adaptation layer, which multiplexes user
frames into IP packets similar to AAL2 multiplexing frames into ATM cells.
This new protocol provides the following services:

• Bandwidth efficiency: Efficient bandwidth usage in the transport net-
work and especially on the last mile to the node B is directly linked to
transport costs. Means shall be provided in the protocol stack, which
reduce the packet header overhead.

• Timing constraints: To fulfill the timing requirements in the UTRAN,
low transport delay is required, and possibly a distinction between dif-
ferent UTRAN service classes.

• Channel addressing: In the ATM solution a channel identifier (CID) is
used in AAL2 to identify the transport bearer. Similar identification is
also required for the IP solution.

• Network element addressing: There is no need to explicitly address net-
work elements in the user plane, such as in a connection-oriented
network like ATM, but this is required in connectionless networks
like IP.

• Segmentation: On the last mile link between a node B and an edge
router, one forwarded IP packet preempts the access to the medium
for a duration proportional to the payload size. In order to guarantee
some quality of service, a limit shall be set on the packet size, so that
low-priority packets cannot block real-time packets.
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• Independence to the radio network layer: Changes for the introduction of
IP transport should only be made in the transport network layer (TNL).
The radio network layer should remain unaffected by changes in the
TNL.

The LIPE scheme uses either UDP/IP or IP as the transport layer. Each
LIPE encapsulated payload consists of a variable number of multimedia data
packets (MDPs). For each MDP, there is a multiplexing header (MH) that con-
veys protocol and media specific information. Figure 5.5 presents the format
of an IP packet conveying multiple MDPs over UDP using a minimum
size MH.

The details of the MH are shown in Figure 5.6. The MH comprises of
two components: the extension bit (the E bit) and the MDP length field.
Optional extension headers can be supported via the E bit. The E bit is the
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Figure 5.5
LIPE encapsulation.

Figure 5.6 LIPE
multiplexing header.



least significant bit of the first byte of the MH header. It is set to one/zero to
indicate the presence/absence of an extension header. If the E bit is set to
one, the first header extension must be an extended header identifier field.
The length field is 7 bits. This field indicates the size of the entire MDP
packet in bytes, including the E bit, the length field, and optional extension
headers (if they exist). Extension headers are used to convey user-specific
information. It also facilitates the customization of LIPE to provide addi-
tional control information (e.g., sequence number and voice/video quality
estimator).

5.4.2 CIP

The Composite IP (CIP) [8] protocol is similar to LIPE except for details
of the packet header. CIP allows for efficient use of the bandwidth of
the links by multiplexing CIP packets of variable size in one CIP container.
The CIP scheme can be supported by two different link layers:
CIP/UDP/IP/PPP/HDLC and CIP/UDP/IP/PPP/AAL5/ATM. The
resulting protocol stack and packet structure are shown in Figure 5.7.

The CIP packet header is explained next:

• The CID section also contains CRC and flags, and it is used for multi-
plexing.

1. The CRC protects the reserved flag, the segmentation flag, and
the CID.

2. The reserved flag is for further extensions.
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Figure 5.7
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3. The segmentation flag indicates that the sequence number field
and the end flag are present.

4. The CID is the channel ID. This is the identifier of the multi-
plex functionality.

• The payload length section is used for aggregation. This section is
mandatory.

1. The payload length is the length of the CIP packet payload, so,
CIP packets, containing, for example, FP-PDUs with voice or
FP-PDU segments with data, can be between 1 and 256 octets
in size.

• The sequence number section, also containing the end flag, is used for
segmentation and reassembly.

1. The end flag marks the last segment of a packet in a sequence of
segments.

2. The sequence number is used to reassemble segmented packets.

PPP/HDLC
PPP is a point-to-point link layer protocol that provides the following
functions:

• Encapsulates and transfers packets from multiple network layer proto-
cols over the same link;

• Establishes, configures, and tests the link layer connection;

• Establishes and configures network layer protocols.

PPP uses an HDLC-like framing [9] mechanism for delineating its
frames over underlying physical media The frame format for PPP in
HDLC-like framing is shown in Table 5.2.

5.4.3 MPLS

MPLS is an IETF specification for attaching labels containing forwarding
information to IP packets. Labels are analogous to the data link connection
indentifiers DLCIs used in a frame relay network or the VPI/VCIs used in an
ATM environment. Label switch/routers can read the labels much faster
than they can look up destination information in routing tables. MPLS has
been described as bringing ATM-like traffic management features to
switched connections. By prefixing a connection label to the front of IP
packets, more efficient packet switches can be made by avoiding the com-
plex IP route table look-up operations. In MPLS, data transmission occurs
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on label switched paths (LSPs). LSPs are a sequence of labels at each and every
node along the path from the source to the destination. Individual flows are
grouped into streams. Streams of the same forwarding equivalence class (FEC), a
subset of packets that are all treated the same way by a router will be assigned
the same label and provided the same packet forwarding behavior in an
MPLS domain. The assignment of a particular packet to a particular FEC is
done just once, as the packet enters the network. Labels are assigned at the
ingress node (LER) and swapped at each LSR with the selected label for the
next LSR until the packet reaches the egress node where the label is stripped
off. At subsequent hops, there is no further analysis of the network layer
header of the packet. Rather, the label is used as an index into a table that
specifies the next hop, and a new label. The old label is replaced with the
new label (switched), and the packet is forwarded to its next hop. Figure 5.8
presents a UTRAN transport network based on MPLS.

It is possible to differentiate the service provided to particular flows by
applying traffic engineering techniques based on user-defined policies.
CR-LDP [10] and RSVP-TE [11] are two possible approaches to supply
dynamic traffic engineering and QoS in MPLS. RSVP and LDP can be used
to support MPLS header compression and path establishment during the
session negotiation phase. The LDP case is described below.

MPLS header compression session negotiation can be accomplished
with the LDP protocol, by adding a new FEC TLV (Type-Length-Value)
that includes a source IP address, source UDP port, destination host address,
and a destination UDP.

The compressor requests a label for a new 4-tuple combination (source
IP address, source port, destination IP address, destination port), and the
decompressor provides the MPLS label it wants to use for the IP
address/UDP port back to the compressor.

The compressor LSR can then suppress the UDP/IP header and replace
it with the appropriate MPLS label. When the decompressor LSR receives
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Table 5.2 PPP in HDLC-Like Framing

Flag 8 bits

Address 8 bits

Control 8 bits

Protocol ID 1 or 2 bytes

Information Variable

Padding Variable

FCS 2 or 4 bytes

Flag 8 bits



the MPLS frame, it looks up the MPLS label in the mapping table and uses
this information to restore the UDP/IP header.

5.4.4 PPPmux/AAL5/ATM

PPPmux provides a method to reduce the PPP framing overhead used to
transport small packets. The idea is to concatenate multiple PPP encapsu-
lated frames into a single PPP multiplexed frame by inserting a delimiter
before the beginning of each frame. In this case PPP is carried over an
ATM/AAL5 link layer [12]. The PPP layer treats the underlying ATM
AAL5 layer service as a point-to-point link. In this context, the PPP link
corresponds to an ATM AAL5 virtual connection. The format of the
PPPmux frame is shown in Figure 5.9.

5.4.5 PPP/AAL2

PPP over AAL2 [13] addresses the bandwidth efficiency issues of PPP over
AAL5 for small packet transport by making use of the AAL2 common part
sublayer (CPS) to allow multiple PPP payloads to be multiplexed into a set of
ATM cells. PPP over AAL2 defines an encapsulation that uses the segmenta-
tion and reassembly service specific convergence sublayer (SSSAR) for AAL type 2.
The SSSAR sublayer is used to segment PPP packets into frames that can be
transported using the AAL2 CPS.

An implementation of PPP over AAL2 may use a single AAL2 CID for
transport of all PPP packets. A PPP over AAL2 implementation may also
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use multiple AAL2 CIDs to carry a single PPP session. Multiple CIDs could
be used to implement a multiple class real-time transport service for PPP
using the AAL2 layer for link fragmentation and interleaving.

The main differences of PPP/AAL2 over PPPmux/AAL55 are as
follows:

• Better bandwidth utilization with PPP/AAL2;

• Since the multiplexing is done at the CPS layer, the delay for each in-
dividual packet is much shorter: as soon as an ATM cell is full, it is sent.
With PPPmux, the multiplexing is done above ATM, so the packets
that are multiplexed are delayed until the PPPmux packet is filled up.
The same holds for delivery: all ATM cells used to transport the
PPPmux packet must arrive before any of the multiplexed items can
be delivered, where in PPP/AAL2 the packets are demultiplexed and
delivered as cells arrive;

• Loss of one ATM cell causes the loss of the whole PPPmux packet,
whereas in PPP/AAL2 only the packets included in that cell are lost.

5.5 Comparison of IP-over-SONET and IP-over-ATM
The following sections outline various differences in operating IP-over-
SONET compared to running IP-over-ATM.

5.5.1 Protocol Overheads

IP achieves about 80% of the available line rate when operating over ATM,
whereas it achieves 95% of the line rate when running over PPP/
SONET/SDH. This is because, in the latter case, frames are transported
directly into the SONET/SDH payload, thus eliminating the overhead
required to support ATM (e.g., the ATM cell header, IP-over-ATM
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Figure 5.9
PPPmux frame.



encapsulation, and the partial fill resulting from the fixed-length nature of
ATM cells).

5.5.2 Bandwidth Management

ATM is providing bandwidth management by managing the bandwidth
allocation to the various information streams (VCCs) flowing over a link. It
assigns flexible bandwidth to these VCCs based on the required quality of
service.

Within a connectionless packet over SONET/SDH (PoS) users network,
all bandwidth is available by all customers and all applications at all times.
There are no end-to-end traffic guarantees that allow the user to be sure that
the data will arrive in a timely fashion. The IP layer has to schedule its packet
transmissions to ensure that each information flow receives its fair share of
link bandwidth. If a node or a link becomes congested, packets are often
dropped in a random fashion (depending on the features employed on the
router).

5.5.3 Network Management

In an IP-over-ATM network, network management can be provided by
configuring policies for specific flows within the network management sys-
tem and by preconfiguring long-hold switched VCs or by allowing the end
user to negotiate admission to the network under a specific traffic contract as
part of a user-initiated SVC.

The focus of network management within an IP/PPP-over-SONET/
SDH environment is to manage a collection of point-to-point links and
individual routing devices.

5.5.4 QoS

QoS relates to parameters such as end-to-end packet delay, jitter, loss, and
throughput. User perceptions of voice quality depend on the timely deliv-
ery of VoIP packets and on packet-loss rates. The weaknesses of existing
best-effort IP networks requires additional network QoS mechanisms to
resolve these needs:

• To provide differentiated service to different classes of traffic;

• For basic mechanisms that measure use of network resources, and op-
erator’s service level agreements;

• For more predictable response in the face of real-time transient con-
gestion;
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• To dynamically request, or modify, end-to-end service quality.

ATM provides a rich set of QoS parameters that can be negotiated for
each VCC. A list of these parameters is outlined below.

• Cell loss ratio (CLR): CLR is the percentage of cells not delivered at
their destination because they were lost in the network due to conges-
tion.

• Cell transfer delay (CTD): This is the delay experienced by a cell be-
tween network entry and exit points.

• Cell delay variation (CDV): CDV is a measure of the variance of the cell
transfer delay.

• Peak cell rate (PCR): The maximum cell rate at which the user will
transmit PCR is the inverse of the minimum cell interarrival time.

• Sustained cell rate (SCR): This is the average rate, as measured over a
long interval, in the order of the connection lifetime.

• Burst tolerance (BT): This parameter determines the maximum burst
that can be sent at the peak rate.

PPP operates over a single point-to-point link and does not provide any
QoS capabilities. As mentioned earlier, the IP layer has to manage its packet
transmissions intelligently to ensure proper QoS for the information flows.

5.5.5 Flow Control

ATM uses functions, such as call admission control (CAC), traffic shaping, and
user parameter control (UPC) or policing, to ensure that information flows stay
within the boundaries of the negotiated traffic contract. Excess traffic is
marked and is discarded under network overload conditions.

PPP provides no flow control mechanisms, so TCP’s flow control oper-
ates directly over PPP links.

5.6 Summary
This chapter described the 3GPP reference model of the wireless all-IP net-
work by focusing on the transport network in the UTRAN side. IP is rap-
idly becoming the network layer technology of choice for building packet
networks and is also driving the growth of the worldwide Internet. Mass
deployment, feasibility, scalability, and cost effectiveness of IP infrastructure
is the primary reason for introducing IP as a transport option in the
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UTRAN. Hence, any chosen architecture must maximize the benefit of IP
technologies and infrastructure. Standardization of IP transport is intended
to be layer 2 independent, and it is not clear yet what transmission technol-
ogy will be used between IP and SONET. This chapter examined several
alternatives for the transport of user data, all based on two solutions (ATM
and PPP). Finally, some of the pros and cons of each respective solution in
areas such as bandwidth management, quality of service, and flow control
were examined.

Where raw speed is critical, IP-over-SONET is more attractive. Where
flexibility in bandwidth management, quality of service, and network engi-
neering is important, IP-over-ATM is a better solution. Issues relating to
cost will override all of these concerns. Such costs include the cost of provi-
sioning the service and the cost of maintaining it.
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Chapter 6

Beyond 3G: 4G IP-Based Mobile
Networks
Donal O’Mahony and Linda Doyle

6.1 Introduction

The architecture of both the PSTN and also the first three generations of
mobile telephone networks [1] were shaped by two main considerations.
First, the networks were required to effectively provide a single service—
circuit switched voice communications—across a network with low-
capability edge nodes and a large amount of intelligence within the
network. Any additional services that could be deployed on this infrastruc-
ture were looked upon as a bonus. Second, they required the operators to be
able to charge for network usage based on the destination and duration of
the call. Mobility between network operators was only worth doing if the
home network operator stood to gain financially from this possibility.

The evolution of the Internet took a different path. In the early years, it
was assumed that communities of users collaborated for the benefit of all.
Since no organization wanted to act as a central network operator, the inte-
rior of the network was kept as simple as possible while allowing users to
offer such services as they wished at the edges. The possibility of users mov-
ing around was catered for at the edges by Mobile IP and was implemented
by agents external to the network itself, or at least located within edge
routers.

In recent years, we have seen the beginning of convergence between
the telecommunications and Internet communities. The PSTN has become
the main Internet access network for residential users, and there is a huge
industry focus on reengineering the channel structure of wireless telephony
networks to accommodate data streams. In the other camp, the Internet
telephony industry has proved that it is possible to build a production voice
service on a packet-switched Internet-based network infrastructure, and the
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makers of large circuit switches have conceded that there are huge eco-
nomic advantages to shifting over to packet switching.

The rapid adoption of mobile telephony, most notably in the Scandina-
vian countries, demonstrates another major trend that shows a demand on
behalf of users to avail of the same communications on the move as were
available through fixed lines.

In the midst of the great changes being brought about by the trends out-
lined above, the research community is considering what form the next
(fourth) generation of fixed and mobile communications systems will take.
A popular view in the telecommunications industry is that the 4G should
evolve naturally from the 2G and 3G with incremental improvements being
brought about without any fundamental architectural changes being neces-
sary. We do not believe that this is the correct approach. In the following
sections, we set out what we believe are the main drivers shaping the design
of 4G systems. We briefly survey related work and then describe the prog-
ress we are making with our 4G test bed.

6.2 Drivers for the 4G Architecture

We adopt the view that the forthcoming 4G mobile systems offer us an
opportunity to take a fresh approach in designing a network driven by serv-
ices that people want now and in the future with less emphasis on the
services that they wanted in the past. In the following sections, we examine
five fundamental requirements underlying our concept of 4G mobile
systems.

6.2.1 Support for IP-Based Traffic

It is clear from the rapid growth of the Internet in the late 1990s that IP
forms an effective delivery mechanism for the kinds of network services that
users are interested in availing of. The advent of VoIP has shown that
person-to-person audio communication can easily be carried out across a
packet-based IP network in spite of some difficulties in delivering consis-
tently low end-to-end delays across the current infrastructure. This fact,
when taken together with very low forecast growth rates for voice as com-
pared with data, point to a future where voice makes up a very small pro-
portion of total traffic. It is imperative, then, that the architecture of 4G
networks is determined primarily by the need to deliver a quality IP service.
The ability to handle voice and other streams with real-time constraints is a
secondary (but essential) goal. The problem of delivering a predictable
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quality of service over wireless networks is a significant challenge in its own
right and is fully addressed in Part II of this book.

6.2.2 Excellent Mobility Support

The adoption of mobile telephony services offered by 1G and 2G voice sys-
tems has surpassed many people’s expectations. In many countries, most
notably in the Scandinavian region, more than 60% of the overall popula-
tion makes use of mobile telephones, and the trend elsewhere is to follow
the same path. It has been forecast that there will be almost 1 billion sub-
scribers to GSM, the most successful 2G system, by 2005.

The mobility facilitated by cellular telephones is often referred to as ter-
minal mobility. An additional form of mobility envisaged for both the fixed
and mobile phone networks is personal mobility, which allows a person to
move from one terminal to another and have his or her calls and environ-
ment follow him or her as he or she registers on different mobile or fixed
terminals. The Universal Personal Telephony service allows a user to be
contactable via one personal number. Intelligence within the network, cou-
pled with information on the users preferences and likely movement pat-
terns, can forward the call to the appropriate terminal or to an automated
response system.

In 4G systems, we must assume that all users of the network are poten-
tially mobile with a sizeable proportion of them communicating via wireless
terminals. Users must be contactable via a single (albeit multifaceted) iden-
tity. A means must be found to map from this identity to an address to which
packets can be routed. Control of this mapping must lie firmly with the user
who can modify the destination of the mapping and regulate the access that
callers may have to it. In an environment where the path from source to des-
tination may cross many different network domains, it would be unwise to
associate this mapping with a single network operator. It is imperative that
4G networks provide a single consistent means of identifying users and
allow this identity to be controlled by the user and efficiently mapped to a
mutable destination.

Where 4G nodes are in motion, they may need to change their point of
attachment to the network while a flow of packets is in progress. The degree
to which this changes the path from source to destination depends on the
topology of the network and the route chosen. The 2G and 3G cellular sys-
tems allow handoff where a mobile node shifts its point of attachment but
stays within the same network domain. Typically, a change in domain is
referred to as roaming, and active connections cannot be maintained under
these circumstances. This implicit two-level tracking of a user’s location
(i.e., current domain and current position with that domain) can be general-
ized into an N-level mobility tracking scheme that can allow handoff in any
circumstances where the network topology renders it possible.
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6.2.3 Support for Many Different Wireless Technologies

The 1G, 2G, and 3G mobile systems relied on the use of spectrum reserved
for public land mobile use and licensed by a very small number of network
operators in each country. Differences in allocation timing and strategy of
the spectrum have led to the need for multimode phones capable of adapt-
ing to use the spectrum available in a particular region.

In 4G systems, it is likely that a large number of different radio tech-
nologies may be used for network access. One trend that is very apparent is
the use of radio spectrum in the less regulated Industrial Scientific and Medical
(ISM) band. We have seen the emergence of Bluetooth [2] radio offering
very short-range radio links of below 1 Mbps. Although this radio was origi-
nally developed as an easy way to replace cables interconnecting adjacent
equipment, it has recently been standardized by the IEEE as standard
number 802.15.1 as a more general purpose wireless personal area network
(WPAN) technology. Also operating in the same band is the IEEE 802.11b
WLAN radio system. This offers a throughput of 11 Mbps with a range of
around 100 feet and lesser speeds over longer distances. This technology has
been embraced by the market and is being used to provide high-bandwidth
services to private users in buildings and campuses and also to public users in
built-up areas and in airports. More advanced versions [3] of the standard are
in preparation, including 802.11a operating in the 5-GHz band (which will
deliver higher speeds of 54 Mbps) and 802.11g (which uses the same fre-
quency band as 802.11b, but allows the data rate to be increased to 34 Mbps
and higher).

At the other end of the spectrum, areas of very low population density
or users at sea or in the air may be better served by satellite systems using a
completely different set of radio technologies.

Existing 2G and 3G cellular may be useful in between these two
extremes. A 4G node should be capable of adapting its radio capabilities to
take maximum advantage of available spectrum.

6.2.4 Free from Unnecessary Operator Linkage

The GSM system was developed by European telecommunications compa-
nies in the mid- to late 1980s primarily as a mobile extension to the PSTN.
The GSM model envisaged that users would subscribe to an operator who
would build a cellular network infrastructure that would track the user as he
moved from one location to another, making every effort to maximize the
availability of service. In common with the dominant PSTN billing model
in Europe at the time, all usage of GSM services was to be metered, and
since the only way to pay for this was via the home operator, every action
carried out by the mobile handset is with reference to the home network
operator. Even when a user roams into a new domain, contact is made with
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the home network to establish a link with a billable entity before any calls
can be made.

Two GSM handsets cannot communicate with each other directly;
rather, they must each first authenticate themselves to the network, be
linked with their billing details, and thereafter, operator mediated commu-
nication can take place. This mode of operation is consistent with the fact
that the operator in effect owns the spectrum and is entitled to individually
regulate and meter each access to it.

Where spectrum ownership is much more open, such as is the case in
the ISM band, such restrictions are completely unnecessary and highly inef-
ficient. Much of the dynamism that has taken place in wireless communica-
tions in recent years is the result of the easy access to such spectrum, and it is
likely that this trend will continue in the future.

Where access to spectrum is not an issue, pairs or groups of nodes can
form ad hoc networks to allow direct communication between nodes, and if
appropriate, nodes can collaborate, relaying each other’s traffic. Naturally,
issues such as the need for user authentication occur in this kind of any-to-
any direct communication, but arguably, these need to be solved in an
operator-independent way in any case.

Once the special position of the operator is removed, there remains the
problem that a wireless node wishing to communicate with a node outside
its range cannot do so unless an intermediate node relays their packets to
either another wireless node or on to the fixed network. If we could find a
means of making real-time payments across a link, this would relieve us of
the need to be associated with a billable entity and also allow us to motivate
individual nodes to cooperate with us to relay traffic.

This motivation (financial or otherwise) could be used in a sparsely
populated area to allow an individual wireless node to act as a packet relay
between two out-of-range nodes. The payment method would allow the
relay to be compensated for the battery drain and the usage of bandwidth
that might otherwise be available to it.

In a heavily populated area, the same motivation could be used to
encourage organizations to erect networks of wireless network access points
in places like university campuses and shopping malls. Organizations that
undertook this effort to any great scale would become the network opera-
tors of the 4G, but the fact that no special status is required to become an
operator should ensure healthy competition.

6.2.5 Support for End-to-End Security

The security features inherent in 2G and 3G mobile systems are focused on
two main services. First, the mobile users must be authenticated to the net-
work operator. This authentication is generally limited to associating the
user with a billing relationship that is operating satisfactorily. Where
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accounts are prepaid, this billing relationship often has no stored details on
the identity of the user. There is no end-to-end exchange of credentials
between a mobile user and their peer at the other end of the link.

The second service supported by 2G and 3G mobiles is content encryp-
tion. While this does deter attacks using simple scanning devices, it is no
substitute for genuine end-to-end confidentiality.

In the 4G, mobile and fixed nodes will interact with each other without
reference to their relationship to an operator. It is imperative that protocols
and procedures are devised to allow the users of these nodes to authenticate
one or more facets of each other’s identity to a degree necessary to achieve
the communication they desire.

6.3 4G Architecture and Research Issues

We envisage that the 4G mobile networks of the future will be based around
an IP core network, which will, over time, completely displace both the
fixed PSTN and also the 2G and 3G mobile voice networks. The architec-
ture, as shown in Figure 6.1, will be based on delivering an IP transport
service to a population where every user is potentially mobile and a large
proportion of them make frequent use of wireless nodes to interact with
people and services on the network.

Untethered users will gain access to the fixed network using a variety of
different radio technologies. These will include short-range wireless systems
such as Bluetooth and 802.11 as well as perhaps new access methods made
available on the spectrum currently in use by 2G or 3G mobile voice sys-
tems. Individuals and organizations will install and operate wireless access
points making use of a real-time payment system to provide such quasi-
network operators with their financial incentive.

High-capability nodes will be equipped with software radios, which
carry out as many radio functions as possible by executing signal processing
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software on general purpose processors. Thus, the nodes will be able to
communicate using whichever radio technology is expedient given its loca-
tion and financial resources.

Ad hoc network protocols will be used to bind together groups of nodes
for local communication and also to provide a link between each node and a
range of geographically close fixed network access points. The motivation
for this collaborative behavior may derive from the fact that the users have
authenticated each other as belonging to the same group (e.g., workers in
the same office or paramedics at the scene of an accident), or some kind of
micro-payment method may be used to allow relaying nodes and network
access points to profit from their activities.

Interactive links to other users will be established based on a user iden-
tity. In order to support both terminal and personal mobility, a directory
service will be required to map between an identity or identity facet and an
address to which packets can be routed. This service should be standalone
and independent of any particular network infrastructure. The mapping
may also be quite complex, allowing a user to build a profile of when and to
whom he is available. In cases where confidentiality of location may be an
issue, artificial relay points may be used to disguise the position of a node
from the caller.

Before a call can be set up, each participant will need to authenticate
themselves to the other parties within the call. Typically, users will have a
multifaceted identity, and it may be inappropriate to make use of all of these
facets for any given call. Facets may also depend on one another and pro-
gressive authentication may take place. For example, to gain entry to an
office building, it may only be necessary to authenticate the fact that one is
an employee. If an individual wants to open a safe containing financial
documents, it may be necessary to also authenticate the fact that the indi-
vidual’s organizational role is financial director. Such identity facets would
be inappropriate for use in a coffee shop where the same user wished to
traverse a high-speed fixed network access point.

Once the parties have authenticated each other, end-to-end communi-
cation can take place with appropriate authentication and confidentiality
measures being applied to the data traffic.

Where prebuilt access infrastructure does not exist, or where communi-
cation is taking place in a local region, nodes may resort to the formation of
ad hoc networks. While this greatly enhances a node’s ability to communi-
cate, it also raises a number of additional research issues. Collaboration is the
essence of ad hoc networking and will naturally take place where the mem-
bers of the network belong to the same organization or have some other
preestablished motivation to work together. In a public context—for
instance, a number of wireless nodes encountering each other in a shopping
mall—the motivation may be less obvious. There is a need for security pro-
tocols to allow nodes to selectively reveal information about different facets
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of their identity with an aim of maximizing the level of cooperation that is
possible. If nodes are to offer relaying services to others, there will be a need
for some kind of real-time payment method to allow a node to be compen-
sated for the use of its resources (battery power and more).

Once an ad hoc network grows beyond a small number of nodes, there
is a need to develop sophisticated routing protocols to allow nodes to relay
for each other, thus maximizing their interconnectivity. It should also be
possible for a wireless node that is within range of a fixed network access
point to relay for other nodes within its ad hoc network.

Applications and services in the 4G will be built outside the network in
keeping with the Internet tradition of keeping the core simple, fast, and effi-
cient. Today, many of the Internet applications rely on entities contacting
each other based on a network address. This is problematic for a number of
reasons. First, it leads to a demand by end entities for the fixed assignment of
addresses. If the address space is finite or inefficiently allocated (as is the case
with IP version 4), this leads to address shortages and also causes problems
when these end entities move with respect to the network. We envisage
that in the future, applications will evolve to where addresses are deempha-
sized in favor of the use of more abstract names. Mobile users will be con-
tacted by name, with appropriate servers to perform the mapping between
address and the necessary routing information. Clearly such a mapping must
be done in such a way that the user has control over what kind of routing
information is held and who may gain access to it. Where a user is in
motion, appropriate mechanisms must be devised to maintain a connection
to a “name” as the route to the node is changing.

6.4 4G Research Efforts

Broadly speaking, research into the form of 4G mobile systems is being car-
ried out by two somewhat overlapping communities. The first of these is
the mainstream mobile telecommunications industry. The second commu-
nity has come from a data networking background and is driven by techno-
logical progress in the area of wireless data networks leading to quite a
different perspective on the path ahead. We will outline the direction being
taken by both communities before elaborating further on our own thoughts
on the fourth generation.

At the time of this writing, the telecommunications community’s main
source of revenue is based on a huge population of users of 2G mobile tele-
phones. Now they are faced with the impending launch of 3G mobile sys-
tems. Most of the architectural decisions underlying the 3G were made with
an eye to preserving the large investment in building the 2G network and
retaining the customer relationship with the user population. It was thought
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that if the core network architecture was preserved, then new radio access
methods (such as UTRAN) could be progressively introduced, and gradu-
ally, more support for data traffic and Internet access would be made
available.

At the time of writing, prospects for the 3G look bleak. The mobile
telephone market appears to be near saturation point, and the introduction
of higher-speed data services has failed to produce the anticipated excite-
ment and surge in user demand. Looking ahead to the data capabilities of 3G
systems, it seems unlikely that these will match user expectations. In
Europe, the auctioning off of spectrum at very high prices has placed a huge
debt burden on aspiring 3G network operators that may be difficult to
service.

Against this background, there is a reticence to contemplate revolution-
ary technologies that would divert attention away from the 3G, and conse-
quently, new innovations are being discussed as add-ons to mature 3G
networks rather than as technologies that would render it obsolete.

The two major proponents of 3G mobile systems—namely, the Euro-
pean UMTS Community and the U.S.-dominated cdma2000—have
formed consortia (3GPP and 3GPP2, respectively) that are developing com-
mon standards for the provision of data services to users. In the case of
3GPP, the core network architecture is very much shaped by GSM with
special purpose network entities added to support the transfer of IP data-
grams between network endpoints or to the Internet. The 3GPP2, on the
other hand, is much more Internet-like.

The Wireless World Research Forum, a consortium of many leading
mobile telecommunications companies, has produced a “Book of Visions”
[4], which summarizes the thinking of their member companies on what are
important research topics for the future. This recognizes the need for greater
support of the IP protocols and the importance of new radio access tech-
nologies. While there is recognition of the potential of ad hoc networking
technology there is no mention of any architectural changes being made to
accommodate this.

The rapid uptake of commodity WLAN products based on the IEEE
802.11b standard has given rise to many popular public wireless services that
promise to deliver far superior data services to any currently envisaged in the
3G. In order to combat this threat, a number of organizations are attempting
to integrate WLAN into 2.5G and 3G networks as simply a new radio access
technique without any changes to architecture of the core network. This
has led to a proposal to the 3GPP standardization effort, made in late 2001,
that a study be commissioned to determine how WLAN technology such as
IEEE 802.11 and HiperLAN2 could be integrated into UMTS. Attention
to date has focused on a loose coupling where access to the WLAN is regu-
lated with reference to the UMTS subscriber database. End-to-end traffic
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would pass from the WLAN to the Internet without going through the
UMTS network entities.

The research community has been more daring [5] and has proposed an
architecture where many heterogeneous networks, among them WLAN
and UMTS, form subnetworks of a larger 4G system whose architecture is
very Internet-like with mobility being handled at the IP level.

The second community of researchers that is interested in this area
come from a wireless Internet perspective and have focused on the efficient
transport of IP traffic over wireless channels with provision of varying quali-
ties of service. These themes are elaborated on in other chapters of this
book. In terms of mobility handling, there appears to be broad support for
the idea that Mobile IP can be used to handle user movement between
domains (roaming), while some alternative system such as Cellular IP,
HAWAII, or TIMIP be used to deal with movements within a wireless
domain. While the concept of handover is very much a part of these efforts,
this community does not appear to be attempting to build a system that
could aspire to displace the current global fixed and mobile telephony infra-
structure. In a similar way, their efforts in the security arena do not appear to
be targeted towards replacing telephone numbers by a single globally
acceptable identity that could be cryptographically asserted.

6.5 The NTRG 4G Test Bed

At Trinity College in Dublin, Ireland, the Networks and Telecommunications
Research Group (NTRG) has been investigating the form of 4G mobile sys-
tems since 1998. We have ongoing projects investigating many different
aspects of 4G technology from applications though to physical layer issues.
The individual projects are bound together by virtue of their individual
contributions towards our 4G test bed.

Since we envisage that the 4G mobile nodes of the future will be con-
structed using commodity computing platforms, our target nodes are gen-
eral purpose PC workstations, and where portability is important, laptop
and palmtop variations of these. In order to keep a consistent operating
environment across all platforms and to allow our work to integrate with
popularly available applications, we have chosen to develop the Microsoft
Win32 environment as supported by Windows 2000 on PC and laptop and
make use of Windows CE in handheld and palmtop environments.

6.5.1 The Layered Architecture

Components of our 4G environment are implemented as standalone layers
each realized by a single main thread. The interlayer interface is very simple,
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consisting of primitives to send information upwards or downwards
through the stack and to attach a blackboard of parameters to each request
that can be used by any layer through which the data passes. A sample layer
stack is depicted in Figure 6.2.

6.5.2 Wireless Alternatives

Different radio hardware can be accommodated by writing a layer that
interacts directly with the hardware and presents the simple interlayer trans-
fer interface to whatever is above it. In this way, we have been able to per-
form our wireless experiments with links as diverse as Infra-Red (IRDA),
Bluetooth, IEEE 802.11, and also a very simple half-duplex radio we con-
structed in-house, which uses amateur frequencies and allows us to experi-
ment at a very low level.

6.5.3 Software Radio

Ultimately, we expect to be able to replace the real radios at the bottom of
this protocol stack with a software radio operating in conjunction with a
wideband front end, which would allow operation across a wide frequency
band with the chosen form of modulation being performed in software. The
individual building blocks of the software radio (such as channelization,
coding, modulation, and demodulation) will be realized by individual layers
with an appropriate stack being assembled to deliver the desired radio wave-
form. Thus far, we have receiver-only systems that implement a variety of
forms of amplitude and frequency demodulation and can rapidly switch
between the two if necessary.
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Figure 6.2
The layered structure
of the 4G test bed.



6.5.4 Routing Protocols

The subject of routing protocols enabling the formation of ad hoc networks
of nodes has been under active study by the research community for some
time now [6]. Although many different protocols have been simulated, very
few implementations exist that can test these protocols across a real radio
channel under different mobility scenarios.

Using our layered architecture, we initially implemented the Dynamic
Source Routing (DSR) Protocol. This simple reactive protocol only begins to
try to establish a route to a destination when there is data to be sent. This is
in contrast to a proactive protocol, which attempts to maintain knowledge
of the state of the network so that it is already in possession of sufficient rout-
ing routine information when data needs to be sent. We have also imple-
mented a hybrid Zone Routing Protocol (ZRP), which is proactive for nodes
that are in a nearby zone and reactive for those that are farther away. We
anticipate that the use of these protocols across real wireless channels will
give us a unique insight into their properties.

6.5.5 Emulation Facilities

When routing protocols or mobility aware applications are being developed
and tested, one of the major problems is to expose the evolving software to
particular mobility scenarios without conducting all debugging on the move
and out of doors. Our initial approach to this challenge was to develop a
layer (which we call the datagram layer) that emulates the radio broadcast
environment across a collection of Internet links on the local area network.

Each of the emulated nodes is assigned an IP address, and the emulation
layer in each node is told what other nodes are visible to it in radio terms.
When a packet arrives to be sent on the emulated radio interface, it is encap-
sulated in an IP datagram and sent to each of the visible nodes.

This effectively allows us to construct ad hoc networks made up of
processes running on any Internet-connected host. By constructing a relay
layer that moves packets from one protocol stack to another, we can freely
intermix nodes that are running on real wireless nodes and others that are
sitting on the emulated radio layers. An example of this is shown in
Figure 6.3.

While the above is an effective debug and test tool, emulated wireless
nodes either see each other or they do not, and transmissions always get
through without transmission errors. The ability of nodes to see each other
or not is also statically configured.

In an attempt to improve our radio emulation environment, we have
devised a system that we refer to as a reality emulator. In place of the radio
layer in each node’s protocol stack, we place a reality emulator client layer.
Each of these clients connects via sockets to a server, as shown in Figure 6.4,
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which emulates the way in which a radio channel will behave as nodes
move with respect to one another and also encounter collisions in
transmission.

When a node initializes itself, it connects to the emulation server where
it is given an initial geographic position. By interacting with a graphical user
interface on the server, a designer can control the transmission range of each
radio and their movement with respect to one another. Figure 6.5 shows the
server’s view of a collection of emulated nodes moving around the Trinity
College campus.

From the point of view of the client protocol stack, the behavior of the
link is identical to that experienced by the node when running across a real
radio link, and provided that the number of emulated nodes is kept reasona-
bly small, the emulator can support substantial amounts of traffic including
real-time voice streams. The system is particularly good at exposing the
routing software to particular node movement scenarios that might other-
wise be hard to achieve.
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Figure 6.3
An ad hoc network
emulated wireless
nodes of genuine and
emulated wireless
nodes.

Figure 6.4
The reality emulator.



6.5.6 The Security Architecture

We envisage that all users in the fourth generation are potentially mobile,
and a large proportion of them will avail of wireless devices. This means that
nodes will typically be interacting with peer nodes with little information on
the identity represented by that peer.

Authentication in the physical world is typically achieved using a multi-
plicity of cards that people carry around in their purse or wallet. These may
contain basic information about a person, such as might be present on a
driving license. Other cards may contain information on an individual
affiliation with a bank or perhaps more personal information such as a card
detailing his or her blood type.

Individuals produce cards detailing different facets of their identity only
as the need arises. For example, to make a cash withdrawal at a bank, they
may need to produce both a driver’s license and a bank card. They might
hand over details relating to their medical records only to someone who had
already proved he or she was a medical professional.

The above exchanges are characterized by individuals entering into a
negotiation dialogue where credentials are exchanged in order of increasing
importance as trust is progressively built between the individuals. This
process concludes either when the shared trust has reached its highest level,
or it has exceeded that required by the communication exchange.

At present, we are designing a system to do this kind of credential
exchange between nodes in an ad hoc network. When a node wishes to
avail of a service on another system, this will cause the credential exchange
agents to enter into a dialog where details on different facets of a user’s iden-
tity are exchanged according to a credential release policy (CRP).
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Nodes may authenticate neighboring nodes up to a level at which they
are happy to relay traffic through them. A considerably higher level of
authentication may be needed before a pair of nodes may be willing to enter
into a specified application dialog. Figure 6.6 depicts the security agent that
carries out this authentication.

Based on the authenticated identity facets, which are shared between
the two nodes involved in the trust negotiation, groups can be formed to
share a common purpose. This will allow shared keys to be negotiated,
which can be given to all members of the group to allow shared access to
resources. Similar group formation systems have been developed for Inter-
net multicast environments that can serve as a model for this [7]. This can be
used for such applications as a walkie-talkie type system where all users hear
all traffic or, indeed, any other form of data-based group collaboration.

6.5.7 Real-Time Payment

Most of the flaws in 2G and 3G mobile systems can be traced to the fact that
the major technical decisions defining the architecture have been made
based on one overriding concern, namely that of generating revenue for the
network operators.

If the promise of the 4G is to be fulfilled, the focus must be on enabling
connectivity between network users without tying this connectivity to a
user-operator subscription. Clearly some other way needs to be found to
allow providers of network infrastructure (even if this is just a single relay
node) to be rewarded for making this available to the general population
of nodes.
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Figure 6.7 depicts a multiparty micro-payment system [8] developed
within our research group that allows a stream of cryptographic payment
tokens to be interspersed with the normal data packets that make up the
end-to-end flow. Before this can commence, a pricing phase was under-
taken where each party (or network operator) along the path offered their
services for a particular price. Once the contract is agreed to, the payment
tokens can be captured by nodes along the path and redeemed for an agreed
proportion of the overall payment for the traffic. We plan to adapt this sys-
tem to support ad hoc operation where the end-to-end route may change
over the lifetime of the communication.

6.5.8 Applications

The principle application we have used on our 4G network testbed has been
simple Web access, where pages containing HTML as well as complex mul-
timedia data have been delivered to handhelds moving in a wireless net-
work. We have also performed some experiments using the wireless link for
video image data. More recently, we have developed a simple point-to-
point telephony application using the Session Initiation Protocol for signal-
ing. In the future we will modify this to integrate elements of our security
architecture, in particular, to incorporate the notion of multifacetted user
identities. There are a whole host of issues to be resolved before we can sup-
port mobility thorough the mapping of this identity information to address-
ing information that works well with both fixed and ad hoc networks.

6.6 Concluding Remarks

We have outlined above some of the problems inherent in the architectural
design of 2G and 3G mobile systems. Arising from this, we have enumer-
ated some of what we believe are imperatives for the design of a new 4G
architecture. These ideas are being progressed by the mobile Internet
research community and to a lesser extent, by researchers in mobile tele-
communications. In order to progress our ideas for 4G systems, our research
group has embarked on a number of distinct projects dealing with different
aspects of the overall system. Each of these projects contributes to the con-
struction of a test bed based on the use of commodity PC and PDA hard-
ware running common operating systems. The test bed supports wireless
mobility via a range of technologies from infrared to software radio and
allows the experimentation with real ad hoc networks that are engineered to
integrate with populations of fixed nodes. Security concerns are also catered
for both in terms of node authentication and also as a means of payment for
resources consumed. The utility of the 4G systems will be demonstrated
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with noninteractive data-based applications as well as those, such as teleph-
ony, that involve continuous multimedia streams.
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Chapter 7

Ad Hoc Networks: A Mobile IPv6
Viewpoint*
Koen Cooreman, Liesbeth Peters, Bart Dhoedt, and Piet Demeester

7.1 Introduction

As a general trend, the importance of mobile networking is increasing every
day. In the future, people will expect to be able to use their network termi-
nals (laptops, PDAs, and mobile phones) anywhere and anytime. This chap-
ter focuses on a special type of mobile network, namely, ad hoc networks
[1], which do not need any fixed infrastructure to operate. More specifi-
cally, a solution is described as to how mobile ad hoc terminals can move
while connectivity with a global IPv6 network [2] and other mobile ad hoc
terminals can be supported and maintained. The fact that we are supposing a
global IPv6 network and not an IPv4 network is important because specific
features of IPv6 will be used to support global mobility of ad hoc terminals.

This chapter is organized as follows. This first section provides an intro-
duction to ad hoc networks and their features and describes the relevant
properties of IPv6. Section 7.2 will define the different levels of mobility
that should be taken into account for mobile ad hoc networks. Section 7.3
gives an overview of the properties of existing ad hoc routing protocols. In
Section 7.4, Mobile IP [3], the current standard to provide macro-mobility
in an IP-based network, is briefly described. The principles of micro-
mobility are described in Section 7.5, addressing the main features of Cellu-
lar IP [4]. In Section 7.6, we propose a mechanism that could be used to
support communication and mobility of mobile ad hoc devices in an all-
IPv6-based global network. Finally, Section 7.7 offers some concluding
remarks.
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7.1.1 Ad Hoc Networks

Mobile ad hoc networks [1] have, unlike cellular networks (e.g., a UMTS
network), no fixed infrastructure or backbone network to support the
mobility of the terminals in the network. In cellular networks, the backbone
network performs all networking operations, and mobile devices only com-
municate directly with one of the base stations of which they are in reach.
This means that mobile devices in cellular networks can be rather simple
devices: all network functionality is implemented in the backbone. Ad hoc
networks, on the other hand, lack any infrastructure to support network
functionality. In Figure 7.1, a small ad hoc network is illustrated. Having no
supporting infrastructure means that all the network intelligence must be
situated inside the mobile devices that make up the network. As a conse-
quence, the routing of packets (we consider ad hoc networks to be packet
switched and not circuit switched networks) from source to destination has
to be accomplished by the network terminals, meaning that terminals in an
ad hoc network do not only act as hosts but also as routers. Because the net-
work topology can change quickly and unpredictably, an ad hoc network
has to be self-configuring and should be very adaptable to changes (like
hosts leaving the network, link breakage, and new hosts who attach to the
network).

7.1.1.1 Applications

The main rationale for using ad hoc networks is not being reachable any-
time and anywhere by anybody (as is the case of 2G and 3G cellular sys-
tems). Their major strength is actually the seamless connectivity with
devices in the neighborhood and the fact that the complete network infra-
structure is merely composed of the participating devices and that this net-
work infrastructure is self-organizing. In the following paragraphs, several
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An ad hoc network
(left) versus a cellular
network (right).



applications that can make use of this property of ad hoc networks are
discussed.

Conferencing
One can think of conferences and meetings where almost everybody dis-
poses of a laptop, notebook, or PDA. On such occasions, people would
probably appreciate the fact that they can, seamlessly and without any con-
figuration, exchange information, use a local printer, or connect to the
Internet via a wireless Internet gateway. One could immediately download
the current presentation being presented, browse through the slides on
one’s own device, print them on the local printer, or e-mail the presentation
to a colleague who cannot be present. Using ad hoc networks to support this
application implies that no infrastructure must be present and it even avoids
the overhead (like, for example, the cost and routing within the infrastruc-
ture) of using an infrastructured network.

Rescue Operations
Since ad hoc networks can be deployed very quickly, they can be used to set
up a network at a location where no infrastructure is present. They can be
used, for example, during rescue operations at disaster sites, like earth-
quakes, fires, or floods. In such situations an infrastructured network is very
likely to be damaged and made useless. As network applications become,
even for rescue operations, more and more important, ad hoc networks can
be used to support network connectivity without the need of any available
fixed infrastructure.

Home Networks
Many families already have more than one computer at home. Since these
computers are not necessarily located in the same room and connectivity
between them is most likely desirable, the use of ad hoc networks is a very
elegant solution. Most people are not network specialists, so the self-
organizing and auto-configuring character of ad hoc networks is a very easy
solution. Even if wires, instead of a wireless technology, are used to connect
the different machines, ad hoc network technology can be used to support
seamless connectivity between the different devices.

In the future, one can imagine that more and more devices at home will
have a network connection and be remotely controllable. Some of these
devices, like washing machines, will have a fixed location, but other devices,
like a portable radio, can and will be easily displaced. For this last category, a
wired connection is not very practical, and while moving those devices
around, ad hoc network technology can be used to take into account the
changing network topology.
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Personal Area Networks
A personal area network (PAN) is a network of devices that are closely associ-
ated to one person. These kinds of devices may be attached to a person’s
clothing or carried around in a purse. In rather exotic visions of the future,
these devices include virtual reality devices attached around the head and
devices oriented toward the sense of touch. All the devices in a PAN may be
attached to the Internet, but they will very likely have to communicate with
each other. Because most devices in the same PAN will have an almost fixed
position with respect to each other, mobility is not an important factor
inside one PAN. However, when interactions between several PANs are
needed, mobility can suddenly become much more important. To establish
communication between moving PANs, ad hoc network technology can be
used.

Sensor Dust
One could imagine a large collection of tiny and cheap sensors, forming an
ad hoc network, to offer detailed information about terrain or dangerous
environmental conditions. Via ad hoc network technology, the activities
and the reports of these sensors can be coordinated remotely. Instead of
sending emergency personnel into dangerous environments, sensors con-
taining wireless transceivers can be distributed. Forming an ad hoc network,
these sensors can cooperate in order to gather the desired environmental
information. It is obvious that industrial and military applications are also of
great interest.

Games
Naturally, ad hoc networks can be used not only for professional applica-
tions but for entertainment as well. Distributed network applications like
games are supported as well, and people using ad hoc networks do not even
have to know who they are playing with. They can play against the people
that are accidentally within the neighborhood. One can think, for example,
of trains, buses, airports, or even airplanes where people can spend quite of
lot of time waiting. Using ad hoc network technology makes the possibili-
ties for games inexhaustible, and costs are minimal because no network
infrastructure of any network provider is used.

Military
Without any doubt, ad hoc networks can also be used for military purposes.
As a matter of fact, it was the U.S. Department of Defense that sponsored
the first research to enable packet switching technology to operate without
the restrictions of fixed or wired infrastructure. In 1972, DARPA initiated
research to develop and demonstrate a Packet Radio Network (PRN). Ad hoc
networks can be utilized out of the military need for survivability and opera-
tion without preplaced infrastructure.
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7.1.1.2 Issues in Ad Hoc Networks

The problem that will be addressed in more detail in this chapter is that of
interconnecting ad hoc networks with the global Internet, and more pre-
cisely, the identification of mobile terminals and the correct routing of
packets from and to each terminal while they are moving. For instance,
when ad hoc networks get connected to the Internet via two or more gate-
ways, the hierarchical addressing structure of the Internet causes problems:
the boundaries of ad hoc networks do not have to correspond with the
boundaries of the different domains in the Internet. Of course, next to inter-
connectivity with the Internet, other technical aspects of ad hoc networks
are important.

Routing
Since the strength of ad hoc networks is the seamless connectivity with
devices in the neighborhood without using any backbone infrastructure,
packet routing is, of course, one of the hardest problems for these networks
to face. Many different ad hoc routing protocols are proposed in the litera-
ture for performing this difficult task. The basic properties of the proposed
and existing routing algorithms are described in Section 7.3.

Security
A wireless link is much more vulnerable than a wired link. Ad hoc networks
have the disadvantage that the physical link used can easily be eavesdropped
and manipulated, and in addition they are faced with the problem that a
malevolent user can easily attach to the network. Such a user can easily load
the available network resources, like wireless links and batteries of other
users, and even disturb normal network operation.

Routing protocol packets carry important control information that
governs the behavior of data transmission in the ad hoc network. Without
proper protection, these packets can easily be subverted or modified. A
malicious user can insert spurious information into routing packets and
cause routing loops, long timeouts, and advertisements of false or old rout-
ing table updates. As such, research to secure ad hoc networks is definitely
necessary. All proposed routing protocols place complete trust on the
devices that make up the ad hoc network and are therefore vulnerable to
attacks from malevolent users.

In practically every network, the fundamental security mechanisms are
based on cryptographic keys. Since an ad hoc network is not always con-
nected to the global Internet and a mobile device can easily be tampered
with or leave the ad hoc network unpredictably, the distribution of public
keys is difficult to accomplish. A (perhaps distributed) server for key man-
agement that is trusted by the mobile devices in the ad hoc network can fall
under the control of a malicious party.
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QoS
Just as in the case of conventional networks, users of ad hoc networks will
expect some level of QoS. Since the topology of an ad hoc network can
constantly change, reserving resources and sustaining a certain level of qual-
ity while network conditions constantly alter is very challenging and not
straightforward. Several approaches exist to provide QoS in ad hoc net-
works. As an example, we can mention the INSIGNIA QoS framework [5],
which is designed to support adaptive services. An adaptive service requires
a minimum amount of bandwidth and is able to enhance the quality of the
service when more resources become available. A clean separation is made
between the routing protocol functionality and the QoS functionality,
allowing several ad hoc routing protocols to be supported. The resource res-
ervation signaling is performed in-band, which means that control informa-
tion is carried along with the data packets allowing fast response to network
changes.

Automatic Discovery of Available Services
In the example discussed above, where people can use a local device like a
printer, the support for seamless networking is not sufficient. In that case,
automatic discovery of available services is necessary as well. It would not be
practical if each time a new service became available, an ad hoc networking
device had to be configured to be able to use the new service. Therefore, a
mechanism that allows discovery and use without any configuration should
be used.

Billing System
In an ad hoc network, resources belonging to various users are necessary to
support the ad hoc network functionality. Available bandwidth, battery
power, and computing power of other users are consumed, and as a conse-
quence, a billing system should be developed to pay or compensate for con-
sumed resources.

7.1.2 IPv6

Throughout this chapter, knowledge of some specific features of IPv6 [2] is
assumed. In order to understand this chapter, relevant features are briefly
described in the following sections.

7.1.2.1 IPv6 Addressing Architecture

The most well-known feature of IPv6 is the use of 128-bit addresses instead
of the 32-bit addresses of IPv4. The huge amount of possible addresses does
not only allow many more devices to be connected to the network, but it
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also makes it possible for an interface to have more than one address, each
within its own scope. The defined scopes are as follows:

• Link-local address: to be used for addressing on a single link;

• Site-local address: to be used for addressing inside a site;

• Aggregatable global unicast address: an address with global scope, which is
comparable to an IPv4 unicast address.

Three different address types are defined:

1. Unicast address: identifies one single interface.

2. Anycast address: identifies a set of interfaces. When a packet is sent
to an anycast address, it is delivered to one of the interfaces in the
set.

3. Multicast address: identifies a set of interfaces. When a packet is sent to
a multicast address, it is delivered to all the interfaces in the set.

Each interface is required to have at least one link-local unicast address
and may be assigned multiple IPv6 addresses of any type or of any scope.
The specific type and scope of an IPv6 address is indicated by the leading bits
in the address, which is called the format prefix (FP). Several predefined mul-
ticast addresses exist, like, for example, the all-nodes multicast address or the
all-routers multicast address with link-local scope. Figure 7.2 shows the
IPv6 addressing architecture.

7.1.2.2 Router Advertisements and Solicitations

By sending router advertisements, routers advertise their presence on a
link together with various link and configuration parameters, like address
prefixes that can be used for stateless address autoconfiguration (see next
section). These router advertisements are sent to the all-nodes multi-
cast address, or they are sent to a specific node that has asked for a router
advertisement by sending a router solicitation to the all-routers multicast
address.

7.1.2.3 Stateless Address Autoconfiguration

Stateless address autoconfiguration is a mechanism by which a device is able
to obtain addresses for its network interfaces automatically. To be able to
perform stateless address autoconfiguration for an interface, an interface is
required to have an interface identifier. Typically, a EUI-64–based interface
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identifier1, which is a unique 64-bit identifier, will be used. By placing its
interface identifier into the right-most bits of the link-local unicast address
prefix (which is FE80::2), a link-local address is formed. To ensure that the
generated address is not already in use by another interface, a duplicate
address detection mechanism exists. If this duplicate address detection
mechanism indicates that the constructed link-local address is unique, site-
local and global unicast addresses for an interface can be automatically con-
structed by appending the interface identifier to the prefixes that are adver-
tised in router advertisements. If duplicate address detection fails, manual
configuration of the specific interface is necessary.
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Figure 7.2
IPv6 addressing archi-
tecture. IID: interface
identifier; LLA:
link-local address;
SLA: site-local ad-
dress; GUA: aggre-
gatable global unicast
address. A host can
form its link-local ad-
dress by placing its in-
terface identifier into
the right-most bits of
the link-local unicast
address prefix
(FE80::). Site-local
and aggregatable
global unicast
addresses can be
formed by placing its
interface identifier into
the advertised site-local
and global unicast
addresses.

1 An EUI-64 identifier is a 64-bit extended unique Identifier. A 48-bit MAC address cccccceeeeee16 , for exam-
ple, can be transformed to an EUI-64 identifier by putting FFFE16 in the middle of the MAC address, forming
the EUI-64 identifier ccccccFFFEeeeeee16. The letters “c” and “e” represent hexadecimal digits.

2 FE80:: means FE80:0:0:0:0:0:0:0.



7.1.2.4 Routing Header Option

This IPv6 header option is very similar to the IPv4 loose source and record
route option and is used to indicate one or more intermediate nodes that
must be “visited” by a packet along the way to its destination.

7.2 Mobility of Ad Hoc Devices

Mobility of ad hoc devices should be viewed at different levels of granular-
ity. In this chapter we will distinguish three levels (see Figure 7.3):

1. Macro-mobility: With macro-mobility, we mean the mobility through
a global network. While moving around in such a network, it should
be possible that existing communications are not broken.

2. Micro-mobility: This is the mobility of a device in one single adminis-
trative domain of the global network. For most access networks, like
cellular networks, this is the lowest level of mobility. In the case of ad
hoc networks, however, a lower level of mobility exists: ad hoc mo-
bility.

3. Ad hoc mobility: As mentioned in Section 7.1.1, mobility within an ad
hoc network itself must be handled as well—the mobility of the de-
vices constantly causes changes in the network topology. Because
only direct peer-to-peer communication is possible, special routing
protocols that can deal with these dynamics must be used. In the
IETF Mobile Ad Hoc Networking Group (MANET) [6], several ad
hoc routing protocols have been proposed.

Supporting macro-mobility for ad hoc devices is very straightforward:
Mobile IP [3], which is described in Section 7.4, can be used to support this
global mobility.

Supporting micro-mobility for mobile ad hoc devices, however, is less
obvious. Existing solutions offering micro-mobility suppose that the mobile
device is directly connected to an access router. Because of the multihop
characteristics of ad hoc networks, this is generally not the case. Moreover,
the boundaries of an ad hoc network do not necessarily coincide with the
boundaries of administrative domains. This means that access routers of
several different domains can be connected to one and the same ad hoc
network.

If an ad hoc network is not connected to the global Internet, no special
problems of addressing should occur. Using an existing ad hoc routing pro-
tocol should suffice to handle communications between the terminals in the
network. Routing in general ad hoc networks, however, should not be a
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variant of aggregated routing because an ad hoc network cannot be sub-
divided into subnets due to the mobility of the terminals.

In the next three sections, ad hoc mobility, macro-mobility, and
micro-mobility solutions will be described.

7.3 Ad Hoc Mobility

In an ad hoc network it is very important to use a routing protocol that can
rapidly adjust and adapt to topology changes without imposing high
demands on the available resources of the network. Wireless links are, in
comparison with wired links, limited in terms of bandwidth, and the mobile
devices themselves very often have limited capacities (battery power, avail-
able memory, and computing power). These two factors, namely dynamic
topology changes and limited resources, put heavy demands on the routing
protocol. In the MANET group [6], several routing protocols have been
developed or are under development, but the routing protocol to handle all
situations has not yet been found. Many routing protocols perform very
well under certain conditions but perform much worse in other situations.
The developed ad hoc routing protocols can be roughly subdivided into five
categories [1]:
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Figure 7.3
Different levels of
mobility for ad hoc
terminals.
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1. Flooding;

2. Proactive routing protocols;

3. Reactive routing protocols;

4. Hybrid routing protocols;

5. Protocols using knowledge of the physical position of the devices
that make up the ad hoc network.

The following sections briefly describe the properties of these five
categories.

7.3.1 Flooding

Flooding is the simplest routing solution, being a brute-force routing strat-
egy, not making use of any network topology knowledge. If a device A has a
packet to send to device B, device A will simply broadcast the packet. Every
device that is not device B will receive this packet and will broadcast the
packet again so that its neighbors receive the packet too. If device B, possi-
bly through several hops, is reachable from device A, it will eventually
receive the packet, and if not, the whole network was loaded with a flood of
useless packets. Flooding has the disadvantage that many devices receive and
transmit a packet when it is not really necessary; thus, it consumes a large
part of the limited available resources. The advantage of flooding is that it is
very straightforward to implement and it hardly requires any computing
power of the ad hoc devices.

7.3.2 Proactive Routing Protocols

In proactive routing protocols (also called table-driven protocols), all network
nodes know the topology of the network. To realize this, adjusted versions
of the classical distance vector and link state algorithms are used. Nodes will
have to send control packets to their neighbors on a regular basis to inform
their neighbors about possible topology changes. The rather large amount
of bandwidth consumed by these control packets is not the only disadvan-
tage. Also, every device in the network is obliged to have knowledge of the
complete network topology. As the number of devices in the network
increases, more memory is necessary and more control packets will have to
be exchanged between the different devices. These protocols have the
advantage that they are able to find a new route in the network rather
quickly. Destination-sequenced distance-vector (DSDV) routing is an example of
a proactive routing protocol for ad hoc networks. Also, Hiperlan1 uses a
proactive protocol to support ad hoc networks.
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7.3.3 Reactive Routing Protocols

In reactive routing protocols (also called source-driven protocols), the nodes in
the network only store the routing information that is necessary at the
moment. To discover a new route, these protocols use route detection. This
route detection is mostly carried out by using the query/reply principle: if
device A has packets to send to device B and A knows no route to device B,
then A will try to discover a route to B by flooding a route-request (RREQ)
into the network. How devices react on RREQs and how the route from A
to B is finally determined depends on the routing protocol used. So, reactive
routing protocols use a flooding mechanism to find a route, but the data
packets are transmitted much more efficiently. Thus, with proactive routing
protocols a route to the destination is immediately available, while reactive
routing protocols induce a certain delay for route discovery. Due to the
reactive nature of the routing protocol, an additional delay must be
accounted for when a new path must be discovered. So, if the devices are
very mobile, the control overhead of RREQs can be as high as in the case of
a proactive routing protocol. They have the advantage, however, that only
those routes that are currently necessary are kept in memory, implying that
the mobility of nodes that are not actively participating in the ad hoc net-
work have no influence on the network. With a proactive routing protocol,
the complete network condition must be kept accurate among the network
devices. Examples of reactive routing protocols are ad hoc on-demand distance
vector (AODV) routing, dynamic source routing (DSR), and associativity-based
routing (ABR).

7.3.4 Hybrid Routing Protocols

Proactive protocols are best in networks where the devices are close to each
other and where only a few hops are necessary to connect two different
devices. In larger networks with a larger hop-diameter, it may be better to
use a reactive routing protocol. To make use of the benefits of both types of
protocols, in the manner for which they are best suited, hybrid routing pro-
tocols were developed. These routing protocols have properties of both
types of protocols. A hybrid routing protocol can, for example, proactively
determine routes to devices that are close by and reactively compute routes
to devices that are further away. In that case, each node only knows the
details of the network topology in its neighborhood. Another example of a
hybrid routing protocol is to form a hierarchical structure so that the flood-
ing of data and control packets does not have to be accomplished by all the
devices in the network but only by a set of devices selected for that purpose.
This hierarchical structure, of course, must be formed and updated auto-
matically and dynamically as the network topology changes.
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7.3.5 Protocols That Make Use of the Known Physical Location

Protocols exist that make use of the known physical location of a device,
meaning that these protocols must use a system that allows it to determine
the exact locations [e.g., Global Positioning System (GPS)]. In that case,
broadcasting of RREQs can be accomplished more efficiently and directed
because the position of the device that must be reached is known. Flooding
data packets towards the correct location of the destination of a packet is
possible too.

Table 7.1 shows the most important ad hoc routing protocols. For most
protocols, more information can be found in [6].

7.4 Macro-Mobility: Mobile IP

Mobile IP [3] is the current standard for supporting macro-mobility in IP
networks. In IPv4, Mobile IP is specified apart from the IP specification, but
in IPv6 it is an integral part of the IP-protocol specification. Its main charac-
teristics will now be described.

Every mobile device that one wants to use for global communications is
supposed to have a home domain, in which the device should have a unique
global aggregatable unicast address (this is called the home address of the
device). Via this home address, other devices (which can be mobile devices
too) in the Internet can communicate with the mobile terminal. If this
mobile device is in another domain than its home domain (this is called a
foreign domain), this home address cannot be used because the classless
interdomain routing of packets is based on aggregatable subnet prefixes.
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Table 7.1 Classification of Ad Hoc Routing Protocols

Proactive protocols Reactive protocols Hybrid protocols
Using physical
position

Destination-sequenced
distance-vector routing
(DSDV) [1, 7]

Dynamic source routing
(DSR) [1, 6]

Relative distance
micro-discovery routing
(RDMAR) [9]

Location-aided routing
(LAR) [12]

Wireless routing protocol
(WRP) [8]

Ad hoc on-demand dis-
tance vector routing
(AODV) [1, 6]

Core-extraction distrib-
uted routing algorithm
(CEDAR) [10]

Zone-based hierarchical
link state routing (ZHLS)
[13]

Optimized link state
routing (OLSR) [6]

Temporally ordered rout-
ing algorithm (TORA)
[1, 6]

Zone routing protocol
(ZRP)
[6, 11]

Topology broadcast based
on reverse-path forwarding
(TBRPF) [6]

Landmark routing
(LANMAR) [6]



Therefore, the mobile device should obtain a care-of address (COA) with a
subnet prefix that is used in this foreign domain. This address can easily be
obtained by using IPv6 stateless address autoconfiguration (see Section 1.2).
In Figure 7.4 mobile device A forms the COA 2000::10 using its interface
identifier 10 and the prefix 2000:: (which is advertised by the router using
router advertisements) of the foreign domain. Stateful address autoconfigu-
ration (by using DHCP3) can be used as well. After obtaining this CAO, it
should be “bound” to the home address of the mobile device. The mobile
device accomplishes this by registering its care-of address with a router on its
home link (which is the link it is attached to in its home domain), which is
called the home agent of the mobile device. The COA is registered with the
home agent by sending a packet to the home agent containing a Binding
Update destination option. Although it is possible that the mobile device has
more than one COA in the foreign domain (a router can advertise several
prefixes that can be used on a link), only one of them can be bound to its
home address. The home agent will encapsulate arriving packets that have as
a destination the home address of the mobile device and send them to the
mobile node’s registered COA [see Figure 7.4(a)]. A Binding Update destina-
tion option, however, can also be used to register the COA with each
device the mobile device communicates with and allows route optimiza-
tion: By knowing the COA of the mobile device, other devices can send
packets directly to the care-of address and not to the home address of the
mobile device, avoiding triangular routing [see Figure 7.4(b)].
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Figure 7.4 Mobile IP operation: (a) without route optimization (triangular routing); and (b) with route optimization.
IID: interface identifier; HA: home address.

3 Dynamic Host Configuration Protocol (DHCP) is a protocol that provides dynamic configuration of Internet
hosts. It allows for the dynamic assigning of IP-addresses to hosts in a network.



If a mobile device moves from one foreign domain to another, it will
notify its home agent by sending a new Binding Update message. A mobile
device can also send a Binding Update address to a home agent in the domain
it has just left, which allows tunneling to the new COA of packets that have
the old COA as a destination.

7.5 Micro-Mobility

Mobile wireless devices can connect with the global Internet through access
routers (ARs). Using Mobile IP to support each change of AR would result
in high overhead due to the frequent notifications to the home agent and
high latency and disruption during handoff. Therefore, several mechanisms
to support mobility in one administrative domain, like Cellular IP [4],
HAWAII [14] and EMA [15], are proposed in which a visiting mobile
device can use the same COA in the whole domain. All these mechanisms
assume that a mobile device is connected directly with an AR. Of course,
this assumption cannot hold if ad hoc networks are involved. A solution for
ad hoc networks is presented in Section 7.6. In the following section, a brief
description of Cellular IP is given to indicate how micro-mobility can be
handled.

7.5.1 Cellular IP

As the name suggests, Cellular IP inherits cellular principles for mobility
management such as passive connectivity, paging, and fast handoff control,
but it implements them around the IP paradigm. A very important concept
in the design of Cellular IP is its simplicity.

A Cellular IP network consists of ARs interconnected by wired links.
Besides ARs, this wired network can contain nodes that have no radio inter-
face but that merely serve as traffic concentrators or support mobility man-
agement functions (like node E in Figure 7.5). A Cellular IP network is
connected to the Internet by a gateway router. All packets coming from
mobile terminals will be routed from the AR they are connected to towards
this gateway router, no matter the destination of the packet.

To make sure that all the nodes in the Cellular IP network have a cor-
rect routing entry towards the gateway router, this gateway router will peri-
odically broadcast a beacon packet that is flooded through the Cellular IP
network. The nodes in the network will record the neighbor they last
received this beacon from and use it to route packets towards the gateway
router.
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In order to be able to send packets towards a mobile device, the nodes in
the network will use two different caches: a routing cache and a paging
cache.

Routing caches are used to route packets towards a mobile terminal.
Entries in the routing cache are timed out after a system-specific time value.
When a data packet, sent by a mobile terminal, enters a node in the net-
work, the node will put a mapping into its routing cache for the IP address
of the mobile device and the neighbor node from which the packet entered.
The data packet itself will be forwarded to the gateway router, using the
routing entry towards the gateway router. In that way, every node on the
path from the gateway router to the AR will have an entry in its routing
cache for the specific mobile terminal. If a mobile terminal wants the
routing caches to stay valid while it has no packets to send, it can periodi-
cally send special ICMP packets (route-update packets) to the gateway
router.

Paging caches are very similar to routing caches and are used to find an
idle mobile terminal if a packet has to be sent to it and no entry is available in
the routing cache. The time-out interval of paging cache entries is larger
than the routing cache time-out interval. To refresh paging entries, idle
mobile terminals must send paging update packets at regular time intervals
to the gateway router. If a node in the Cellular IP network has no entry in
the routing cache for the mobile terminal it has a packet for and if it has no
paging cache (it is not required that all nodes have a paging cache), then it
will forward the packet towards all its downlink interfaces.
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Figure 7.5
A Cellular IP
network. The entries
in the routing caches
are shown for each
router in the access
network.



7.6 A Mechanism to Provide Global Connectivity for
Ad Hoc Devices

In this section, a mechanism [16] is proposed that can support ubiquitous
global mobility of ad hoc devices in an IPv6 network, using Mobile IP and
one of the existing micro-mobility solutions, like Cellular IP. Hereby, the
ad hoc routing protocol used will have to fulfill a few special conditions. In
the following sections, all aspects of this mechanism are described.

7.6.1 Addressing

Although ad hoc routing is generally carried out at the IP layer, the ad hoc
routing layer is viewed, in our mechanism, as a link-layer mechanism, mak-
ing a complete separation between global Internet routing and ad hoc rout-
ing. Therefore, it is necessary to make a distinction between addressing at
the ad hoc layer and addressing at the global IP-network layer. As with net-
work interfaces in the global IP-network, each ad hoc interface of a mobile
terminal (a terminal can have several interfaces: Bluetooth, IEEE 802.11,
HiperLAN) should have a globally unique address at the ad hoc layer to
uniquely distinguish the different interfaces in an ad hoc network. In order
to obtain such unique identifiers, we suppose that the interface identifiers of
ad hoc interfaces are unique so that the link-local addresses (see Section
7.1.2) that are formed from these interface identifiers are unique addresses as
well. EUI-64-based interface identifiers, for instance, could be used for this
purpose. We propose to use such unique link-local addresses as unique
addresses for ad hoc interfaces so that no duplicate address detection must be
performed at the ad hoc layer. Whenever ad hoc terminals come into reach
of each other, the ad hoc routing protocol used can use the link-local
addresses as unique identifiers for each ad hoc interface in the network.
Note that the ad hoc interface (or interfaces) of an AR should have such a
unique link-local address too and that it is an active part of the ad hoc net-
work. In Figure 7.6, for instance, mobile terminal A forms the link-local
address FE80::15 that can be used inside the ad hoc network.

Using link-local addresses at the ad hoc layer ensures that ad hoc termi-
nals that are only intended to be used for ad hoc networking and not
for global communication are not required to have a globally unicast home
IP address. An ad hoc terminal that one also intends to use for global
communication via the IPv6 network should have a globally unique IPv6
home address as well. Thus, these devices are addressable by two unique
addresses.
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7.6.2 Finding an AR

In wireless access networks where mobile terminals connect directly to an
AR, mobile terminals can easily find out if an AR is in reach to connect to
by sensing a beacon sent out by the AR. If wireless mobile ad hoc access
networks are used, however, it is very possible that an ad hoc terminal can-
not directly connect to an AR. Similar to this scheme, an AR should be able
to send a beacon towards the mobile ad hoc terminals to advertise its pres-
ence. In a multihop ad hoc network, flooding packets through the ad hoc
network can perform this. Because it is possible for ad hoc networks to be
spread out over large areas, such a beacon should just reach those ad hoc ter-
minals that are within a certain hop limit from the AR. Because each addi-
tional hop in a path causes additional delay and higher transmission errors, it
is logical to limit the number of hops that an ad hoc terminal can be away
from an AR. Of course, we assume here that the ad hoc routing protocol
used supports packet flooding and that the hop limit field in the IP header
(similar to the TTL field in IPv4) is decremented every time a flooding
packet is broadcast by intermediate ad hoc terminals. When an ad hoc ter-
minal receives beacon packets from different ARs, it should be able to
detect the closest AR. If the initial value of the hop limit is known in
advance, this should not be a problem. Otherwise, the initial hop limit
should be indicated in a special field in the beacon packet. Mobile ad hoc
terminal A in Figure 7.6, for instance, will choose to connect to AR 2 and
not to AR 3, because AR 2 is the closest AR. By determining the rate by
which these beacon packets are flooded into the network and the initial
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Figure 7.6
Mobile terminal A
wants to connect with
a device B. IID: inter-
face identifier; LLA:
link-local address;
PR: prefix advertised
by AR; HA: home
address.



value of the hop limit field, a trade-off should be made between perform-
ance (flooding packets into an ad hoc network can be very bandwidth con-
suming) and the rate by which ad hoc terminals can discover a better AR
with which to connect.

7.6.3 Obtaining a COA

As mentioned in Section 7.1.2, IPv6 routers send router advertisements to
the all-nodes multicast address on each of its interfaces it wants to be adver-
tised as a router interface. The prefixes (site and global scope) that can be
used by the terminals on the local link can be included as an option. These
prefixes can be used by mobile terminals that want to connect with the
global Internet to form an aggregatable global unicast COA. Because we
assume that the link-local addresses are unique, constructing a unique COA
is performed very easily by appending the interface identifier to one of the
obtained prefixes. Note that these router advertisements should be flooded
in the ad hoc network into the same region the beacon packets are flooded
into the network. Therefore, the ARs will use the router advertisements as
beacon packets. To improve the performance, the size of a router advertise-
ment should be as small as possible. Therefore, each router advertisement
should advertise exactly one address prefix, namely the prefix that can be
used to form a unique global COA that is reachable from outside the visited
domain. Mobile terminal A in Figure 7.6, for instance, forms the
COA 2000::10 because AR 2 advertises the prefix 2000:: in its router
advertisements.

To be able to use the same COA in a complete administrative domain,
all the ARs of one domain should advertise the same prefix. As a conse-
quence, this prefix can also be used by the ad hoc terminals to detect a
domain change. When a domain change is detected, a new COA should be
registered with their Mobile IP home agent.

Some remarks should be made:

• By using router advertisements as beacon packets, the rule that the hop
limit field of a router advertisement should be 255, is violated. IPv6
prohibits the forwarding of packets sent to an address with link-local
scope, but link-local scope is not well defined in ad hoc networks. As
we consider ad hoc devices “on the same link,” this rule is weakened
here to allow an AR to flood router advertisements into an ad hoc
network.

• Only router advertisements are used, no router solicitations. On a nor-
mal IPv6 link, a new node on a link can send a router solicitation to
obtain more quickly the necessary configurations. In our ad hoc layer,
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nodes depend on the rate by which routing advertisements are flooded
into the network.

• Additional configuration data that is necessary for the specific micro-
mobility solution used should be included in additional options in the
router advertisements.

7.6.4 Communicating with an AR

Because global Internet routing and ad hoc routing are completely separated
from each other, a mobile ad hoc device will have to use the link-local
address of the AR to which it is connected in order to send packets to the
Internet. This link-local address is obtained by the router advertisements,
because the ad hoc interface of the AR must use its link-local address as
source address to send packets into the ad hoc network. To send packets that
are destined for the global Internet to its AR, an ad hoc terminal may use
two different mechanisms:

1. Using a routing header destination option: This option is very similar
to the IPv4 loose source routing and record route option. Via this
option, a mobile device can specify the intermediate nodes that must
be visited on the way to a packet’s destination.

2. Encapsulating a global IP packet within an ad hoc routing IP packet,
using the link-local address of the AR as destination.

Both approaches provide a way to tunnel global IP packets through the
ad hoc network towards the AR. Note that an AR does not have to register
a binding between the link-local addresses and the COA of the ad hoc
devices that use the AR to connect to the Internet. The link-local address
and the COA can be obtained from each other by switching between the
domain prefix and the link-local address prefix (FE80::).

7.6.5 Switching Between Ad Hoc and Global Communication

The fact that ad hoc terminals can have two unique addresses can produce a
situation where two ad hoc terminals that are in the same ad hoc network
communicate via the global IP network and not via the local ad hoc net-
work. By using route optimization (see Section 7.4), these terminals can
find out each other’s COA. From the COA, the link-local address can be
easily obtained by replacing the subnet prefix with the link-local address
prefix. A terminal that has this link-local address could be able, with the help
of the ad hoc routing protocol, to find out whether the specific interface is
within its reach directly through the ad hoc network. This depends, how-
ever, on several parameters like the load of the ad hoc network and the
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number of hops that are between the two terminals and between the termi-
nals and their ARs, respectively, whether communication should be per-
formed better directly through the ad hoc network or via the global
network. Because protocols like TCP cannot handle IP address changes (a
communication is identified by the IP addresses and port numbers), mobile
ad hoc terminals could anticipate a possible switch between link-local and
global home addresses by using the global home addresses for a communica-
tion and use the tunneling mechanisms that are described in Section 7.6.4 if
the communication is performed directly through an ad hoc network.

Having the same subnet prefix for their COA does not imply that two
terminals are in the same ad hoc network. Likewise, having different subnet
prefixes for their COA does not imply that two ad hoc terminals do not
belong to the same ad hoc network. The boundaries of administrative
domains and of ad hoc networks do not necessarily coincide.

7.6.6 Example

In this section, the described mechanism will be illustrated by an example
(see Figure 7.6). In this example, a mobile terminal A (with interface identi-
fier 10), which is not in its home domain, will try to make a connection
with another device B (with home address 2300::23) somewhere in the
global Internet. No specific micro-mobility solution or ad hoc routing
protocol is assumed and the used addresses and prefixes serve only as an
example.

Because AR 1 and AR 2 belong to the same administrative domain,
they advertise the same prefix (2000::). AR 3 and AR 4 belong to another
domain, thus they advertise another prefix (2100::). A will receive router
advertisements from the ARs 1, 2, and 3 if we suppose that the hop limit of
the beacon is at least 4 (the ARs are part of the ad hoc network). Because A
will detect that AR 2 is the least hops away, it will decide to use AR 2 to
connect to the Internet. By using the prefix that is advertised in the router
advertisements sent by AR 2, A can form its COA to be used in this domain,
namely 2000::10. A will also register the link-local address of AR 2
(FE80::2), which it can find in the source address field of the router adver-
tisements sent by AR 2. Now A can send the necessary packets to AR 2 that
are required by the used micro-mobility solution to connect with the
domain. Note that a special field in the router advertisements could be used
to indicate which micro-mobility solution should be used. When con-
nected to AR 2, the micro-mobility solution used will make sure that
within the domain, packets for the COA of A are routed correctly towards
AR 2. In order to communicate globally, A will now register its COA to its
home agent, so that the home agent can tunnel packets for the unique home
address of A to its COA (using route optimization can avoid this tunneling).
After these steps, A is ready to send packets to and receive packets from B.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

7.6 A Mechanism to Provide Global Connectivity for Ad Hoc Devices 125



If A has a packet to send to B, it will tunnel the packet through the ad
hoc network to AR 2, using one of the mechanisms described in Section
5.4. To address AR 2 within the ad hoc layer, it uses the link-local address of
AR 2 (FE80::2). When AR 2 receives a tunneled packet from A, it will
route it to the correct destination. When AR 2 receives a packet that has the
COA of A as its destination, it will tunnel it through the ad hoc network
towards its destination. (The link-local address of A can be obtained from its
COA by replacing the domain prefix 2000:: with the link-local prefix
FE80::.)

While communicating with B, A can move and get closer to AR 1. If A
detects, from the router advertisements it receives, that AR 1 has become
the closest AR (in number of hops), it will start the necessary handover pro-
cedure to connect to AR 1, which is prescribed by the micro-mobility solu-
tion used. Because AR 1 is within the same domain as AR 2, the home
agent of A must not be informed of the hand-over. Also, B will not notice
the handover, because the COA of A does not change (if route optimization
is used, B uses the COA of A).

When, while moving around, A detects that AR 3 is the closest AR, it
will connect to AR 3. Depending on the micro-mobility solution that is
used, A will detect the domain change by the advertised prefix in the router
advertisements of AR 3. Because of the domain change, A will have to
change its COA into 2100::10. Then, it will have to connect to AR 3, so
that the new domain is able to route packets towards A. Finally, A will also
have to register its new COA to its home agent and to B, such that it will use
the new COA to send packets to A. It is possible that, during the AR
change, A receives packets through the ad hoc network that have the old
COA of A as destination.

7.6.7 Alternative Global Connectivity Proposal

In [17] a similar proposal has been formulated in which the focus is mainly
on the discovery of Internet-gateways (which we called access routers) in an
ad hoc network while using a reactive ad hoc routing protocol. Two meth-
ods to accomplish this are proposed, namely the extension of the route dis-
covery messaging of a reactive routing protocol and the extension of router
solicitations and advertisements (see Section 7.1.2). As in our mechanism
described in Sections 7.6.1 through 7.6.6, the use of IPv6 and the fact that
devices must have a globally unique address is assumed. A great difference
with our mechanism is the fact that devices must search an Internet-gateway
actively because an Internet-gateway will not announce its presence on its
own initiative. In the following paragraphs, the two different methods are
briefly described.
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7.6.7.1 Changing Route Request of a Reactive Routing Protocol

To support this method of global connectivity, route request and reply mes-
sages of a reactive routing protocol should be modified to carry global prefix
information and the gateway’s IPv6 address. When a device wants to find
an Internet-gateway, it must broadcast (flood) a route request to the
INTERNET_GATEWAYS global multicast address or a global address of
an Internet node. Once an Internet-gateway receives this request, it must
reply with both the global prefix and its Internet-gateway address. As a
requirement, the ad hoc routing protocol used must support some scheme
for route reply to detect whether the route reply carries the Internet-
gateway information and address. This can be done, for instance, via a flag
that indicates whether the reply message includes Internet-gateway
information.

7.6.7.2 Adjusted Router Solicitations and Advertisements

As was mentioned in Section 7.6.2, router advertisements and solicitations
use link-local scope, which is not very well defined in ad hoc networks.
Therefore, router advertisements and solicitations should be adjusted so that
they can be used in ad hoc networks. In contrast to our mechanism, router
solicitations are used here because an Internet-gateway will only send router
advertisements in response to router solicitations that it receives. Thus, an
Internet-gateway will not send periodically unsolicited router
advertisements.

In our mechanism we have chosen to use unsolicited router advertise-
ments in analogy with the beacons that are broadcasted by access points in
single-hop centralized wireless technologies. In these technologies it is also
the base station that notifies its existence by sending out a beacon, allowing
each mobile device to determine the best access point to connect to in func-
tion of the signal quality of the beacons it received. Because we assume that
the topology of an ad hoc network is under continuous change, we think
that it is better to give the access router the responsibility of announcing its
existence (and using the hop-count, announcing its distance to each node)
to the mobile ad hoc devices in its neighborhood, than to allow each node
separately to search periodically for the best access router by flooding router
solicitations in the network.

Like in our mechanism, router solicitations and advertisements are for-
warded by intermediate devices in the ad hoc network, violating the prohi-
bition in IPv6 that they must not be forwarded. Of course, an
Internet-gateway will not forward these router solicitations into the fixed
network.

After one of the above operations, an ad hoc device knows a global pre-
fix and an Internet-gateway address in the ad hoc network. This knowledge
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allows the device to form a global IPv6 COA using its 64-bit interface iden-
tifier, as is done in our mechanism. To send a packet to the global Internet, a
device has to decide between two methods:

1. With IPv6 routing header option: the sender uses the Internet-gateway
address in the destination address of the IPv6 header and the real des-
tination address in the routing header.

2. Without IPv6 routing header option: the sender sends the packet to the
global IPv6 address and relies upon next hop routing in the other
nodes.

Using the first method allows a device to choose between gateways if
more than one is present in the ad hoc network. With the second method, a
device does not need to take care of the explicit route to the Internet-
gateway, allowing each intermediate device to independently decide on
how to best route the packet to the global Internet. In our proposal the
sending device always decides which Internet-gateway is used (using IPv6
routing header or encapsulation; see Section 7.6.4) and likewise the first
method (using IPv6 routing header) is recommended by this alternative
proposal.

In conclusion, although the emphasis is on reactive routing protocols in
the latter approach, both proposals are quite similar. The main difference is
the fact that, here, an ad hoc device must actively search for an Internet-
gateway if it needs one, which is a natural consequence of focusing on reac-
tive routing strategy.

7.7 Summary

In this chapter, we presented mechanisms that can be used to provide global
communication with ad hoc terminals that are connected, through an ad
hoc network, to an access router that is connected to a global IPv6 commu-
nication network. In the proposed approach, existing solutions for handling
macro- and micro-mobility are used, and a general ad hoc routing protocol
that allows the flooding of packets in a limited region of the network is suffi-
cient. The addressing and routing problem that occurs when an ad hoc net-
work is attached to two or more gateways is managed by making a
distinction between the ad hoc network layer and the global IP layer. By
tunneling through the ad hoc layer, mobile terminals can get a virtual direct
link to an access router, which is mostly required by existing micro-mobility
solutions. While communication with ad hoc terminals is possible, the
actual topology of the ad hoc networks is completely invisible for the global
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IP layer and has no effect on addressing and routing within this global IP
layer, allowing free mobility of ad hoc devices and ad hoc networks.
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Chapter 8

Differentiated and Integrated
Services for IP Applications over
UMTS
Gabor Fodor, Birgitta Olin, Fredrik Persson, Christiaan Roobol, and
Brian Wiliams

8.1 Introduction
As the standards for 3G mobile radio systems (within 3GPP/3GPP2) and for
IP quality of service provisioning (within IETF) mature, there is a growing
interest in the introduction of end-to-end QoS in the all-IP architecture.
Indeed, in contrast to the 3GPP standard Release 99, the evolving Release
R00/R01 (also referred to as Release 4/5, R4/R5) architecture includes
the concept of the end-to-end QoS covering the full path between mobile
Internet hosts and/or servers (Figure 8.1). QoS guarantees are generally
considered to be one of the key components (together with wide area
coverage and global roaming) in providing true multimedia mobile services
to users [1]. (See Chapter 4 for a survey and summary of 3G standards
and Chapter 5 for an overview of the evolution towards the all-IP
architecture.)

We notice in Figure 8.1 that the so-called seamless all-IP architecture
has three distinct, equally important facets:

1. New mobile Internet services, including the support for real-time,
quality-assured conversational and streaming services that are made
available through open interfaces to the globally roaming user.

2. The separation of the access part of the network from the core net-
work via the open Iu interface allows independent evolution of the
various access technologies from the development of the core net-
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work. Generally, the architecture employs a number of open inter-
faces along the end-to-end path, including the Uu, Iu, Gn, and Gi
interfaces.

3. Increasing support for employing the IP technology at the transport
layer (L2 transport) of various parts of the network, including the ra-
dio access network (RAN) and the CN ensuring smooth interconnec-
tion with IP-based networks such as the Internet or different
intranets. [For instance, the use of IP as a transport technology for
signaling traffic has led to the development of a new IP transport pro-
tocol called Stream Control Transmission Protocol (SCTP). A short sum-
mary on the application of SCTP in the 3G architecture is provided
in Chapter 5.]

Providing the mobile Internet user with quality guarantees is an espe-
cially challenging task, because the requirements on end-to-end IP transpar-
ency and spectrum efficiency over the wireless link would often suggest
contradictory solutions.

For instance, IP transparency requires the transmission of IP packets
(including the packet header) all the way to the mobile station over the air
interface; while spectrum efficiency minimizes the number of transmitted
redundant bits and header information. Also, true IP transparency and access
technology independence imply that applications requiring a specific level
of service quality do not need to apply a wireless specific signaling and
resource reservation mechanism.

On the other hand, spectrum-efficient resource management of the
wireless link needs to be supported by fine granularity traffic and QoS
parameters that are specified by the application.
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This trade-off is depicted in Figure 8.2, where the IP-over-radio trade-
offs are visualized as a cube in a three-dimensional space that is spanned by
the provided quality, the achieved spectrum efficiency, and the IP flexibility
(i.e., how seamless the IP service to the end user actually is).

We also note that recent advances within the IETF Robust Header Com-
pression (ROHC) and Audio Video Transport (AVT) working groups are pav-
ing the way to successfully address these trade-offs.

From an end-to-end perspective, it is clear that resource management
in the different parts [wireless link, RAN, CN, and external (service) net-
work] of the end-to-end path needs to be coordinated. The end-to-end res-
ervation mechanisms need to allocate radio resources in the access part of
the network and IP resources in the external network (core network) pro-
viding IP services. The appropriate resource management technique in the
different parts of the network takes into account the following aspects:

• The scarcity of the resource to be managed. For instance, radio spec-
trum is generally considered to be a scarce resource requiring a high
target utilization. In contrast, IP transmission resources in a backbone
IP network are often regarded as a less scarce resource, allowing for
some over-dimensioning.

• At what time scale the demand for the resources vary. Clearly, this as-
pect has an impact on whether per-call resource allocation signaling is
beneficial or a quasi-static allocation of resources to semi-permanent
connections is acceptable.

• Cost-complexity trade-off of managing the resources. This aspect de-
termines what kind of scheduling, buffer management, and flow classi-
fication mechanisms are the most appropriate.
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• Scalability and degree of traffic aggregation. These aspects influence
the choice of the granularity of service differentiation (e.g., per-flow,
per-code-point, aggregate, and so forth) and state maintenance in, for
example, IP routers.

• Possibly other aspects, such as policy decisions.

To this end, the standards effort has proposed a layered service architecture
(Figure 8.3), describing the following key elements [1]:

• Mapping of end-to-end service to services provided by the UE,
UTRAN, core network, and external IP networks;

• Traffic classes and associated QoS parameters;

• Location of QoS functions;

• QoS negotiation;

• Multiplexing of flows onto network resources;

• An end-to-end data delivery model.

Thus, the end-to-end resource management for QoS provisioning uses
different means in the different segments:
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1. Within the UTRAN and CN, UMTS QoS control mechanisms
support per-flow resource allocation and control employing the
UMTS PDP context concept.

2. Beyond the UMTS gateway node in the external IP network, it is
expected that the evolving IETF standards provide sufficient QoS
control and traffic engineering for various services; for example, dif-
ferentiated services, integrated services, MPLS, and other evolving
mechanisms including service level agreements (SLAs) and SLS.

3. In the remote access network, access-specific optimized resource
control ensures the required level of quality.

It is important to emphasize that in an all-IP scenario, the user-
perceived end-to-end QoS must necessarily be defined at the IP layer, since
it is this layer that is the common denominator, which provides end-to-end
connectivity to user applications.

In this chapter we will consider some of the key challenges that need to
be solved before the wireless/mobile Internet and the all-IP architecture can
happen in an economically viable manner. It is important to realize that
because of the expected rich variety of 3G terminals and QoS mechanisms,
it is anticipated that there will be different end-to-end scenarios and associ-
ated QoS management mechanisms. The scenarios may differ in terms of
the capabilities of the wireless terminal, the applied QoS signaling at the IP
level and how efficiently resources are managed over the wireless access net-
work. For instance, a 3G terminal that allows applications to specify their
wireless QoS parameters may allocate wireless resources in a more
spectrum-efficient way than a personal computer equipped with a wireless
PCMCIA card providing full IP transparency to applications. We argue that
in some cases further work within 3GPP and IETF is needed to address
these issues, and we will specifically point out one such issue regarding the
use of integrated services in the 3G environment.

We will start off by conducting a short a survey of end-to-end wireless
IP scenarios that appear reasonable regarding the current IP and wireless
standardization trends. We address some of the control and user plane issues
that need to be understood in the context of QoS provisioning in each of
these scenarios. Next, we take a closer look at providing the IETF standard-
ized integrated services and discuss major problems and some ideas to pro-
vide solutions to these problems. We conclude that the convergence of the
IP and wireless QoS mechanisms is a key enabler of the future mobile Inter-
net. In particular, additional QoS parameters are necessary at the IP layer
(and in particular in the IETF IntServ model) in order to operate efficiently
and to provide QoS over various wireless accesses.
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8.2 All-IP End-to-End Scenarios

8.2.1 Architectural Aspects

As shown in Figure 8.1 and discussed above, one of the key aspects of the
3GPP all-IP architecture is the separation of the radio access network from
the core network containing a circuit switched (CS) and a packet switched (PS)
domain. This separation and the standardization of the Iu interface supports
the evolution of different access technologies (GPRS/EDGE, GERAN,
UTRAN, and possibly others including WLAN and BRAN) that can use
the same connectivity network to PSTNs and to the Internet.

Apart from the clear separation of the access part and the core network,
there is a clear trend in separating (1) the content and user application layer,
(2) the communication control layer, and (3) the connectivity layer. The
content and application layer includes applications for information-centric
services for which users pay. The communication control layer incorporates
all the functionality needed to provide seamless and high-quality services
across different public and private networks. The connectivity layer is pri-
marily a transport mechanism that is capable of transporting voice, data, and
multimedia information. This horizontally layered architecture that sepa-
rates applications and services from the access and core networks facilitates
the convergence of the mobile Internet and other communications services
at the application level.

From the user’s perspective, the horizontally layered architecture and
the separation of the access network form the core network provides a per-
sonalized service environment, which is independent of the access type.
Decoupling the applications from the underlying infrastructure is also
expected to accelerate the further development of open standards at various
interfaces including the Uu, Iu, and Gn interfaces, and not the least the
application programming interfaces. To this end, it is anticipated that a sub-
set of applications (typically those that are installed on a personal computer
or on a laptop) running over IP will use the IETF standardized integrated
services to specify their quality and resource requirements. In such a sce-
nario, the necessary UMTS resource parameters must be derived from the
traffic and QoS parameters specified at the IP layer. In what follows, we
describe such end-to-end scenarios in details.

8.2.2 All-IP Scenarios

According to [2], the end-to-end QoS functional architecture for R5 con-
sists of different domains, which need to coordinate in order to meet the
end-to-end QoS requirements. An IP bearer service manager (BSM) is used to
control the IP bearer service that is provided to the end user. It is important
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to point out that this IP BSM is unaware of the underlying transport tech-
nologies (IP transport in Figure 8.3) in the RAN and in the CN. It controls
the Layer 3 (Figure 8.3) IP service only irrespective of whether the transport
mechanism in the RAN and in the CN is ATM or IP. The IP BSM uses
standard IP mechanisms (such as differentiated or integrated services) and
thus facilitates an IP-based interface for the application programs (possibly
via an operating system) for QoS control (Figure 8.4). The IP BSM exists
both in the UE and in the GGSN. A mapping function provides the inter-
working between the mechanisms and parameters used within the UMTS
and the external IP bearer service and interact with the IP BSM. The IP
BSM in the UE and in the GGSN provide a set of capabilities for the IP
bearer, as shown in Table 8.1.

3GPP analyzed six scenarios, depending on:

• Capability (RSVP/IntServ, DiffServ, PDP Context usage) in each de-
vice (UE, GGSN, external IP network);

• Location of the IP bearer service manager (UE, GGSN).
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Figure 8.4
End-to-end protocol
stack.

Table 8.1 IP Bearer Service Manager Capability in the UE and the GGSN

Capability UE GGSN

DiffServ edge function Optional Required

RSVP/IntServ Optional Optional

IP policy enforcement point Optional Required



The summary of these scenarios is provided in Figure 8.5.

8.2.3 All-IP Scenario Using Differentiated Services

The UE performs an IP base station (BS) function, which enables end-to-end
QoS without IP layer signaling towards the IP BS function in the GGSN, or
the remote terminal. The scenario assumes that the UE and GGSN support
DiffServ edge functions, and that the backbone IP network is DiffServ
enabled (Figure 8.6).
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Figure 8.5
Summary of the
3GPP end-to-end
all-IP conceptual
models (scenarios).

Figure 8.6
The end-to-end all-IP
scenario using Diff-
Serv in the UE.



The application layer (e.g., SIP/SDP) between the end hosts identifies
the QoS needs. The QoS requirements from the application layer are
mapped down to the IP layer. In the downlink direction, the IP layer service
requirements are further mapped down to the PDP Context parameters in
the UE. In this scenario, the control of the QoS over the UMTS access net-
work (from the UE to the GGSN) may be performed from the terminal
using the PDP Context signaling. Alternatively, subscription data accessed
by the SGSN may override the QoS requested via signaling from the UE. In
this scenario, the terminal supports DiffServ to control the IP QoS through
the backbone IP network. The IP QoS for the downlink direction is con-
trolled by the remote terminal up to the GGSN. The PDP Context controls
the QoS between the GGSN and the UE. The UE may apply DiffServ edge
functions to provide the DiffServ receiver control. Otherwise, the DiffServ
marking from the GGSN will determine the IP QoS applicable at the UE.

The end-to-end QoS is provided by a local mechanism in the UE, the
PDP Context over the UMTS access network, DiffServ through the back-
bone IP network, and DiffServ in the remote access network in the scenario
shown in Figure 8.7. The UE provides control of the DiffServ, and there-
fore determines the appropriate interworking between the PDP Context
and DiffServ. The GGSN DiffServ edge function may overwrite the DSCP
received from the UE, possibly using information regarding the PDP Con-
text that is signaled between the UMTS BS managers and provided through
the translation/mapping function to the IP BS manager. Note that DiffServ
control at the remote host is shown in this example. Other mechanisms,
however, may be used at the remote end, as demonstrated in the other
3GPP scenarios [2]. Figure 8.7 provides a summary of the simplified call
flows in the DiffServ scenario. An application of the DiffServ scenario
using selective packet prioritization for voice applications is presented in
Chapter 10.

8.2.4 All-IP Scenario Using Integrated Services

Next, we consider the case where the IP BSM in the UE supports IP level
signaling using RSVP and DS marking. (This is the case in Scenario 3 in
Figure 8.5.) As indicated in Figure 8.8, the UE performs an IP BS manage-
ment function, which enables end-to-end QoS using IP layer signaling
towards the remote host. Observe however, that there is no IP layer signal-
ing between the IP BSM in the UE and the GGSN: RSVP is transparent to
the GGSN. The GGSN, however, may make use of information regarding
the PDP Context, which is signaled between the UMTS BS managers and
provided through the translation/mapping function.

This scenario assumes that the UE and GGSN also support DiffServ
edge functions and that the backbone IP network is DiffServ enabled. In
addition, the UE supports RSVP signaling that interworks within the UE to
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control the DiffServ. As an addition, the applications may use a session con-
trol protocol (e.g., SIP/SDP) between the end hosts to identify the QoS
requirements. The QoS requirements from the user are subsequently
mapped down to create an RSVP session. The UE establishes the PDP con-
text suitable for support of the RSVP session.

In this scenario, the control of the QoS over the UMTS (from the UE
to the GGSN) may be performed from the terminal using the PDP Context

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

142 DIFFERENTIATED AND INTEGRATED SERVICES FOR IP APPLICATIONS OVER UMTS

Figure 8.7
Simplified call flows
for the DiffServ
scenario.

Figure 8.8
The end-to-end
all-IP scenario using
RSVP/IntServ in
the UE.



signaling. Alternatively, subscription data accessed by the SGSN may over-
ride the QoS requested via signaling from the UE.

In this scenario, the terminal supports signaling via the RSVP protocol
to control the QoS at the local and remote accesses, and DiffServ to control
the IP QoS through the backbone IP network. The RSVP signaling proto-
col may be used for different services. It is expected that only RSVP using
the IntServ semantics would be supported, although in the future, new serv-
ice definitions and semantics may be introduced. The entities that are sup-
porting the RSVP signaling should act according to the IETF specifications
for IntServ and IntServ/DiffServ interwork. The QoS for the wireless access
is provided by the PDP Context. The UE may control the wireless QoS
through signaling for the PDP context. The characteristics for the PDP con-
text may be derived from the RSVP signaling information, or may use other
information.

QoS for the IP layer is performed at two levels. The end-to-end QoS is
controlled by the RSVP signaling. Although RSVP signaling can be used
end-to-end in the QoS model, it is not necessarily supported by all interme-
diate nodes. Instead, DiffServ is used to provide the QoS throughout the
backbone IP network.

At the UE, the data is also classified for DiffServ. Intermediate QoS
domains may apply QoS mechanisms according to either the RSVP signal-
ing information or DiffServ mechanisms. In this scenario, the UE provides
interworking between the RSVP and DiffServ domains. The GGSN may
override the DiffServ setting from the UE. This GGSN may use informa-
tion regarding the PDP Context in order to select the appropriate DiffServ
setting to apply, as shown in Figures 8.8 and 8.9.

The end-to-end QoS is provided by a local mechanism in the UE, the
PDP Context over the UMTS access network, DiffServ through the back-
bone IP network, and DiffServ (or RSVP) in the remote access network in
the scenario shown in Figure 8.8. The RSVP signaling may control the QoS
at both the local and remote accesses. This function may be used to deter-
mine the characteristics for the PDP Context, so the UE may perform the
interwork between the RSVP signaling and PDP Context. The UE pro-
vides control of the DiffServ (although this may be overwritten by the
GGSN) and, in effect, determines the appropriate interworking between
the PDP context and DiffServ. Figure 8.9 provides a summary of the simpli-
fied call flow in the IntServ scenario.

8.2.5 Using RSVP to Control the PDP Context

An alternative use case of using RSVP and IntServ to control the PDP Con-
text is when the MT acts as an RSVP proxy that terminates the IP level sig-
naling. In this scenario, the IntServ parameters provide input to the
translation function in the UE, but RSVP is not used outside of the UE.
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8.3 UMTS Service Classes and Parameters

8.3.1 Mapping the End-to-End Service to Local Bearer Services

Given the heterogeneity of access networks, and that the end-to-end con-
nection typically traverses multiple access networks, it is clear that the end-
to-end service typically maps to a concatenation of bearer services along the
end-to-end path. A bearer service describes how a given network provides
QoS, and is defined by the actual signaling protocol, user plane transport,
and QoS management functions [1].

The current 3GPP architecture decomposes the end-to-end service
into three main parts: the bearer service within the UE (TE-MT), the
UMTS bearer service, and the external local bearer service. The TE-MT
bearer service enables communication between the different components of
the user equipment, namely the TE (which may be, for instance, a laptop
computer), and the MT, which is responsible for the connection to the
UTRAN and which could be, for instance, a PCMCIA card. The UMTS
bearer service provides connectivity for the UE to the gateway (GGSN)
node. The external local bearer service connects the UMTS core network
and the destination (IP) node located in an external network, such as the
Internet or an intranet.

To support different service qualities, four different UMTS bearer serv-
ices have been defined. These bearer services are the conversational, stream-
ing, interactive, and background classes, each one having a set of traffic and
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Figure 8.9
Simplified call flows
for the RSVP/IntServ
scenario.

TE
AM
FL
Y

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Team-Fly® 



QoS attributes that facilitate the mapping of the end-to-end service to the
appropriate UMTS bearer service.

8.3.2 UMTS Traffic Descriptors

So far, the 3GPP defined traffic descriptors areas follows:

• The traffic class roughly defines the type of application that the radio
bearer is optimized for. It also defines the set of attributes that are de-
fined and applicable for that specific traffic class. This class parameter
can, for example, be used for admission control (e.g., real-time traffic
versus best-effort traffic). By including the traffic class itself as an attrib-
ute, UMTS can make assumptions about the traffic source and opti-
mize the transport for that traffic type.

• Maximum (peak) bit rate is defined as the maximum number of bits
delivered by UMTS between its endpoints (i.e., the RAN GW or the
mobile terminal) within a period of time, divided by the duration of
the period. Its purposes are (1) to limit the offered bit rate from appli-
cations or external networks and (2) to allow the maximum desired
user bit rate to be explicitly defined.

• Guaranteed (mean) bit rate is defined as the guaranteed number of bits
delivered by UMTS at an end point of the network (i.e., the RAN
GW or the mobile terminal) within a period of time (provided that
there is data to deliver), divided by the duration of the period. Guaran-
teed bit rate may be used to facilitate resource-based admission control
within UMTS. It defines a “level of commitment” for the operator in
the sense that the QoS guarantees are provided for this average user
data rate.

• Maximum SDU size gives the maximum radio service data unit size.
The maximum SDU size can be used for resource allocation and
policing.

• SDU format information gives a list of the possible exact sizes of
SDUs. In some cases, including the case when retransmission is not
used, spectral efficiency and delay can be optimized, if the exact sizes
of the radio SDUs are known. Also, mechanisms like unequal error
protection/unequal error detection require that the internal payload
format be known. The bearer can thus be less resource consuming, if
the application can specify the payload formats and packet sizes.

• The source statistic descriptor can, by specifying the characteristics of
the source of submitted radio SDUs (e.g., if the application provides
speech traffic or not), improve the efficiency of the admission control
algorithms.
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8.3.3 UMTS QoS Attributes

There are also six attributes that describe the expected UMTS QoS:

1. The transfer delay indicates the ninety-fifth percentile of the distri-
bution of the delay for all delivered radio SDUs during the lifetime of
a radio bearer. The delay for a radio SDU is defined as the time from
a request to transfer of a radio SDU at one endpoint to its delivery at
the other end, including retransmission delay(s). It is used to specify
the delay tolerated by the application, which allows UTRAN to set
so-called transport formats and retransmission parameters.

2. Delivery order indicates whether the UMTS bearer shall provide
in-sequence radio SDU delivery or not. Whether out-of-sequence
radio SDUs are dropped or reordered depends on, for example, the
specified SDU error ratio and residual bit error ratio (see below). By
not having to provide in-sequence delivery, the required buffer sizes
can be minimized.

3. Delivery of erroneous SDUs is used to determine whether error de-
tection is needed or not, and it indicates whether radio SDUs de-
tected as erroneous shall be delivered or discarded.

4. SDU error ratio indicates the fraction of radio SDUs lost or detected
as erroneous. SDU error ratio is defined only for conformable traffic
(i.e., traffic that keeps the agreed bit rate and maximum SDU size). It
is only specified if error detection is used (see above).

5. Residual bit error ratio indicates the undetected bit error ratio in the
delivered radio SDUs. If no error detection is requested, residual bit
error ratio indicates the total bit error ratio in the delivered radio
SDUs.

6. Traffic handling priority gives an internal priority handling for the
interactive class. It specifies the relative importance for handling of all
the radio SDUs belonging to one specific interactive bearer com-
pared to the radio SDUs of other interactive bearers.

The attributes per traffic class are summarized in Table 8.2.

8.3.4 Conclusion

Since the UMTS resource allocation algorithms need information about
both the offered traffic and the required QoS, a number of traffic and QoS
parameters are associated with the UMTS bearer services. It is anticipated
that many of these parameters may be useful for other wireless technologies
that provide quality guarantees for various applications. Indeed, both the
maximum and the mean average of the offered user traffic along with the
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SDU format information and the description of the required quality (in
terms of transfer delay, SDU error ratio, and residual bit error ratio) appear
to be quite general parameters from the IP layer’s point of view. We will
refer to this observation in Section 8.5 where we discuss the proposed new
parameters for the controlled load integrated service.

8.4 Suitability of Existing Integrated Services over RANs
Integrated services enhance the single best-effort service class model by
introducing multiple service classes, including QoS classes [3]. IntServ
allows the network nodes to perform explicit resource management at the
IP level by allowing applications to characterize their resource require-
ments. IntServ is typically used together with RSVP signaling to allow the
network to exercise admission control and traffic control and thereby ensure
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Table 8.2 UMTS Traffic Classes and Their Attributes

Traffic class Conversational Streaming Interactive Background

Fundamental
characteristics

Preserve time
relation between
information entities
of the stream

Preserve time
relation between
information entities
of the stream

Request-response
pattern; preserve
payload content

Destination does
not expect the data
within a certain
time

Example of the
application

Voice Streaming video Web browsing Background download
of e-mail

Maximum bit rate X X X X

Guaranteed bit rate X X

Maximum SDU size X X X X

SDU format
information

X X

Source statistics
descriptor

X X

Transfer delay X X

Delivery order X X X X

Delivery of
erroneous SDUs

X X X X

SDU error ratio X X X X

Residual bit error
ratio

X X X X

Traffic handling
priority

X



end-to-end QoS provisioning and efficient resource utilization. In the sce-
nario of Figure 8.4, RSVP and IntServ are also used to establish and to char-
acterize a radio bearer service. In this section we investigate the suitability of
the IntServ QoS classes when operating over a (L2) RAN.

8.4.1 GQoS

The GQoS integrated service is defined to provide a service of guaranteed
bandwidth with a bounded queuing delay [4]. The end-to-end behavior
provided by a series of network elements provides an assured level of band-
width that, when used by a policed flow, produces a delay-bounded service
with no queuing loss for all conforming packets (assuming no failure of net-
work components or changes in routing during the life of the flow). In
wireless networks, the requirement to provision a fixed bandwidth is unre-
alistic. The performance of the radio channel may be influenced by many
different factors including path loss, fading, and interference. These are most
likely to change when the user is moving, but possibly also when the user is
stationary. Any of these effects may reduce the capacity of the wireless net-
work available to the user. Under these conditions, it is not possible to guar-
antee that a specific constant bandwidth can be maintained. GQoS permits
the user to increase the bandwidth of the service to control the queuing
delay, which is normally the only means to affect the end-to-end delay. For
public wireless networks, it is important to be able to provide service to as
many customers as possible. Therefore, operators will not allocate more
resources than required for the traffic flow. Furthermore, a wireless network
is one that is in practice too complex for attempting to generate the relevant
characteristics. The minimum delay through the network varies depending
on the exact parameters used. The queuing delay must then cover for the
greatest delay that may be experienced above the minimum delay. (This is
also dependent on the exact parameters of the radio bearer service.) In order
to meet the service requirements, worst-case approximations would need to
be used. For wireless access networks, the values that result would severely
limit the usefulness of the service. Thus, the end-to-end service characteris-
tics are heavily dependent on the exact radio parameters that are used. How-
ever, there is insufficient information in the GQoS service to determine
appropriate settings for the radio parameters. Even if an indication that delay
is important to the application is given, wireless networks require a refined
definition of delay.

8.4.2 Controlled Load

The controlled load (CL) integrated service is defined to provide a service
approximating that of a lightly loaded network [5]. The service should pro-
vide that a very high percentage of transmitted packets will be successfully
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delivered by the network, and the transit delay of most packets will not
greatly exceed the minimum transmit delay of the routing vector. However,
the concept of lightly loaded does not fit into the concepts of the radio net-
work, and does not contain enough information to determine the perform-
ance. In the wireless environment, there are different characteristics that can
be traded off, such as delay, bit error rate, and service cost. Furthermore,
how these characteristics are varied depends both on the requested QoS
parameters and the resource management in the RAN. Hence, although it is
not feasible to appear lightly loaded as in CL, the wireless network can pro-
vide the means to control which characteristics of a wireless network are
most important, and how close this can be approximated. CL, however, as it
is defined today, does not provide the necessary means to manage the
trade-off between these different characteristics.

8.4.3 Null Service

The null service (NS) allows applications to identify themselves to network
QoS policy agents rather than requiring them to specify resource require-
ments [6]. It is important to note that the policy must be identified per user
for each application. In a cellular network, the management of the policies
for a large number of applications and users would be prohibitive. Further-
more, although many parameters for the radio bearer services could be iden-
tified based on the application, there are additional parameters that need
more information about the actual specifics of the application session (for
example, using a different codec may warrant a different bit error rate). Also,
the user should be able to modify the parameters in order to control the net-
work charges dependent on the importance of the specific session. That is
not provided by NS. Therefore, even if some applications may make use of
the NS over wireless accesses, most applications will need control over the
QoS.

8.4.4 Conclusions

In this section we considered the problem of allocating network resources in
a scenario where RSVP hosts access an IP network through a wireless net-
work. This is a meaningful scenario that supports the separation of the appli-
cations from the wireless access technology. In such a scenario the wireless
access network needs to allocate radio resources in order to provide QoS for
the applications. While the specific radio related traffic descriptors and QoS
parameters may vary from technology to technology, there is a number of
traffic and QoS parameters that are needed in a wide range of RANs. We
argued that in order to better support the spectrum-efficient RRM, the
existing IntServ model needs to be extended such that it includes finer
granularity of traffic and QoS parameters.
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The suitability of the existing integrated services can be summarized as
follows:

1. GQoS
• Guaranteed bandwidth is not feasible due to the varying perform-

ance that occurs with wireless transmission.
• Increasing the bandwidth to reduce the queuing delay will not be

acceptable to network operators because of the effect on the
number of served subscribers.

• Providing correct information to cover for worst-case transmis-
sions is complex, and the resulting service would be unsuitable for
applications.

• Sufficient information is not available to allow appropriate setting
of the wireless parameters.

2. CL
• If the wireless network is not lightly loaded, it cannot approximate

a lightly loaded wireless network in all characteristics. More infor-
mation is required to determine which characteristics of a lightly
loaded wireless network are of greatest importance.

• Sufficient information is not available to allow appropriate setting
of the wireless parameters.

3. NS

• Holding policy information for a large number of user and applica-
tions is unrealistic.

• Additional information besides the application/subapplication
would be required for the ideal setting of the wireless parameters.

• The user requires control over the parameters to control network
charges, but it is not supported.

Therefore, we conclude that existing integrated services do not lend
themselves to support spectrum-efficient operation of wireless networks
supporting explicit QoS provisioning.

8.5 Proposed Integrated Services Parameters and Mapping

As discussed above, the radio management functions often require detailed
information about the media stream and its required QoS in order to opti-
mize the QoS performance from the allocated radio resources.
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(See Chapter 12 for a more detailed look at the radio resource manage-
ment aspects in wireless IP networks.) Section 8.3 has examined the wireless
parameters available in UMTS. It is also necessary to consider how informa-
tion can be provided by the application to aid in setting these parameters.
The controlled load service is intended to support a broad class of applica-
tions including adaptive real-time applications. The controlled load service
is intentionally minimal, with no optional functions or capabilities. How-
ever, it is proposed here that the wireless network characteristics and
requirements are sufficiently different from typical wireline interfaces that
additional information is needed. Thus, it is proposed to extend the con-
trolled load service with optional parameter information that will be useful
for wireless networks to enable appropriate settings for the radio bearer
characteristics. It is noted, though, that although this optional information is
proposed for the controlled load service, it may also be applied to other serv-
ices (e.g., GQoS).

The additional parameter information to be included must aid in deter-
mining the appropriate setting of the wireless parameters. Since the applica-
tion may not know when a wireless link is involved in the connection, the
additional information must not depend on the actual interface being used.
Specifically, in the case of UMTS, the existing UMTS QoS handling at the
PDP Context, RLC protocol, and the air interface level must not be
affected by the introduction of these new parameters. Also, it must be
straightforward for the application to determine appropriate values for these
parameters. Determining the additional parameters (“wireless hints”) in
such a way that they can be useful for diverse access networks facilitate the
seamless hand-over between different types of accesses. (Chapter 23 pro-
vides an overview of interworking and handover mechanisms between
WLAN and UMTS networks.)

This section builds on the discussion on the wireless parameters of Sec-
tion 8.3 and proposes a set of information aimed to allow the appropriate
radio parameters to be determined, while being simple for the application to
set correctly (that is to say, selection of the parameter value should be
straightforward for the application).

8.5.1 Media Description Using MIME

Speech applications are typically an important application in cellular net-
works. For instance, the adaptive multirate (AMR) and the wideband AMR
(AMR-WB) codecs have been designed with specific consideration given
to spectrum usage, bit error rates, and performance for wireless. With the
AMR codec, the media stream contains data of different classes with differ-
ent levels of sensitivity to errors (from class A data, which is the most sensi-
tive to bit errors, to class C, which is the least sensitive).
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In order to provide optimal spectrum efficiency and performance, it
may be necessary to provide different service to the different class data (une-
qual error protection, UEP). In such a case it is also important to specify the for-
mat of the media stream and the QoS associated with the different parts of
the stream. For instance, the IETF RFC 3267 [7] proposes a standard real-
time protocol (RTP) payload format to carry AMR and AMR-WB coded
speech samples. We believe that the description of many media types by
means of a few generic parameters is not realistic because of the large
amount of parameters that would be required to characterize the media and
the requested QoS. Also, the IETF RFC 2048 [8] indicates that the majority
of the important real-time applications will have RTP encoding names as
multipurpose Internet mail extensions (MIME) subtypes. Therefore, we
propose the use of the MIME type registration to characterize media streams
for which the CL integrated service is requested. Current ongoing work at
IETF [9] defines the procedure to register RTP payload formats as audio,
video, or other MIME subtype names. Furthermore, [8] registers all the
RTP payload formats defined in the RTP profile for audio and video con-
ferences as MIME subtypes. Some of these may also be used for transfer
modes other than RTP. Using MIME as the media description format has
the following benefits:

1. It provides a detailed description of the MIME registered media
types. Apart from the Registration Template shown in Section 8.2.8
of RFC 2048, the MIME registration procedure allows the specifica-
tion of additional parameters, including:
• Published specification [RFC number];
• Rate parameter: If the payload parameter does not have a fixed

RTP timestamp clock rate, then a rate parameter is required. A
particular payload format may have additional required parameters;

• Optional parameters, like those mentioned in [7] (channel, ptime,
or other payload format–specific optional parameters).

2. It is flexible in the sense that it facilitates the description of the rele-
vant media types that are typically carried over the RTP protocol.
We expect that most real-time applications will use RTP, so the
MIME description is expected to be a useful hint on most of the rele-
vant applications. For example, ongoing work within IETF proposes
MIME type registration and associated RTP payload formats for
AMR and AMR-WB speech encoded signals [7]. Standardizing the
RTP payload formats and registering the media type as MIME types
provides exact information about all possible SDI sizes that the wire-
less network will have to transport. In addition, standard RTP pay-
loads make unequal error detection/protection mechanisms possible.
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3. The MIME type media description is easy to map to fields in the SDP
[10], which is commonly used to describe RTP sessions.

8.5.2 Proposed Additional Parameters for Real-Time Traffic

The following proposed parameters are qualitative hints rather than quanti-
tative parameters.

SDU Format Information
As mentioned above, UEP plays an important role in spectrum-efficient
resource management. UEP implies that different parts of an IP payload are
associated with different error protection mechanisms when transferring
over the air interface. In order to facilitate this mechanism, information
about the payload format is necessary at the radio level. For some (but not
all) MIME registered media types, parts of this piece of information may be
available. In general, however, the specification of the SDU format as a
service parameter allows any application to take advantage of the UEP
mechanism. Furthermore, in some cases, the specification of the MIME
type is not sufficient to perform UEP. The exact format of this parameter is
for further study.

Bit Error Ratio
For real-time applications that use the UDP Lite transport protocol [11], it
can be advantageous to provide rough information (hint) on the required
(tolerated) bit error ratio (BER) over the wireless link. The requested BER
reflects a trade-off between the quality degradation that real-time applica-
tions may suffer from bit errors caused by the wireless link and the wireless
spectrum that the application actually consumes. A qualitative hint on the
required BER may be low BER, medium BER, and high BER, which,
together with the MIME media description, allows the wireless network to
allocate the proper radio resources.

Maximum Transfer Delay (Expected Delay Bound)
The expected delay bound is an important parameter that allows the wireless
network to configure the wireless bearer service. For instance, the appropri-
ate interleaving depth is directly affected by the specified maximum delay
requirement [12]. Also, this parameter is needed to determine the maxi-
mum number of retransmissions (if any) in the wireless link.

Packet Loss Ratio
The packet loss ratio (PLR) affects the subjective quality of many real-time
applications including coded speech and video. On the other hand, the
wireless network uses the target PLR value for admission control and to set
some parameters of the wireless network (e.g., L2 buffer size).
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8.5.3 Proposed Additional Parameters for Non-Real-Time Traffic

Packet Handling Priority
For interactive packet services, the packet handling priority (PHP) parameter
helps the wireless network to provide QoS differentiation, especially in
congestion situations without the need of complex reservation or schedul-
ing mechanisms.

PLR
The PLR parameter can be useful even for nonreal-time applications. For
instance, for TCP applications, limiting packet loss means predictable per-
formance, while for the wireless segment this parameter is used as an input
to admission control. (Chapter 14 provides modeling and performance
aspects of the TCP protocol over the next generation of broadband wireless
access networks.)

8.6 Numerical Examples

In this section we consider some of the available UMTS link level simula-
tion results, which provide quantitative arguments for the proposed IP level
(IntServ) parameters. The simulation program used in the link level per-
formance evaluations was the Communications Simulation and System Analysis
Program (COSSAP) by Synopsys, Inc. The COSSAP simulation program is a
stream-driven simulation program, with support for asynchronous opera-
tion since no timing control between the simulation elements is required.
The simulated channel model is a “Pedestrian A (3 km/h).” In this section
we will consider how the radio frame error rate (FER) depends on the radio
channel quality, which is characterized by its signal-to-interference ratio
(C/I) value.

8.6.1 SDU Format Information to Facilitate UED/UEP

Ordinarily, the bits in a frame from a cellular voice codec are divided into
three classes: 1a, 1b, and 2. Bit-error sensitivity varies between these classes:
class 1a includes the most sensitive bits; class 2 includes the least sensitive
bits.

In a typical third-generation system, the bits in class 1a are covered by a
cyclic redundancy code (CRC) that checks for errors in the frame. Thus, we
say that the voice frame uses an unequal error detection (UED) scheme. If
information on the different classes of bit-error sensitivity cannot be trans-
ferred from the codec to the radio-access network, or if the bits in the voice
frame are not organized into classes, then the UED scheme cannot be used.
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Instead, an equal error detection (EED) scheme—a CRC that covers the entire
voice frame—is introduced. To have the quality in these two cases, each
must receive the same number of frames with a bad CRC.

Where circuit-switched traffic is concerned, only frames with a bad
CRC contribute to the frame error rate. But in the all-IP architecture,
frames with a bad CRC, frames that are lost due to jitter, and fatal errors in
the IP header all contribute to the frame error rate. By fatal errors in the IP
header we mean UDP checksum errors, errors in the link layer, and header
decompression errors.

The calculation of the BER only includes those errors that occur in bits
not protected by the CRC. The residual errors in bits protected by the
CRC must be as close to zero as possible. If any residual bit errors exist in
class 1 bits, the voice decoder may produce noticeable artifacts.

The SDU format information parameter describes the structure of the
voice frame and thereby provides the prerequisite for performing bit-
classification and UEP/UED. Recognizing this, ongoing work at IETF
aims to standardize the RTP payload format for the AMR and AMR-WB
codecs [7].

If UEP is not available (but UED is), the lowest FER requirement of
class 1 and the BER requirement of class 1b constitute the radio channel
requirements. The impact of using UED/UEP on the required C/I is illus-
trated in Figure 8.10. Minimizing the required C/I for a given performance
is important, since the target C/I has direct impact on the spectrum effi-
ciency and the capacity of the system. In this example we considered an
AMR 12.2 codec with maximum and guaranteed bit rate of 13 Kbps, the
maximum transfer delay of 80 ms, and the maximum SDU size of 32 octets.
The number of class 1a, 1b, and 2 bits is [89, 103, 64], and the residual BER
is 10−6, 10−3, 5.10−3, respectively. The required SDU error ratio for class 1a
bits was set to 0.7% and unspecified for class 1b and class 2 bits.

We can observe in Figure 8.11 that for a required FER of around 0.7%,
approximately 20% lower C/I value is sufficient if SDU format information
is available and UEP is exercised.

8.6.2 (Residual) BER

The proposed BER parameter, as a new IP level parameter, specifies the tar-
get residual BER at the radio link level. The target residual bit error ratio, in
turn, determines the appropriate number of CRC bits that ensure the
required FER. It is important to minimize the number of CRC bits, since
longer CRCs than necessary require a higher C/I value.

Indeed, in Figure 8.11 we observe the difference between the required
C/I for a prescribed FER in the cases when the number of CRC bits is 8
and 24.
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8.6.3 Maximum Transfer Delay

To understand the importance of the maximum transfer delay, as a proposed
new IntServ parameter, we need to discuss the services and functions
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Figure 8.10
Voice FER as the
function of the C/I
with/without SDU
format information.

Figure 8.11
Voice FER as the
function of C/I and
the applied CRC
length.



provided by the RLC protocol at the radio layer. The RLC protocol pro-
vides three different types of services to upper layer (in this case IP) PDUs:

1. Transparent data transfer: This service transmits upper layer PDUs
without adding any protocol information, possibly including seg-
mentation/reassembly functionality.

2. Unacknowledged data transfer: This service transmits upper layer PDUs
without guaranteeing delivery to the peer entity. It provides detec-
tion of erroneous data; that is, it delivers only those SDUs to the re-
ceiving upper layer that are free of transmission errors by using the
sequence-number check function. The receiving RLC entity deliv-
ers an SDU to the upper layer as soon as it arrives at the receiver.

3. Acknowledged data transfer: This service transmits upper layer PDUs
and guarantees delivery to the peer entity. If the RLC is unable to
deliver the data correctly, the user of the RLC at the transmitting
side is notified. For this service, both in-sequence and out-of-
sequence delivery is supported. In this service, the error-free delivery
is ensured by means of retransmissions. The receiving RLC entity
delivers only error-free SDUs to the upper layer.

If the application can indicate (even if only qualitatively) its delay
requirement, the radio resource management function can select the appro-
priate transfer mode for the service. This is important because the usage of
the acknowledged mode (and retransmissions) allows the system to use a
lower C/I value for the radio channel.

In Figure 8.12 the RLC PDU error ratio is plotted as the function of the
C/I. If the delay requirement at the IP layer is such that the RLC layer may
use retransmissions, then a relatively high error ratio is acceptable at the
RLC PDU, since the RLC layer will use retransmissions of the PDUs
before delivering them to the IP layer.

To further highlight the importance of the delay parameter, consider
Figure 8.13. If the required maximum delay at the IP layer is low, then a
high C/I value is necessary at the radio layer, whereas less stringent delay
requirements allow lower C/I values and thereby help optimize radio
resource usage.

8.6.4 PLR

The PLR parameter at the IP layer helps the radio layer to determine the
appropriate target RLC PDU error ratio. For instance, we note in Figure
8.12 that a target PDU error ratio of 1% would require approximately two
times as large a C/I value than a target PDU error ratio of around 8%.
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Figure 8.13
Required maximum
SDU delay as the
function of the C/I
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8.7 Conclusions
In this chapter we focused on the QoS aspects of the evolving all-IP archi-
tecture of third-generation mobile systems. As the Internet evolves from
a single class (best-effort) network towards a multiservice network
(where some classes provide QoS guarantees), third-generation systems are
expected to provide access to various Internet-based services with a rela-
tively high QoS granularity.

Also, in the all-IP architecture, mobile users could ideally get access to
the Internet via various access networks through open interfaces. On the
other hand, since wireless resources are generally much more scarce than IP
resources, there is a need to maintain spectrum efficiency in the RANs.
Therefore, in this chapter we have argued and showed through simple
numerical examples that wireless QoS support in the form of a few “wireless
hint” parameters at the IP layer can significantly decrease the required signal
power that is necessary to maintain IP level (and end-to-end) QoS and
thereby help to increase spectrum efficiency.

The design of the core network is a major challenge, since in all-IP net-
works various service classes—some with strict QoS guarantees—are pres-
ent. Therefore, new IP design methodologies will play an important role in
the core design. We believe that the strong traffic engineering support of the
MPLS technology is the most likely candidate for this part of the all-IP
architecture. The design of MPLS core networks consists of UMTS-specific
and general MPLS steps.

As the rollout of these new-generation networks starts, the research
community has begun to explore the successor technologies that will help
develop the fourth-generation networks. It is likely that 4G networks will
offer at least an order of magnitude higher bit rates than that of 3G networks,
even in a high-speed mobility environment. Also, 4G systems will likely
connect humans, machines, and various appliances. Therefore, the ratio of
data traffic to voice traffic will significantly increase, which further empha-
sizes the need for the research issues discussed in this chapter.
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Chapter 9

Provisioning QoS in 3G Networks
with RSVP Proxy
Balázs Benkovics

There is a growing number of real-time, bandwidth demanding applications
requiring QoS guarantees from the operating environment. In addition,
more and more terminals will access the Internet using wireless networks.
Emerging 3G (UMTS) systems [1] are capable of providing IP-based real-
time multimedia services for mobile users. QoS can only be achieved by
means of QoS management on an end-to-end basis (i.e., end user to end
user), as well as potentially across many domains since the Internet is a con-
catenation of many autonomous systems, usually managed by different
operators. The requirement for end-to-end QoS management does not
necessarily mean that the same resource reservation signaling protocol must
be applied all along the route between communicating partners. In fact, it is
most likely that the end-to-end QoS management architecture will consist
of many interoperable and concatenated QoS management architectures
rather than one global end-to-end QoS infrastructure.

This segmented approach enables the operators to provision QoS in
their system by using a solution that best suits their infrastructure. Moreo-
ver, it has great significance for mobile operators since the deployment of
all-IP 3G wireless systems [2] presents new challenges for QoS signaling
protocols current implementations cannot address.

The most well known IP-based resource management protocol
designed for fixed networks is the RSVP [3]. RSVP is capable of dynamic
resource management in one-to-one or one-to-many configurations. The
protocol messages are object based, which means every message consists of
one or more basic object and other optional objects. This approach results in
a flexible behavior, but rather large message sizes; moreover, the protocol
uses periodic refresh messages to maintain reservation states along the data
path. In mobile environments the bandwidth is rather low compared to
fixed networks, so these relatively large messages take up valuable resources
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from the applications themselves. Another serious problem derives from the
high frame error rate value of the radio links: frames may get damaged more
often due to error bursts over the air link. This causes a higher packet loss
ratio and can result in connection breakdowns since, in the absence of
RSVP refresh messages, the reservation state automatically times out and
gets deleted. To sum up, RSVP requires several modifications to use it effi-
ciently in a wireless environment. On the other hand, endpoints in particu-
lar segments of the Internet will most likely use RSVP for resource
reservation, and these RSVP-capable nodes are willing to exchange QoS
assured data with IP terminals in wireless networks. Moreover, some
wireless-enabled IP terminals are quite likely willing to run the same IP
multimedia applications (probably using RSVP signaling) regardless of
whether they connect to the Internet via a fixed or wireless access.

There are two basic approaches to improve the efficiency of the proto-
col in mobile networks. The first one recommends modifications in the
protocol functionality such as changing the refresh time or bundling more
messages into one [4]. The common problem with these proposals is that
major changes are required in the protocol functionality and thus in the end
stations and routers.

The other way is to use a separate resource reservation protocol in the
mobile core and access network that is designed for mobile networks, and
apply a protocol converter device (an RSVP proxy) in different places in the
system. Such a proxy converts the mobile-specific signaling messages to
RSVP messages and vice versa. Such a resource management signaling solu-
tion for mobile packet switched networks is the PDP context signaling
introduced by 3GPP [5]. This latter approach could solve the problems pre-
sented above, considering bandwidth utilization and reliability, while pro-
viding transparent operation to communicating partners.

Another important issue in cellular systems is the maintenance of QoS
for ongoing connections during handoffs. There exist several methods that
aim to provide seamless handoffs for such systems. The simplest one is based
on packet buffering in the old RNC and packet forwarding to the target
RNC [6]. This method, however, requires that the target RNC have
enough free capacity to handle the call. Therefore, admission control is per-
formed upon the request, and if that fails the call is blocked. This situation is
usually more annoying than blocking of a new call, therefore it is a common
method that a certain amount of resources in each cell is reserved for hand-
off calls exclusively. Based on the amount of resources reserved, the experi-
enced blocking probabilities for handoff calls can be an order of magnitude
lower than that of new calls. The number of reserved channels can be fixed
or can vary over time based on the velocity, heading, and other parameters
of users in neighboring cells [7]. Despite this, it can occur that there are
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insufficient resources in the target cell and the required QoS can not be pro-
vided by RSVP. It is not a problem in our proposal—as in case of insuffi-
cient resources, the call will be blocked by the network infrastructure and
thus RSVP signaling will time out and reservation states tear down along the
data path.

In this chapter the options for using RSVP-capable terminals for access-
ing the Internet over a UMTS system are investigated. The impact on reli-
ability and performance of using an RSVP proxy as mentioned above is also
studied. Several aspects of assuring QoS are considered regarding scenarios
where the mobile terminal communicates with a remote host through the
UMTS core network, an external IP network (such as the Internet), and the
remote access network.

The remainder of this chapter is organized as follows. Section 9.1 briefly
presents RSVP. Section 9.2 summarizes the idea of deploying a proxy in an
internetwork. Section 9.3 deals with the basics of end-to-end QoS provi-
sioning in a 3G network and identifies the possible role of an RSVP proxy
in the UMTS architecture. Simulation results are presented in Section 9.4.
Finally, before the concluding remarks, a short summary of the status of
relevant standards is discussed in Section 9.5.

9.1 RSVP

RSVP is a receiver-oriented, soft-state protocol that is capable of communi-
cating resource allocation requests between endpoints. The protocol also
supports reservations in one-to-many configurations; thus, multicast appli-
cations can also employ it for their QoS session management. Multicast
operation, however, is out of the scope of this chapter.

Figure 9.1 shows the logical components playing an important role in
provisioning QoS for a specific data flow. The application requests a guaran-
teed quality session by using the appropriate system call of the operating sys-
tem. This request is passed to the local RSVP process, which determines
whether the node has sufficient available resources to supply the requested
service by forwarding the QoS parameters to the admission control module.
The policy control module determines whether the user (i.e., the applica-
tion) has administrative permission to make the reservation. If both checks
succeeded, parameters are set in the packet classifier and in the packet sched-
uler, otherwise an error message is returned to the application. The packet
classifier determines the packets in the data flow that will receive the
requested QoS, while the packet scheduler is responsible for sending data
packets according to the requested service. It is also the task of the RSVP
process to reserve the appropriate resources along the path to the
destination.
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The two fundamental protocol messages are path and resv, which can be
applied to set up and maintain or modify resource reservations between
communicating partners.

As depicted in Figure 9.2, the path message generated by the source
describes the traffic intended to be sent over the newly established connec-
tion. Each networking element on the way towards the destination registers
the new flow and forwards the path message. The destination answers with a
resv message containing not just the traffic descriptor but also the QoS
requirement of the new flow, which is determined at the receiver by proc-
essing the information found in the path message.

The resv message follows the route of the path message in the opposite
direction back to the source. The actual resources in the network elements
are committed upon receipt of the resv message. If there are no resources
available to satisfy the QoS requirement specified in the resv message, the
network element sends a resverr message back. Resource reservations can be
confirmed by sending a resvconf message back to the receiver.

If the source or destination wishes to release the connection, it can be
done using pathtear or resvtear, respectively. Resource reservations need to
be refreshed periodically, which is done by sending path and resv messages
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regularly. If no refresh message arrives before the expiry of a timer supervis-
ing the process, the resources associated with that particular connection are
released. This soft-state operation provides robustness in fixed networks. If a
link fails, the next pair of refresh messages will automatically be routed
around the fault, thus creating a new reservation on an alternative path.
Moreover, this soft-state approach provides an easy way of changing
resource requirements of an already established connection. The protocol
supports merging reservations on a given network interface to reduce proc-
essing overhead in network devices. It is accomplished by aggregating the
resource requirements of flows, which originate at the same source, and for-
warding refresh messages containing the modified resource requirement to
the next hop.

It is important to note that RSVP is designed for unidirectional resource
reservation. Establishing bidirectional reservations requires two, independ-
ent unidirectional reservations.

RSVP messages have an object-based structure, which means that every
message consists of several protocol objects (some are mandatory, while oth-
ers are optional) that contain specific information on the following:

• Session;

• Protocol time values;

• Traffic specifications;

• QoS parameters;

• Errors in resource reservations.

An RSVP session (i.e., data flow) is defined by the destination IP
address (and the port, optionally) and the transport layer protocol. Every
valid protocol message must contain a session object. The refresh messages
between adjacent nodes are sent periodically based on the settings specified
in the time values object. As these values may change during the lifetime of
the connection, every refresh message is required to carry such information.
Traffic specifications include the characteristics of the data flow (TSpec), as
well as a filter (FilterSpec) that determines packets for which the QoS has to
be provisioned. Packets addressed to a particular session but not matching
any filter criteria are treated as best-effort traffic. Although RSVP provides
means of transmitting QoS parameters in its messages, it is important to clar-
ify that this information is opaque to the protocol, and therefore, the actual
rules for comparing these parameters must be defined outside RSVP.

This object-based structure provides easy future expandability of the
protocol, and moreover, it helps to reduce processing overhead in network
elements by introducing optional objects. On the other hand, it results in
rather high message sizes that, in conjunction with the periodic sending of
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refresh messages, make it difficult to use the protocol in low-bandwidth
systems.

Berger et al. [4] proposes modifications to RSVP to address problems
with refresh volume and reliability issues. A bundle message is defined as one
that consists of a variable number of standard protocol messages. It helps to
reduce overall message processing load, as well as bandwidth consumption
by aggregating multiple RSVP messages within a single PDU. When bun-
dling messages, network elements must take into consideration that so-
called trigger information (i.e., messages indicating change of route or
resource requirement) should be delayed a minimal amount of time. The
proposal also introduces a message_id object to help reduce refresh message
processing by allowing the receiver to more readily identify an unchanged
message. The message_ack entity can be used to detect message loss and sup-
port reliable RSVP message delivery on a per-hop basis. A summary refresh
(srefresh) message is defined to enable refreshing path and resv state without
the transmission of entire refresh messages, while maintaining the ability of
RSVP to indicate when state is lost and to adjust to changes in routing. It is
performed by marking the states by sending a preceding message_id object in
the appropriate path or resv message, and including the identifier of that mes-
sage in the srefresh message. Similar to the bundle message, a summary refresh
message can also carry refresh information for more data flows.

Figure 9.3 shows the benefits of using refresh overhead reduction
extension of the protocol on link load. There are two ongoing RSVP con-
nections between hosts A.1 and B.3 and hosts A.4 and B.4, respectively.
Routers R1, R2, R4, and R6 are capable of using the refresh overhead
reduction extension, while R5 is not. (R3 is not important for us, since it is
not in the data path). The default behavior of the network elements is to use
the overhead reduction extensions if possible. As router R5 is not capable of
processing such messages, the default path and resv messages are transmitted
along the path between R2, R5, and R4. Note that the standard RSVP

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

166 PROVISIONING QOS IN 3G NETWORKS WITH RSVP PROXY

Figure 9.3
Refresh overhead
reduction scenario.



merging function cannot be used in this scenario since the source nodes of
the flows are different.

These modifications are applicable in RSVP routers, where many paral-
lel RSVP reservations need to be established and maintained, and they are
not really beneficial for individual terminals, where typically only a couple
of parallel sessions exist.

9.2 Performance-Enhancing Proxies

Performance-enhancing proxies are often used in internetworks to com-
pensate for the inefficiencies stemming from differences in link layer charac-
teristics [8]. Applying a proxy typically means that connections between
endpoints are realized in two legs: the first leg is terminated by an intermedi-
ate device (proxy), and there is a separate new connection established
between the proxy and the other endpoint. The solution enables a link-
optimized protocol stack to be used over each leg. One important aspect is
the transparency of the proxy operation, which means that no modification
of the endpoints is required in order to benefit from the proxy.

Applying RSVP in wireless (and, more specifically, in 3G) environ-
ments raises the following concerns:

• The high frame error rate over the radio channel might cause too
many reservation and refresh messages to be lost. This would result in
increased connection setup time or erroneous release of connections.

• Regular refresh messages consume a lot of bandwidth relative to the
capacity of the wireless channel.

• RSVP is quite complex to implement mainly because it supports
multicast reservations with different reservation styles. Supporting
multicast sessions, however, is not typically required in wireless
systems.

• RSVP supports unidirectional reservations. This is not suitable for
conversational services (e.g., telephony), which represent a significant
portion of traffic in a 3G system.

Even if the RSVP modifications mentioned in the previous section alle-
viate these problems, there still remains the question whether the traffic and
QoS parameters defined in existing RSVP are appropriate for specifying
resource requests in a wireless network. A possible solution might be to
place a proxy at the border of the fix and wireless network as shown in
Figure 9.4. This would act as a sender proxy that issues RSVP messages
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upon receipt of radio network–specific resource reservation signaling and
vice versa.

9.3 Enabling End-to-End QoS for Packet Switched Services
in UMTS

In Figure 9.5 the mobile terminal communicates with a remote host
through the UMTS network, an external IP network (such as the public
Internet), and the remote access network. In order to constitute an end-to-
end, QoS-enabled service, multiple QoS mechanisms interact with each
other along the end-to-end path. The end-to-end path is composed of a
local bearer service interconnecting the terminal equipment and mobile ter-
minal, a UMTS bearer service traversing the UMTS network between the
TE and the GGSN, and an external bearer service that carries the data
between the GGSN and the remote TE. UMTS QoS concept and architec-
ture specifications [9, 10] describe the provisioning of QoS-enabled UMTS
bearer services and the mapping and translation functionality needed
between UMTS bearer service and the local and external bearer service.
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Figure 9.4
RSVP proxy between
a fix and a wireless
network.

Figure 9.5
A 3G end-to-end
scenario with RSVP
QoS signaling.



Internet applications do not directly use the services of UMTS, but they
use Internet QoS definitions and attributes. The application requests an
end-to-end bearer service using the IP BSM. This entity utilizes a transla-
tion function and it maps the IP bearer service request to a UMTS bearer
service request. Finally it asks the UMTS BSM to establish the required
UMTS bearer service capable of satisfying the QoS needs of the application.

The UMTS BSM is responsible for resource allocation in the UMTS
network coordinating the establishment of underlying bearers in the radio
access network and in the core network. In order for a TE to be able to send
data across a UMTS network, a PDP context shall be activated. To establish
such a context, to modify it according to the needs of the applications, and
to request special QoS treatment for certain traffic flows, there is a UMTS-
specific protocol [5], which controls the resource reservation across the
UMTS system. This is a hard-state protocol optimized for the wireless envi-
ronment both in terms of its operation and in terms of the QoS parameters it
supports.

Given that UMTS has its own resource control signaling method, some
considerations are needed to find out how to support native IP application
with RSVP signaling capability. The remainder of this section describes
end-to-end bearer establishment scenarios where at least one of the com-
municating endpoints is a UMTS TE and RSVP is also involved in the con-
trol signaling. These scenarios are collected in [10]. The remainder of this
section concentrates on UMTS bearer establishment procedures; therefore,
the local and external bearer control procedures are not shown, and the TE
and the MT are represented as a single entity called the user equipment.

9.3.1 Resource Reservation with End-to-End RSVP

Figure 9.6 depicts one possible signaling sequence for the case when the UE
initiates RSVP messages and this signaling is carried to the remote endpoint.
Alternative signaling sequences are also possible: the Create PDP Context
Request message can be sent after the path message, after the resv message,
and it can also be sent after the RSVP controlled reservation is completed.
In case the GGSN is RSVP aware, it also processes the RSVP messages.

The UE implements an IP bearer service manager function, which
enables end-to-end QoS using IP layer signaling towards the remote end.
However, the UE relies on this end-to-end communication being utilized
by the UMTS bearer service manager in order to provide the QoS over the
UMTS segment. The backbone IP network is RSVP and/or DiffServ [11]
enabled. If the backbone relies on DiffServ mechanisms, the interworking
between RSVP and DiffServ can be provided either by the UE or by the
GGSN.

The application layer (e.g., SIP/SDP [12, 13]) between the end hosts
identifies the QoS requirements. This information (e.g., TS23.228 [14]
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describes interworking from SIP/SDP to QoS requirements) is mapped
down to create an RSVP session. The UE shall also establish the PDP con-
text suitable for support of the RSVP session.

In this scenario, the terminal supports signaling via the RSVP protocol
to control the QoS across the end-to-end path. The GGSN may also sup-
port RSVP signaling, and it may also use this information, not just the PDP
context, to control the QoS towards the remote terminal. Although RSVP
signaling occurs end-to-end in the QoS model, it is not necessarily sup-
ported by all intermediate nodes.

The end-to-end QoS is provided by a local mechanism in the UE, the
PDP context over the UMTS access network, DiffServ through the back-
bone IP network, and RSVP in the remote access. The RSVP signaling may
control the QoS at the local access. This function may be used to determine
the characteristics for the PDP context, so the UE may perform the inter-
work between RSVP and the PDP context.

Alternatively, the UE may support both differentiated services and
RSVP functionality. At the UE, the data is also classified for DiffServ. Inter-
mediate QoS domains may apply QoS according to either the RSVP signal-
ing information or DiffServ mechanisms. In this scenario, the UE is
providing interworking between the RSVP and DiffServ domains. The
GGSN may override the DiffServ setting from the UE.

The main drawback of this option is that all RSVP signaling is carried
over the UMTS network, which represents a significant overhead.

9.3.2 Service-Based Local Policy and RSVP Sender/Receiver Proxy

Figure 9.7 depicts a scenario where the use of RSVP may be intended to
enable the external network provider to support traffic engineering, effi-
cient resource management, and call blocking if needed to handle tempo-
rary overloaded conditions. If the RSVP connection setup is unsuccessful, it
is the operator’s choice to have, for example, the GGSN initiate a PDP con-
text deactivation. The scenario assumes that the GGSN supports DiffServ
edge functions, and the backbone IP network is DiffServ enabled.

This section provides the flows for bearer establishment, resource reser-
vation, and policy control with PDP context setup and RSVP interwork-
ing. The UE performs an IP BSM (BS) function, which enables end-to-end
QoS without IP layer signaling and negotiation towards the IP BS function
in the GGSN, or the remote host. The P-CSCF provides the authorization
token to the UE during the SIP session setup process, and the UE provides
the authorization token to the GGSN in the PDP context activation/modi-
fication message, in order to enhance the interworking options to an RSVP
function in the GGSN. The IP QoS bearer service towards the remote host
is controlled from the GGSN.
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The GGSN uses the authorization token to obtain a policy decision
from the P-CSCF(PCF) which will be used to derive IP level information
(e.g., destination IP address, TSpec, FilterSpec, PolicyData). This is done
via the standardized interface between the PCF and GGSN. In addition, IP
level information may also be derived from PDP context (e.g., QoS
parameters).

The application layer (e.g., SIP/SDP) between the end hosts identifies
the QoS needs. The QoS requirements from application layer are mapped
down to the IP layer and further down to the PDP context parameters in the
UE. The GGSN may use the IP level information to invoke RSVP
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source reservation with
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messages to set up the uplink as well as the downlink flows in the backbone
IP network up to the remote host.

In the uplink direction, the GGSN acts as an RSVP sender proxy and
originates the path message on behalf of the UE. It must also periodically
refresh the path message and correctly terminate the resv, resvtear, and patherr
messages for the session.

In the downlink direction, the GGSN acts as an RSVP receiver proxy
and generates the resv message on behalf of the UE. The GGSN should
install a resv proxy state and act as if it has received a resv from the true end-
point (UE). This involves reserving resource (if required), sending periodic
refreshes of the resv message, and tearing down the reservation if the path is
torn down.

The QoS for the downlink direction is controlled by the PDP context
between the UE and the GGSN. The GGSN terminates the RSVP signal-
ing received from the remote host and may use the IP level information to
provide the interworking with RSVP towards the remote host.

The end-to-end QoS is provided by a local mechanism in the UE, the
PDP context over the UMTS access network, DiffServ through the back-
bone IP network, and RSVP in the remote access network.

An important advantage of this scenario is that no RSVP signaling is
carried over the UMTS network. To satisfy the needs of RSVP-capable
applications running in the UE, a second proxy can be introduced in the UE
that is responsible for regenerating the RSVP signaling towards the applica-
tion based on the requested changes in the PDP context parameters.

9.4 Simulation

The control plane functionality of the RSVP and the RSVP proxy func-
tionality is implemented in an event-driven simulator. This section presents
simulation results for assessing the benefits of the proxy architecture in terms
of robustness of the connections and the amount of signaling load carried
over the air interface.

The simulation setup is the one depicted in Figure 9.4: a mobile termi-
nal generates resource reservation request towards an endpoint in the fixed
network. This request travels through a radio link, where it might be lost.
The error model is a simple, frame level model. A two-state Markov chain is
embedded in the link, which has a drop and a no-drop state. The new state is
calculated upon the arrival of a new message. In drop state all packets are lost,
while in no-drop state, the packet remains intact when transferred through
the link. On the other side of the radio link, there is a network element,
which either forwards the resource reservation messages transparently
toward the destination, or it acts as an RSVP proxy. The network element is
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connected to the endpoint in the fixed network via a link, which has
enough capacity that reservation message loss does not occur due to buffer
overflow.

In the fixed network, RSVP timeout values as recommended by IETF
are set: refresh messages are generated in every 30 seconds, and the protocol
has to tolerate three successive losses, so the cleanup timer, which supervises
the release of outdated reservations is set to 95 seconds. On the wireless side,
different settings were tried in order to evaluate the trade-off between
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signaling overhead and robustness. With each of the timer settings several
simulations were run changing the packet loss ratio from 10% to 60%, in
10% steps.

The RSVP sessions were generated according to a Poisson process and
their holding time was exponentially distributed with mean value of 90 sec-
onds. RSVP message sizes were set as stated in [3] when no optional objects
are present in them—that is, the path and resv messages are 40 and 64 bytes
long, respectively.

The first scenario demonstrates that a stand-alone RSVP should not be
used as a signaling protocol over the wireless access network. The benefits of
spacing out the refresh messages on the wireless network load are analyzed
with varied packet loss ratio. All the simulations were run with and without
the proxy to observe the differences. In this setting the role of the proxy is
only to allow configuring different cleanup timer values for the fixed and
wireless side of the connection. Figures 9.8 and 9.9 depict the number of
erroneously released connections as a function of the frame error rate over
the air interface. “Erroneous” release here means that the network element
tears down an active connection earlier than its intended release by the
application due to the loss of too many refresh messages and the correspond-
ing expiry of the cleanup timer.

As one can see in Figure 9.8, increasing the frequency of reservation
messages actually leads to worse performance with the given error model.
The reason is that refresh messages sent in a quick succession are more likely
to fall into a common burst of error over the wireless link. Figure 9.9 dem-
onstrates that configuring a less stringent cleanup timer helps a lot, especially
when the frame error rate is very high. Configuring RSVP reservations to
tolerate the loss of five consecutive refresh messages halves the amount of
erroneous connection releases when the frame error rate is over 30%. Based
on these results, the conclusion is that it is more beneficial to increase the
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Number of erroneously
released connections
without proxy.
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number of tolerated refresh packet losses than to configure more frequent
refresh messages when the goal is to increase the robustness of RSVP
reservations.

In the second scenario, it is assumed that a hard-state, wireless-specific
protocol such as PDP context signaling is run between the mobile terminal
and the edge of the UMTS network (GGSN). The role of the proxy is to
convert this protocol to soft-state RSVP toward the endpoint in the fixed
network. The scenario is depicted in Figure 9.10.

Two simulations are run to determine the signaling load on the wireless
link. RSVP with default refresh (30 seconds) and cleanup (95 seconds) tim-
ers is used on the wired side of the proxy in both cases, while RSVP with
the same default timer settings or a hard-state protocol is used on the wire-
less side of the connection. Table 9.1 highlights the huge difference
between the signaling load caused by a soft-state and a hard-state protocol
over the radio link.

9.5 A Short Summary of Related Standards

Standardization of the latest UMTS releases is a result of a coordinated effort
of the 3GPP and the IETF. The 3GPP is responsible for specifying the sys-
tem architecture, the corresponding interfaces, and all aspects of the radio
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Figure 9.9
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Figure 9.10
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with RSVP proxy.



network and mobility management. If a technology or a solution standard-
ized by IETF is appropriate to be used in UMTS, 3GPP refers to the rele-
vant IETF specification. Further on, if modification or enhancement of any
IETF solution is needed or there is a new requirement that the IP network-
ing technology should satisfy in order to be used in UMTS, 3GPP commu-
nicates the requirement to the IETF standardization process.

When it comes to running RSVP-enabled applications over a UMTS
network, the following 3GPP and IETF standards are relevant. The UMTS
QoS architecture and the QoS parameters that are used in the system are
specified in 3GPP TS 23.107. The mechanisms required to enable using the
UMTS system as a segment of an end-to-end QoS path are described in
3GPP TS 23.207. The signaling sequences for establishing and maintaining
multiple PDP context with different QoS capabilities are described in 3GPP
TS 23.060. Finally, the relationship between session layer signaling, applica-
tion layer QoS requirements, UMTS and IP QoS requirements are detailed
in 3GPP TS 23.228. The above documents are all stable versions approved
by the 3GPP Technical Specification Group.

The RSVP protocol is a proposed standard and it is specified in IETF
RFC 2205. RSVP refresh overhead reduction extensions is also a proposed
standard (IETF RFC 2961). The RSVP proxy itself has not yet been speci-
fied in a standards track RFC.

9.6 Summary
In this chapter RSVP was introduced and concerns were raised about its
applicability in UMTS systems as a resource control signaling solution. The
basics of the UMTS QoS provisioning mechanism were presented and the
obvious requirement of transparently supporting RSVP-capable native IP
multimedia applications accessing the Internet through a 3G network has
been identified. To reconcile these two contradicting aspects, we consid-
ered the deployment of an RSVP proxy, which is capable of translating
between a wireless-optimized signaling protocol and RSVP at the border of
the wireless network. Finally, the results of some basic simulations were pre-
sented to demonstrate the benefits of the proxy approach in terms of
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Table 9.1 Comparing the Signaling Load Using Soft- and Hard-State
Protocols

Protocol Refresh Cleanup Signaling Load

Soft state 30 seconds 95 seconds 15

Hard state ∞ ∞ 4



decreasing the signaling load on the wireless link and improving the robust-
ness of the resource reservation.
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Chapter 10

QoS Support for VoIP over Wireless
Henning Sanneck, Werner Mohr, Nguyen Tuong Long Le, Christian
Hoene, and Adam Wolisz

10.1 Introduction

10.1.1 Motivation

Cellular wireless systems like GSM, as well as wireless telephony systems for
local/indoor use like DECT, have found widespread use in recent years.
These systems offer a level of speech quality that is acceptable for most users.
In the future, however, it will be important to enable voice services based
on IP (VoIP) in wireless systems for the following reasons:

• Bandwidth savings by employing packet switching: Wireless telephony sys-
tems like DECT and GSM are based on circuit switched technology
and need to reserve a fixed amount of bandwidth for each call. How-
ever, a speech transmission consists of talk spurts and periods of silence.
Transmitting no information during silent periods reduces the mean
bandwidth per voice flow and reduces interference with other trans-
mitters (discontinuous transmission). When multiple voice flows are
transmitted over the same (shared) wireless medium, the “active” and
“silent” periods are statistically distributed among the different flows.
Only packet switched systems (e.g., those based on IP) can thus
achieve a statistical multiplexing gain by allocating resources dynami-
cally only to active flows. The achieved savings in bandwidth are par-
ticularly important in wireless networks due to the scarcity and thus
cost of spectrum.

• Provisioning of traditional and emerging Internet services in wireless systems:
The growing demand for Internet services requires an efficient inte-
gration of these services with voice services using IP. Future wireless
systems (beyond the third generation) will even be designed to support
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only packet switched operation, because all services can be delivered
in an integrated manner using IP as the unifying platform. Then, it will
no longer be necessary to maintain a circuit switched mode concur-
rently with packet switching, which reduces terminal complexity and
simplifies the access network architecture, thus reducing costs.

10.1.2 Challenges

To really exploit the described benefits of statistical multiplexing and service
integration, it is necessary that VoIP services can be seamlessly provided
with good QoS over several different network technologies. Voice, how-
ever, being a real-time service, has very strict delay and packet loss require-
ments when being transmitted over a packet switched network. These
requirements are difficult to fulfill even in wireline network environments
because of network congestion, which may cause excessive delay, jitter, and
loss. Additionally, in a wireless environment the transmission channels have
a fluctuating quality and are highly error-prone because of physical layer
impairments. The exhibited unpredictable behavior makes guarantees on
the transmission quality very difficult. Furthermore, wireless links typically
offer lower bandwidth compared to wireline links. Thus, wireless links
(typically as the first and/or last hop) tend to be the limiting bottleneck on
the end-to-end path.

To overcome these difficulties, an integrated approach covering the appli-
cation (voice codec) level, the network layer QoS scheme, and the wireless
networking technology considered here needs to be explored. On the one
hand (seen from a user point of view), this is due to the large user commu-
nity that is already very much accustomed to using ubiquitous wireless voice
communications in second-generation cellular networks like GSM (Figure
10.1, evolution path 1). This means that VoIP over wireless must provide at
least similar if not better perceived quality at the user level while still being
spectrum efficient. On the other hand (seen from a perspective of network
evolution), the third generation of wireless networks and even more the
generation beyond ([1], see. Chapter 6) are moving towards an IP-oriented
architecture (Figure 10.1, evolution path 2). Other network technologies
(e.g., the IEEE 802.11 WLAN standard) have been designed for data traffic
and are therefore already well suited for IP transport, but do not specifically
support real-time services like voice.

Figure 10.2 (adapted from [2]) summarizes the challenges posed by the
described evolution paths as a cube with three dimensions. While acquiring
the advantage of the flexibility offered by IP-based services, additional
technologies must be included to assure the service quality and the spec-
trum efficiency by employing IP QoS technology and speech/header
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compression technology, respectively. In Figure 10.2 this is depicted by the
arrows parallel to the respective dimensions of the cube. While combining
separate IP QoS and speech/header compression solutions is feasible, an
integrated approach symbolized by the diagonal arrow promises to be more
effective.

Figure 10.3 shows the simplified architecture of the transport part of a
wireless VoIP system to be used as a reference model for this chapter.
Emphasis is placed on basic issues of QoS support; therefore, components
that provide mobility management and call setup signaling are not consid-
ered here. Clearly, however, there are interactions between those compo-
nents and the QoS support scheme, which need further consideration—for
example, emergency calls that need fast call setup signaling, particular good
QoS support, and preference in the mobility management (to minimize
interruptions/distortions due to handover).

Basically, the architecture introduced above can be partitioned into
three levels:

1. Layers 4 and above: this level contains all end-to-end-related
(payload-specific) QoS functionality plus the mapping to the generic
layer 3 QoS support scheme;

2. Layer 3 QoS support scheme (e.g., differentiated services);
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Figure 10.1
Dual evolution path
for wireless VoIP.

Figure 10.2
VoIP over wireless
problem dimensions
[2].



3. Layer 2 and below: this level contains all link related (network
technology-specific) QoS functionality plus the mapping between
the layer 3 QoS support scheme and the respective network technol-
ogy, sometimes referred to as layer 2.5.

In the following section, the most important factors for speech quality
in a wireless VoIP system are identified (speech coding, packet loss caused
by bit errors, delay caused by the medium access). Then, related work from
the areas of WLANs and cellular networks is discussed. Finally, an example
for an integrated QoS support scheme to alleviate the problem of packet loss
is presented, where information about the expected loss concealment per-
formance (first level) is mapped to packet prioritization (second level), and
finally to selective link layer retransmissions (third level). The evaluation
shows that even just a single possible retransmission try for selected packets
enhances significantly the perceptual quality in the presence of bit errors.
The proposed scheme thus avoids a significant decrease in perceptual quality
as well as the explosion in the number of retransmissions (which occurs if
every packet is eligible for retransmission) at the same time.
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system.



10.2 Factors Influencing the Speech Quality in a Wireless
VoIP System

In a wireless VoIP system the speech quality is impaired due to several
causes, as illustrated in Figure 10.4. Additional impairments not depicted are
due to codec tandeming/transcoding (i.e., performing several en-/decoding
processes on a single voice flow) and echo effects.

For the evaluation of speech quality, the mean opinion score (MOS) is a
widely used method. This method is based on the assignment of a subjective
rating level by the user, based on an absolute scale divided into intuitively
clear categories (Table 10.1).

Toll quality, which is the quality the user experiences during a telephone
call, has an MOS value of 4. On cellular systems the user is accustomed to a
quality of about 3.5. Lower values are often rejected as annoying and should
be avoided.

Because of the time and money consumption for subjective tests, objec-
tive quality methodologies are required while developing and evaluating
telecommunications systems. With this kind of method, speech quality is
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Table 10.1 MOS Ratings

Rating Speech quality Level of distortion

5 Excellent Imperceptible

4 Good Just perceptible, but not annoying

3 Fair Perceptible and slightly annoying

2 Poor Annoying but not objectionable

1 Unsatisfactory Very annoying and objectionable

Figure 10.4
VoIP quality
impairments .



evaluated by comparing the decoded speech signal to a reference speech sig-
nal without human intervention by applying some psycho-acoustical trans-
formation to both signals (see Chapter 27). Recently, several methods have
been developed [3] and standardized in the ITU-T.

10.2.1 Speech Codecs for Wireless VoIP

In order to reduce bandwidth consumption in the transmission of speech
signals, speech coding is employed to compress the speech signals, (i.e., to
use as few bits as possible to represent them while maintaining a certain
desired level of speech quality). Efficient speech coding is, on the one hand,
particularly important for wireless VoIP to decrease the amount of payload
data and thus increase the spectral efficiency. On the other hand, speech
compression needs to go hand-in-hand with header compression, because
otherwise—assuming that a certain packetization delay (i.e., a certain
number of speech frames per packet) is maintained—with increasing com-
pression ratio the actual compression gain will decrease. This is the case
because the size of the header becomes the dominant component of the
overall packet size.

In general, speech coding techniques are divided into three categories:
waveform codecs, voice codecs (vocoders), and hybrid codecs. Advanced
speech coding requires a relatively high computational complexity,
although today it can usually be performed with inexpensive hardware in
the end systems.

Table 10.2 gives a brief overview on bit rates, applications and percep-
tual quality on an MOS scale.

In the following, two of the currently most popular codecs are
explained in more detail.
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Table 10.2 MOS Ratings for Different Speech Codecs

Vocoder
Bit Rate
(in Kbps)

Speech Quality
(MOS) Application

G.723 5.3 or 6.8 3.8 Videotelephony, VoIP

G.729 8.0 4.0 Mobile telephony, VoIP

G.711 64.0 4.5 Fixed telephone systems

GSM Half-Rate 5.6 3.5 GSM/2.5G networks

GSM EFR 12.2 4.0 GSM/2.5G networks

GSM 13.0 3.5 GSM networks

AMR 4.75–12.2 3.5–4.0 3G mobile networks
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G.729
The G.729 is a hybrid codec, specified by the ITU, and employs the Conju-
gate Structure Algebraic Code Excited Linear Prediction (CS-ACELP) algorithm.
The speech is partitioned into units called frames. For the G.729 these
frames are 10-ms long, corresponding to 80 bits. The encoder accepts 16-bit
linear PCM data sampled at 8 kHz as input data and produces 8-Kbps coded
data. The codec includes loss concealment at the receiver side to cope with
occasional frame losses. Concealment algorithms try to appropriately fill
gaps caused by losses. This can be done, for example, by repeating the previ-
ous sounds or by interpolation. In the mean, speech quality of G.729 is
about 3.7, 3.2, and 2.8 for frame loss rates of 0%, 3%, and 5%, respectively.

AMR
The AMR speech codec was originally developed for GSM but has become
the mandatory codec of 3G WCDMA systems. Similar to the G.729, it pro-
vides toll quality and employs CELP-based coding. In addition, it allows the
bit rate of the encoding to be dynamically changed. Thus, it can adapt to the
capacity of the transmission channel. The coding rate ranges from 12.2 Kbps
down to 4.75 Kbps, and frames sizes can vary between 244 and 95 bits cor-
respondingly. The codewords of the AMR within a frame are ordered into
three classes with regard to their significance. Therefore, even if some part
of the frame is corrupted, other parts may be successfully decoded. In
UMTS the bit rate of AMR and the wireless channel coding are adapted
jointly. A lower AMR bit rate can be transmitted with a higher amount of
forward error correction data, making the flow more robust against errors
on the wireless link. A higher AMR bit rate can be transmitted with less
redundancy, thus improving the speech quality. AMR can be employed not
only for UMTS but for VoIP as well. It has a receiver side loss concealment
to cope with packet losses and a voice activity detection to limit the band-
width during silence. However, Internet protocols do not currently provide
mechanisms to support the partial decoding of corrupted frames.

10.2.2 Transmission Impairments

In the following paragraphs, the major impairments for voice with regard to
the transmission over wireless media are explained.

10.2.2.1 Packet Loss/Loss Correlation

Packet loss in IP-based networks often occurs when a router becomes con-
gested—that is, it receives more packets to forward than it can process.
Another reason for losses are transmission errors (bit errors) of the underly-
ing medium. Typically, the BER is extremely low for wireline networks,
but it can be significant for wireless networks. Applications can use the
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message sequence number of transport protocols such as RTP to detect a
packet loss. In order to provide an acceptable quality, loss recovery/control
must be performed. While coding schemes can exploit the redundancy
within the speech efficiently for compression, together with packet loss,
compression can lead to even more significant degradations of the output
speech quality as for pulse code modulation (PCM) speech. When using, for
example, a backward adaptive waveform coding scheme like adaptive differ-
ential PCM (ADPCM), the decoding of the next arriving packets after the
loss can lead to significant distortion due to the potentially large changes in
the signal amplitude. Vocoders and hybrid coders use even more adaptivity
for compression; however, since the decoder state is not directly coupled to
the amplitude as in ADPCM, the distortions are less dramatic. But, they
might persist longer until the decoder has resynchronized with the encoder.

To summarize, it can be said that redundancies within a speech signal
can be exploited both for compression and loss resilience. The higher the
compression of the signal, the lower the intrinsic loss resilience. Obviously
the time interval in which the decoder does not receive data from the net-
work is a crucial parameter with regard to user perception (if a loss is per-
ceived not at all, as a glitch, or as a dropout). The time interval at the user
level translates to the burstiness of loss (loss correlation) at the packet level.

10.2.2.2 Delay

Studies have been undertaken, which verify that users expect a particular
response time from their telephone partners. If the response time is not
within a certain time window, the talker perceives the delay as annoying.
The delay from the speaker’s mouth to the ear of the listener is called one-
way delay. A delay between 50 ms and 150 ms is within an acceptable range.
Lower response times are not perceptible to the user. A delay between
150 ms and 400 ms shows marginal acceptance, and delay above 400 ms is
prohibitive (for 3G cellular networks, 3GPP defined 400 ms as upper limit
for one-way delay).

The components of the delay that a packet in a wireless VoIP system
experiences can be described as follows:

• Propagation delay (physical layer): the time that the physical signal needs
to travel across the wireless link. Propagation delay represents a physi-
cal limit given by the physical bandwidth and noise conditions in the
used frequency band that cannot be reduced.

• Serialization delay (physical layer): the time needed to send a packet
completely out on the link. This delay component is thus dependent
on the packet size and on the actual link speed (which is in turn deter-
mined by the channel capacity).
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• Channel coding delay (physical layer): the processing time needed for ad-
ditional coding/decoding procedures to protect the signal from distor-
tion on the wireless link. Additional time is consumed by (bit level)
interleaving procedures that spread adjacent information bits within a
frame as well as over frame boundaries to trade off the burst error
probability against delay.

• Medium access delay (MAC/RLC layer): the time until the shared me-
dium is declared free for transmission of a frame (which can be caused
by contention or by signaling procedures). The medium access delay
points to the fundamental trade-off in MAC design: for a centralized
MAC approach even at low load levels, capacity is wasted for signal-
ing. At high load levels, however, this wasted capacity is typically less
than the capacity wasted by collisions during the contention phases of
a distributed MAC. With a centralized MAC, the delay can be inde-
pendent of the number of participating stations; however, in a distrib-
uted MAC the delay is clearly dependent on that number. This leads
also to an increased value for the jitter (introduced below) for the latter
case. An additional component of the medium access delay is the time
needed for retransmissions that are necessary when MAC frames arrive
corrupted at the receiver or collisions on the medium occur.

• Forwarding delay (network/link layer): the time a router or bridge takes to
forward a packet.

• Queuing and (de-)multiplexing delay (network layer and other layers): the
time a packet has to spend in queues between the protocol layers (par-
ticularly between layer 2 and 3) before it can be processed.

• Packetization/depacketization delays (application layers): the time needed
to build data packets at the sender (await the arrival of a sufficient
amount of data from the application or the upper protocol layer, com-
pute and add headers at the respective layer), as well as to strip off
packet headers at the receiver.

• Algorithmic delay and look-ahead delay (application layer): the time it takes
to digitize speech signals and perform voice encoding at the sender.
Typically, encoding works on a sequence of PCM samples (frames) so
that first enough samples have to arrive. Some codecs also need to
buffer data in excess of the frame size (look-ahead).

• Decoding delay (application layer): the time needed to perform decoding
and conversion of digital data into analog signals at the receivers.

Jitter is the variability of delay (not necessarily being the delay variance).
A major reason for jitter is the variation of the queuing delay component
when several packets in a router compete for the same outgoing link. In
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wireless networks, the medium access delay as introduced above is another
major contributor to the delay jitter. It should be noted that all delay com-
ponents introduced above may exhibit some variations. The reasons for this
may range from variable radio conditions to variable execution times for
network protocol software within the operating system.

10.3 Related Work

In the previous section it was shown that speech quality impairments may
arise basically at all layers of the protocol stack, though some of these impair-
ments (like losses caused by bit errors on the physical layer and delay caused
by the medium access) are dominant in wireless networks. Therefore, in this
section some related work is discussed which focuses on these key problems.
While there is a rich literature on QoS support for packet voice [4, 5], only
recently have extended investigations in the area of wireless VoIP begun.

10.3.1 VoIP over WLANs

During recent years, IEEE 802.11 WLAN has gained increased popularity
and is increasingly deployed because the price of equipment has dropped
and it is easy to install and maintain. WLAN might be a cost-saving and local
alternative to cellular wireless networks. The main use of wireless LAN,
however, has been limited to pure data services like Web access, e-mail, and
file transfers. Voice transmission over WLAN has not been considered to
the same extent.

The IEEE 802.11 specification defines different modes of operation to
support data and voice transmission at the same time, but until recently no
commercial product supported both distributed coordination function (DCF)
for best-effort traffic and the point coordination function (PCF) for prioritized
data like voice.

In [6] the authors present an analytical evaluation of the performance of
packet voice transmission using the PCF of an 802.11 WLAN. They use the
PCF polling mode because it offers a packet switched but connection-
oriented service, which seems to be a more suitable approach for telephony
than a connectionless, contention-based mode like the DCF. Veeraragha-
van, et al. show that [while the PCF is a constant bit rate (CBR) transmission
mode which does not exploit voice activity detection schemes], a reasonable
number of concurrent voice calls can be accommodated at an access point.
They also point out, however, the need for error recovery by FEC, automatic
repeat requests (ARQs), or loss concealment due to the high error rates
experienced.
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Köpsel and Wolisz [7] find that the DCF function provides a sufficiently
low channel access delay for voice if the link rate is at least 11 Mbps (but not
necessarily for lower link rates). The incurred jitter, however, is significant
and thus (dependent on the playout buffer algorithms) might lead to a high
resulting end-to-end delay. The authors showed, however, that a local pri-
ority scheduling in connection with prioritized medium access could sig-
nificantly improve these delay values. In terms of absolute delay and jitter,
better results are achieved using the PCF rather than DCF. The overall
goodput for link rates below 11 Mbps is lower, however, than that for the
DCF, whereas the opposite is true for higher link rates. In [8] the same
authors determine when to switch from DCF to PCF mode of operation
depending on the offered load. The reason for a potentially low goodput
using PCF is unsuccessful polling events (i.e., a station is polled but has no
data to send). As a remedy, Köpsel and Wolisz propose to add and remove
stations from the polling list depending on the state (talk spurt, silence) of
the VoIP flow and demonstrate some enhancement because of this scheme.

While it has been shown that the PCF leads to lower delay values than
the DCF, DCF-based approaches still seem attractive due to their distrib-
uted nature, which can be essential, especially in ad hoc network environ-
ments. Furthermore, using differentiation at the MAC level between traffic
classes in connection with DCF can even lead to a better delay performance
when compared to using PCF for all traffic. This has been shown in [9]
where the minimum size of the contention window (CW) is changed depend-
ing on the priority. This approach corresponds to the enhanced DCF
(EDCF) proposed within the 802.11 working group. Aad and Castellucia
[10] and Barry et al. [11] also present MAC-level prioritization schemes that
are realized by modifying the scaling of the contention window, the DCF
interframe spacing (DIFS) time interval and the maximum supported frame
length without fragmentation dependent on the priority. In [10] it is shown
that while all three approaches are comparable in their network utilization,
the DIFS-based prioritization is superior in terms of throughput stability and
operation when the bit error rate is significant.

Hoene, Carreras, and Wolisz [12] present an approach to map the
importance of voice packets onto the behavior of the 802.11 MAC. In addi-
tion to the retransmission of higher priority packets at the MAC layer, they
also employ redundant transmissions at the application level as well as a
combined solution. In contrast to the two QoS mappings proposed in Fig-
ure 10.1, a direct mapping of the application-level preference to the link
level is proposed. This avoids any modification (priority marking) to the IP
packets (it is a transparent “protocol booster” approach). Hoene et al. also
present measurement results for the DCF mode in a configuration where
losses are introduced by actual channel errors as well as a simulated play-out
buffer (not by contention at the MAC level), also demonstrating a perform-
ance gain when employing selective packet protection.
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10.3.2 VoIP over Wireless WANs (Cellular Networks)

Schieder and Ley [13] present an analysis of VoIP in a GPRS environment
focusing on the achievable minimum end-to-end delay. To send data in
GPRS, it is necessary to establish a temporary block flow (TBF) by an exchange
of signaling messages. However, the timers for the release of the TBF have
been adjusted for non-real-time applications typically generating large data
packets (i.e., the TBF may even be established/released on a per-packet
basis). Therefore, for a VoIP flow using a low-bit rate codec with silence
detection showing on-off-behavior, it frequently happens that the TBF is
released between and even within talk spurts due to the lack of data and then
needs to be reestablished, thus generating a lot of delay as well as signaling
overhead. This is particularly the case when the available data rate (the rate
with which the sender queue is cleared) is significantly higher as the
required bit rate for the VoIP flow, because the TBF release timer starts ear-
lier. Because establishing a TBF takes around 100 ms, the bound on one-
way delay introduced in Section 10.2.2.2 is frequently exceeded. To over-
come the described problem, the authors propose a delayed release of the
TBF or a “semipermanent” TBF, where the established TBF is kept for
duration of a call and resources may be dynamically assigned to such an
established TBF. Another important measure is admission control to limit
the number of voice sessions in a cell limiting the end-to-end delay to a rea-
sonable value. But at the same time, additional best-effort traffic should be
accepted to increase the overall network utilization. Then, it must be
assured that the best-effort traffic does not interfere too much with the VoIP
traffic by an appropriate multiplexing/prioritization scheme.

Svanbro et al. [2] highlight the trade-off between the IP service flexibil-
ity on the one hand and the thus imposed new challenges of assuring a cer-
tain speech quality and spectral efficiency on the other hand. They simulate
different header compression schemes and compare their performance rela-
tive to a UMTS circuit switched voice service. The result is that without
any header compression the relative capacity drops to about 50%, whereas
with header compression it can be maintained at 80% to 90%. In addition,
the authors emphasize the importance of a traffic description, which can
then be appropriately mapped onto the attributes of a UMTS radio bearer
(this problem is addressed in detail in [14]). Furthermore, they propose to
multiplex different flows onto the same radio bearers, thus reducing the
overall number of bearers. Hereby, all flows within the aggregate should
belong to a certain class of traffic (real-time, non-delay-critical signaling,
delay-critical signaling). The class properties can then be reflected by certain
properties of the radio bearer (e.g., no or very few retransmission for the
real-time traffic class).

Poppe et al. [15] compute the mouth-to-ear delay for a VoIP call that
traverses a UMTS network, an IP backbone, and is then routed to the
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PSTN. Their evaluation is based on the “E-model” which assesses jointly
the impact of loss, delay, noise, and echo on user perception. The authors
express the E-model quality as a function of the mouth-to-ear delay, where
the latter is dependent on the UMTS interleaving span (transmission time
interval), the number of voice frames per packet, and the (non-)presence of
header compression. Thus, it is possible to find an operating point as a com-
promise between quality and bandwidth efficiency. Poppe et al. find the fact
that header compression is enabled or not influences the bandwidth effi-
ciency more than the number of voice frames per packet.

10.4 QoS for Wireless VoIP Using Selective Packet
Prioritization

Because of the complexity of the QoS support problem for wireless VoIP,
which has been described in the previous sections, it can be concluded that a
QoS support scheme needs to take the whole protocol stack (Figure 10.3)
into account. First, the resiliency of applications to loss/delay should be
exploited. Then, QoS requirements of the application (the codec) should be
known at lower layers, although this should be done as generically as possi-
ble. This allows a mapping to several wireless network technologies. To
demonstrate a particular example of an approach with the described proper-
ties (focusing on the packet loss problem), QoS support for wireless VoIP
using selective packet prioritization is introduced in this section. Selective
packet prioritization can be regarded as one form of unequal error protec-
tion (see Chapter 8).

10.4.1 Analysis of the G.729 Frame Loss Concealment

In addition to packet losses caused by the properties of the wireless link
(contention for media access, bit errors), speech packets can be discarded
when routers or gateways are congested, as well as when they arrive late at
the receiver (i.e., their playout time has already passed). Considering highly
adaptive coding schemes like those introduced in Section 10.2.1, packet loss
results in loss of synchronization between the encoder and the decoder.
Thus, degradations of the output speech signal occur not only during the
time period represented by the lost packet, but also propagate into following
segments of the speech signal until the decoder is resynchronized with the
encoder. To alleviate this problem, the introduced category of codecs typi-
cally contains an internal (codec-specific) loss concealment algorithm at the
decoder.

The studies here are limited to one codec, G.729. The reason for this
restraint was that the G.729 has already been investigated to a certain extent.
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Rosenberg [16], Sun [17], and Sanneck [18] used it for similar measure-
ments. Considering only one codec allowed them to increase the accuracy
by conducting more measurements with the same parameter sets. If the
measurements are repeated using other codecs that belong to the same class
of codecs [based on linear prediction (LP), particularly CELP-based ones],
they will likely lead to comparable or similar results [17].

To cope with occasional frame losses, the G.729 codec includes at the
receiver side loss concealment. Concealment algorithms try to appropriately
fill gaps caused by losses. This can be done, for example, by reusing the pre-
vious internal decoder state (extrapolation). The applicability of the G.729
concealment has been shown to be dependent on the location of the loss
within the speech signal. In [18] the resynchronization time of the decoder
after a number of consecutive frames are lost has been measured. The posi-
tion of the frame loss is varied to cause a number of consecutive
voiced/unvoiced frames to be lost and then count the number of the fol-
lowing frames until the signal-to-noise ratio (SNR) exceeds a certain thresh-
old. An appropriate value for this threshold is considered to be 20 dB. That
is, the G.729 decoder is said to have resynchronized with the G.729 encoder
after the loss of a number of frames when the energy of the error signal
falls below 1% of the energy of the decoded signal without frame loss.
Figure 10.5 shows the resynchronization time plotted against the loss posi-
tion. The speech sample is produced by a male speaker where an unvoiced-
voiced (uv) transition occurs in the eighth frame.

Figure 10.5 shows that a loss of a consecutive number of frames at dif-
ferent positions has significantly different levels of impact on the error intro-
duced into the speech signal and thus on speech quality. The loss of
unvoiced frames seems to have a rather small impact on the speech quality,
and the decoder recovers the state information fast thereafter. However, the
loss of voiced frames causes a larger degradation of the speech quality, and
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Resynchronization
time (in frames) of the
G.729 decoder after
the loss of k consecu-
tive frames (k ∈
[1,4]) as a function of
frame position.



the decoder needs more time to resynchronize with the sender. Moreover,
the loss of voiced frames at an unvoiced/voiced transition leads to a very sig-
nificant degradation of speech quality. The two above experiments have
been repeated for different male and female speakers with similar results.
The above phenomenon could be explained as follows:

• Because voiced sounds have a higher energy and are also more impor-
tant to the speech quality than unvoiced sounds, the loss of voiced
frames causes a larger degradation of speech quality than the loss of un-
voiced frames.

• Because of the periodic property of voiced sounds, the decoder can
successfully conceal the loss of voiced frames once it has obtained suffi-
cient information on them.

• The decoder fails to conceal the loss of voiced frames at an un-
voiced/voiced transition because it attempts to conceal the loss of
voiced frames using the filter coefficients and the excitation for an un-
voiced sound. Moreover, because the G.729 encoder uses a moving
average filter to predict the values of the line spectral pairs and only
transmits the difference between the real and predicted values, it takes
a lot of time for the decoder to resynchronize with the encoder once it
has failed to build the appropriate linear prediction filter.

10.4.2 Selective Packet Marking/Prioritization

The result described on the ability of the G.729 decoder to conceal packet
loss is exploited to develop a new packet marking/prioritization scheme
called Speech Property-Based Selective Packet Marking (SPB-MARK), which
employs two priorities. The SPB-MARK scheme concentrates the high-
priority packets on the frames essential to the speech signal and relies on the
decoder’s concealment for other frames.

Figure 10.6 shows the simple algorithm written in a pseudo-code that is
used to detect a uv transition and protect the voiced frames at the beginning
of a voiced signal. In the algorithm, the procedure analysis() is used to classify
a block of k frames as voiced, unvoiced, or uv transition. The procedure
send() is used to send a block of k frames as a single packet with the appropri-
ate priority (either +1 or 0). N is a predefined value that defines how many
frames at the beginning of a voiced signal are to be protected. Simulations
have shown that the range from 10 to 20 are appropriate values for N
(depending on the network loss condition). In the simulation presented in
Section 10.4.4, k = 2 has been chosen, a typical value for interactive speech
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transmissions over the Internet (20 ms of audio data per packet). A larger
number k would help to reduce the relative overhead of the protocol header
but would increase the packetization delay and make sender classification
and receiver concealment in case of packet loss (due to a large loss gap) more
difficult.

The network priorities are then enforced by the appropriate traffic
shaping/policing mechanisms at the network nodes and/or are mapped to
available lower layer traffic control mechanisms. Here, a mapping on error
control mechanisms of a wireless link layer is considered.

10.4.3 System Architecture

Section 10.4.1 has shown that some segments of the signal are essential to
the speech quality, while others, in the event of a packet loss, can be
extrapolated at the receiver from data received earlier. This knowledge has
been exploited by the design of the SPB-MARK algorithm, as described in
the previous section. Thus, the requirements of the voice application from
the network in terms of the reliability of packet delivery can be reduced.
This appears to be particularly useful for wireless networks, where losses
may be caused by channel fading in addition to congestion (due to conten-
tion for the media access).

Therefore, it is important that a voice application can make its QoS
requirement known to the network on a per-packet (rather than per-flow)
basis. However, this should be done in a generic way at the network layer.
This allows the conveyance of QoS requirements known only at the source
to other QoS enforcement entities in the network (particularly a wireless last
hop). Additionally, it is possible to map the per-packet QoS requirements to
different networking technologies. The differentiated service architecture
developed within the IETF provides such a QoS assurance on a per-packet
basis. In addition to fulfilling the requirement stated above, scheduling
classes of packets instead of individual flows inside the network has better
scaling properties by only maintaining state and enforcing QoS for traffic
aggregates.

The approach introduced in Section 10.4.2 can be seen as an approxi-
mation to a joint source/channel coding system. In such systems, if the
source coding (e.g., speech) and channel coding on the wireless link are
developed hand-in-hand, the resulting transmitting quality is superior to
any general-purpose wireless system, which splits source and channel cod-
ing. The trade-off here is in the flexibility of the (layered) architecture (sup-
porting several applications with generic QoS mechanisms) versus the
achievable performance (a system where the channel coding is optimized for
the only existing application running directly on top of the wireless link is
better performing than an IP-based system).
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Figure 10.7 shows the considered system architecture1 with the parts
modified from Figure 10.3 shaded, and it also depicts the considered inter-
layer interfaces. Note that the figure only shows the application of the pro-
posed scheme (SPB-MARK, ARQ) at the first hop, while the ARQ
scheme will typically also operate at a wireless last hop.

In the architecture, DiffServ packet priorities are mapped to QoS con-
trol mechanisms of the layers below. This is particularly important for wire-
less link layers, because prioritized packets not only need to be protected
against other flows using the shared medium (PRIO interface in Figure
10.7) but also need to be protected against channel errors using ARQ
and/or FEC. (Only channel errors are considered here: see, for example,
[10, 11], for mapping DiffServ to link-level priority in an 802.11 WLAN to
prioritize the media access.) This mapping then in turn has the implication
that the real-time constraint of the application has to be taken into account
(particularly when retransmitting packets). Thus, a comprehensive approach
covering an application-, internetworking-, and link-level view is enabled.

10.4.4 Simulations

Figure 10.8 shows the simulation setup consisting of a sender and receiver
connected over a single wireless link. It comprises the following major
components (note that only a small subset of the functionality of the
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Figure 10.6
SPB-MARK
pseudo-code.

1 Header compression is not considered here. Clearly, some knowledge of the varying importance of packets
could also be exploited to adjust the robustness of a header compression algorithm.



components and protocols shown in brackets needs to be implemented for
the simulation):

• The ITU-T reference implementation of the G.729 encoder and
decoder2;

• The SPB-MARK algorithm;

• The ARQ algorithm: at the wireless link layer, only the packets se-
lected by the prioritization scheme (SPB-MARK) are retransmitted.
Therefore, this scheme is called SPB ARQ. The results are compared
to the FULL ARQ method (i.e., every packet is eligible for retrans-
mission). For both schemes a simple send-and-wait ARQ mechanism
with a limit on the maximum possible number of retransmissions of a
single packet due to the tight real-time constraint of voice is consid-
ered;

• An error model for a single wireless link: a simple Bernoulli model for
bit errors, which lead to frame corruptions and finally packet losses
(the effects of packet loss due to buffer overflow in routers are studied
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Figure 10.7
System architecture.

2 http://www.itu.int/itudoc/itu-t/rec/g/g700-g799/software/g729.



in [18]) is considered. The packet loss probability can be computed as
follows:

pL = 1 – (1 – BER)s/bit

BER is the bit error rate, and s is the voice packet size at the PHY
level. For the simulations an s value of 944 bits has been used: the
header sizes are 24, 34, 20, 8, 12 bytes at the PHY, MAC, IP, UDP,
and RTP-layer, respectively (no header compression is used). The
packet payload comprises 20 bytes corresponding to k = 2 voice
frames (see Figure 10.6).

• Objective speech quality measurement for a comparison between the
decoded voice data distorted by the voice encoding/decoding proce-
dure with and without the simulated channel errors. Novel objective
quality measures are employed that attempt to estimate the subjective
quality as closely as possible by modeling the human auditory system.
Thus, the necessity for extensive subjective testing can be avoided. In
the evaluation the enhanced modified bark spectral distortion (EMBSD) [3]
and the measuring normalizing blocks (MNBs) described in Appendix II
of the ITU-T Recommendation P.861 are used. These two objective
quality measures are reported to have a very high correlation with sub-
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Figure 10.8
Simulation setup.



jective tests. Their relation to the range of subjective test result values
(MOS) is close to being linear, and they are recommended as being
suitable for the evaluation of speech degraded by transmission errors in
real network environments such as bit errors and frame erasures. Only
EMBSD results are shown; however, the results using the MNB meas-
ure are virtually identical.

The simulation setup allows us to map a specific PCM signal input3

together with network model parameters to a speech quality measure.
While using a simple loss characterization for the wireless link, a large
number of loss patterns are generated by using different seeds for the
pseudo-random number generator (for the presented results, 300 patterns
are used for each simulated condition). This procedure takes into account
that the input signal is not homogenous (i.e., a packet loss burst within one
segment of the speech signal can have a largely different perceptual impact
than a loss burst of the same size within another segment).

Figure 10.9 shows results for the perceptual distortion (i.e., the user-
level quality), where the BER and the maximum possible number of
retransmissions (rmax) of a single packet are varied. Also, a scale is shown for
the corresponding MOS value for subjective tests ranging from 1 (unsatis-
factory quality) to 5 (excellent quality).

Judging from the vertical distance between the curve for rmax = 0 (no
retransmissions) and the curves for the ARQ schemes, it can be observed
that retransmissions generally can improve the perceptual quality signifi-
cantly. For rmax = 1, the performance of SPB ARQ is very similar to that of
the FULL ARQ scheme. By increasing rmax, the performance gap between
SPB ARQ and FULL ARQ for higher bit error rates increases. This gap,
however, must be seen in relation to the necessary number of retransmis-
sions to achieve the perceptual quality figures shown. Figure 10.10, there-
fore, gives the number of actual retransmissions normalized to the total
number of packets of a flow (100% would mean that the total number of
packets transmitted including retransmissions has doubled).

Here it can be seen that the number of retransmissions for SPB ARQ
for low bit error rates is similar to the FULL ARQ method. For an increas-
ing BER, however, the increase in the number of retransmissions is much
lower than with FULL ARQ. Also, when increasing rmax, the necessary
overall number of retransmissions for SPB ARQ is much lower than for the
FULL ARQ scheme.

Summarizing, it is suggested that for both ARQ schemes at least one
retransmission should be allowed for the higher priority packets. For SPB
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ARQ, rmax can be safely set to a value of 3 also for higher BER values (close
to 10–3). For such high bit error rates, this avoids the significant decrease in
perceptual quality (which occurs for low values of rmax with SPB ARQ) as
well as the explosion in the number of retransmissions (which occurs for
high values of rmax with FULL ARQ). Thus, SPB ARQ offers a reasonable
cost (additional processing to derive the packet priority, necessary
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Figure 10.9
Perceptual distortion
(EMBSD) of the
ARQ schemes.

Figure 10.10
Relative number of
retransmissions for the
ARQ schemes
(percentage).



retransmissions) versus quality trade-off, particularly for high bit error rates.
It should also be noted that a lower number of retransmissions reduces the
probability of congestion in the wireless network and improves the delay
performance by avoiding unnecessary retransmissions, which would block
the transmission of the next high-priority packet.

10.4.5 Conclusions

The impact of packet loss at different positions within a speech signal on the
perceived quality for the G.729 codec has been investigated. It has been
shown that the loss of voiced frames after an unvoiced/voiced transition
leads to a significant degradation of the speech quality, while the loss of
other frames is concealed rather well by the decoder’s concealment
algorithm.

Based on this result, a selective packet prioritization scheme (SPB-MARK)
has been developed that protects the packets that are essential to the speech
quality by marking them with a higher DiffServ priority, while relying on
the decoders concealment in case other low-priority packets are lost. The
priorities are applied at the wireless link layer to identify and retransmit only
these essential packets. This architectural separation allows the conveyance
of QoS requirements known only at the source to other QoS enforcement
entities in the network (in particular, a wireless last hop can thus apply simi-
lar error control mechanisms as the wireless first hop).

Simulations using a simple network model and subsequent evaluation
using objective speech quality measures show that even just a single possible
retransmission enhances significantly the perceptual quality in the presence
of bit errors. Particularly for higher BERs, the proposed selective ARQ
scheme (SPB ARQ) avoids a significant decrease in perceptual quality as
well as the explosion in the number of retransmissions (which occurs if
every packet is eligible for retransmission). Thus SPB ARQ offers a reason-
able cost versus quality trade-off.

Generally, the properties of the proposed system architecture can be
summarized as follows: by employing DiffServ as the layer 3 QoS interface,
it is possible to map per-flow and/or per-packet QoS requirements to dif-
ferent networking technologies with different QoS/MAC concepts. It
would, for example, be possible to use the layer 3 priority as an input to a
channel-state dependent packet scheduling algorithm to match application
with link characteristics. Thus, it can be said that an abstraction from specific
applications as well as specific link layers is possible. If VPN- or Internet-
wide DiffServ is available, the mapping can also be exploited in the fixed
network. Furthermore, it is possible to locally differentiate (at layer 3)
between flows of one mobile/access point using simple scheduling/queue
management mechanisms.
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Chapter 11

Delivering QoS in Mobile Ad Hoc IP
Networks
Gerben Kuijpers, Thomas Toftegaard Nielsen, and Ramjee Prasad

11.1 Introduction

An ad hoc network is a dynamic multihop wireless network that can be
established by a group of mobile nodes without the aid of any preexisting
network infrastructure or centralized administration. Although an ad hoc
network can operate independently of any fixed network infrastructure, it
can have access to the fixed network infrastructure via one or more wireless
access points.

The largest part of the current research on ad hoc networks deals with
mechanisms to provide connectivity between the different mobile nodes,
similar to how routing protocols in the fixed Internet provide connectivity.

IP forwarding in both ad hoc networks and the fixed Internet offers an
unreliable, connectionless network-layer service that is subject to packet
loss, reordering, and packet duplication. Because of the lack of any guaran-
tees, the traditional IP delivery model is often referred to as providing best-
effort service. While this service model works well for legacy Internet appli-
cations such as e-mail, remote access, and file sharing, for more demanding
applications, such as voice over IP, audio and video streaming, it will not
suffice. Each application has its own set of requirements on available band-
width (i.e., bit rate), packet loss, latency, and jitter. Thus, contrary to the
best-effort approach, the network will have to provide the appropriate serv-
ice to fit the application’s requirements. For those more demanding applica-
tions, the network needs to be able to provide some form of resource
assurance. Moreover, the network needs to treat packets of different appli-
cations in a different way. This is referred to as service differentiation. The
capability of providing resource assurance and service differentiation in a
network is often referred to as QoS.
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Since it is expected that more demanding applications will find their
way to ad hoc networks as well as to the fixed Internet, QoS mechanisms
need to be available for both. During the last decade much research has been
going on to provide QoS in the fixed Internet, while the same has only
recently started for ad hoc networks. Any solutions for providing QoS in ad
hoc networks that are connected to the fixed Internet must be able to coop-
erate with the QoS mechanisms in the Internet. This is illustrated in
Figure 11.1. The partial QoS mechanisms on the path between source and
destination need to cooperate to be able to provide end-to-end QoS for the
connection. Mapping of the ad hoc QoS mechanisms to the specific link
layers is an important QoS issue. However, link layer QoS and its interac-
tion with IP layer QoS is not within the scope of this chapter.

This chapter is meant as a tutorial on QoS support in IP-based ad hoc
networks. The remainder of the chapter is divided into four parts:

1. Section 11.2 introduces ad hoc networks, including ad hoc network
characteristics, routing protocols, and addressing issues.

2. Sections 11.3, and 11.4 deal with QoS issues in general and applied
to ad hoc networks, where:
• Section 11.3 introduces the general frameworks for QoS support,

also referred to as QoS models and their applicability to ad hoc net-
works.

• Section 11.4 deals with QoS signaling and the issues with signaling
in ad hoc networks.

3. Section 11.5 describes routing mechanisms that search for routes in
ad hoc networks according to certain QoS requirements, so-called
QoS routing mechanisms.
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Figure 11.1 Ad hoc network QoS as a part of the end-to-end QoS for ad hoc networks that are connected to the fixed
Internet infrastructure by means of an access point (AP). In order to provide end-to-end QoS on the path from node S to
node D, QoS at different levels of the network architecture is involved. The different partial QoS mechanisms need to co-
operate to provide end-to-end QoS.
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4. Section 11.6 and 11.7 conclude the chapter with a discussion on fu-
ture directions and a summary.

11.2 Mobile Ad Hoc Networks

A mobile ad hoc network consists of a number of mobile nodes that have
one or more wireless interfaces, possibly based on different technology. The
ad hoc network is an autonomous system of mobile nodes that can operate
independently of any fixed network infrastructure. The network may, how-
ever, be interconnected with the fixed Internet. Mobile nodes with multi-
ple wireless interfaces can interconnect the different wireless networks.
Similar to how IP interconnects different networks in the fixed Internet, it
can also provide connectivity in heterogeneous wireless ad hoc networks.
An example is shown in Figure 11.2, where WLAN and Bluetooth are used
as ad hoc wireless networks and UMTS is used as a wireless access network.

11.2.1 Mobile Ad Hoc Network Characteristics

The following characteristics are typical for ad hoc networks:

• Multiple wireless links: A path between a mobile node in the ad hoc net-
work and any other node typically consists of multiple wireless links.
Each link is highly bandwidth constrained and highly prone to errors.
Lower layer techniques such as forward error coding, interleaving, and
link-layer retransmissions can reduce the error rate of a wireless link,
but only at the cost of additional delay.
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Figure 11.2
Illustration of how IP
can provide end-to-end
connectivity in hetero-
geneous wireless net-
works using
Bluetooth, WLAN,
and UMTS. The
nodes with multiple
wireless interfaces in-
terconnect the different
link layer technologies
to one IP network.
The gateways provide
access to the fixed
Internet.



• Dynamic topology: Since each mobile node is free to move, the network
topology may change randomly. As a result, optimum paths between
mobile nodes can vary constantly, putting high demands on routing
protocols.

• Energy constrained operation: The mobile nodes typically rely on batter-
ies for their operation. Thus, conservation of energy is a very impor-
tant design issue in mobile ad hoc networks.

• Limited resources: In addition to limited battery power, smaller mobile
nodes, such as telephones, also have critical limitations concerning
processing power and memory capacity. As a consequence, the net-
work functionality implemented in those nodes needs to be as simple
as possible.

Due to the characteristics mentioned, it is not trivial to provide connec-
tivity between nodes in ad hoc networks, let alone provide QoS support.
The nodes can have different radio ranges, link capacity, and access tech-
niques. Moreover, the battery power, processing power, and memory
capacity of the mobile nodes can vary greatly.

11.2.2 Ad Hoc Routing Protocols

Routing protocols provide connectivity in IP networks. Numerous routing
protocols have been designed for ad hoc IP networks. They can be catego-
rized into proactive and reactive protocols. In the proactive approach, each
mobile node maintains a route to every other node in the ad hoc network at
any moment. The Optimized Link State Routing (OLSR) Protocol [1] is an
example of a proactive routing protocol. The reactive protocols set up
routes on-demand, at the moment packets have to be sent. An example of a
reactive routing protocol is Ad Hoc On-Demand Distance Vector (AODV)
routing protocol [2].

The main advantage of proactive routing protocols is that routes to
every node are instantly available, while reactive protocols introduce extra
delay since routes are discovered on demand. Reactive protocols, however,
are more efficient in their signaling than proactive protocols; this is espe-
cially true for lightly loaded networks. Which of the two approaches
performs best depends on the specific scenario with respect to traffic distri-
bution and node mobility.

Current ad hoc routing protocols focus on providing connectivity
between nodes in the network. Typically, shortest paths are found in terms
of the number of wireless hops. No QoS parameters, such as bandwidth,
delay, and delay jitter, are taken into account by those protocols.
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11.2.3 Addressing Issues and Mobility Management

In an IP-based ad hoc network that has no connections to external IP net-
works, each node needs a unique IP address, which serves as a node identi-
fier. Such addresses can be fixed for each node in, for example, private ad
hoc networks. All ad hoc routing protocols described in Section 11.2.2 pro-
vide per-node routes, so for those routing protocols it is sufficient that the
uniqueness of the IP address of the nodes is assured.

When the ad hoc network is connected through one or more gateways
to the fixed Internet, uniqueness of the IP addresses of the ad hoc network
nodes is not sufficient. The addressing architecture of the fixed Internet is
hierarchical, and an IP address functions both as an endpoint identifier and
as a routing directive. This is no problem in fixed networks, since the iden-
tity of a node maps to a fixed position in the network. Mobile nodes, how-
ever, will need a new, topologically correct IP address every time they
connect to a different network. This change of IP address will break any
TCP connections running between the mobile node and some other Inter-
net node. Moreover, the mobile node will not be reachable anymore for
any other node that sends packets to the previous IP address of the mobile
node.

Mobile IP [3, 4] solves this problem for a single mobile node, connected
via a single-hop wireless link, by using a two-tier addressing scheme (see
Figure 11.3). The mobile node has a permanent IP address, its home
address, and a temporary address, the topologically correct COA. An entity
in the home network of the mobile node, the home agent, takes care of the
mapping between the two addresses and the forwarding of packets to the
current location of the mobile node. Each time the mobile nodes moves to a
new network and gets a new COA, it registers this address with its home
agent. The message flow of Mobile IP is shown in Figure 11.3.

11.3 QoS Models

A QoS model specifies the architecture of a network with respect to what
services can be provided. It can also be referred to as the QoS framework,
describing how resource assurance and service differentiation are dealt with
in the network. This encompasses the different QoS aspects, such as QoS
signaling, QoS routing, and interaction with link layer QoS. QoS signaling
and QoS routing are the subject of Sections 11.4 and 11.5, respectively,
while interaction with link layer QoS is not within the scope of this chapter.
The separation between QoS signaling, QoS routing, and the QoS model is
based on [5].

The datagram model of the Internet is based on simplicity and the abil-
ity to adapt to changes in network topology, but it does not make any
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guarantees on the delivery of packets or on the service that those packets
receive in terms of delay, delay jitter, or cost. This is commonly referred to
as the best-effort service model. The best-effort model works well for most
of the early applications such as file transfer or e-mail. However, newer and
upcoming applications such as IP telephony, audio and video streaming, and
interactive multimedia applications require different, more stringent serv-
ices from the network. Therefore, two new architectures were developed
during the last decade in the Internet community: integrated services and
differentiated services. In the remainder of this section these two service
architectures will be described and their applicability to ad hoc networks
will be discussed. Finally, a service model that combines features from both
integrated services and differentiated services and is designed for ad hoc net-
works will be introduced.

11.3.1 Integrated Services

In the early 1990s the IETF started the integrated services (IntServ) working
group to standardize a new resource allocation architecture and new service
models for the Internet. The IntServ model that resulted from this work [6]
includes best-effort service, real-time service, and controlled link sharing.
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Figure 11.3 Mobile IP packet flows. The mobile node is assumed already to have registered
its current position with its home agent. Traffic destined for the mobile node is intercepted by the
home agent (1) and tunneled to the mobile node’s current location (2). The mobile node can di-
rectly send packets to the correspondent node (3). Optionally, the mobile node can update the
correspondent node about its COA, so consequent routing through the home agent can be
avoided (4).



The reference implementation framework for the IntServ model
includes four components: the packet scheduler, the classifier, the admission
control routine, and the reservation setup protocol. This is shown in
Figure 11.4. In the following clarification a flow is defined as a distinguish-
able stream of related packets that results from a single user activity and
requires the same QoS. The router function that creates different qualities of
service is called traffic control. Traffic control consists of three components:

• Packet scheduler: The packet scheduler manages the forwarding of dif-
ferent flows using a set of mechanisms like queues and timers. A part of
the scheduler is called the estimator, which measures outgoing flows
to develop statistics that control packet scheduling and admission con-
trol.

• Classifier: The classifier maps each incoming packet into some class. All
packets in the same class get the same treatment from the packet
scheduler. A class may correspond to a broad category of flows or may
hold only a single flow.

• Admission control: Admission control implements the decision algo-
rithm to determine whether a new flow can be granted to the re-
quested QoS without impacting earlier guarantees. Admission control
is invoked at each node to make a local accept/reject decision at the
time a host requests a service along some path. Admission control
should not be confused with policing, which is a packet-by-packet
function at the edge of the network to ensure that a host does not vio-
late its promised traffic characteristics. Policing is considered one of
the functions of the packet scheduler.

The final component of the IntServ implementation framework is the
reservation setup protocol. This protocol is necessary to create and maintain
the flow-specific state in the end-hosts and routers along the path of a flow,
according to the QoS demands of the specific flow. The most widely used
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Figure 11.4
Integrated services ar-
chitecture including a
packet scheduler, clas-
sifier, admission con-
trol routine, and a
reservation setup
protocol.



resource reservation signaling protocol today is the RSVP, which will be
discussed in more detail in Section 11.4.1.

11.3.2 Integrated Services in Ad Hoc Networks

This section discusses the applicability of the IntServ architecture in mobile
ad hoc networks, taking into account the characteristics described in Section
11.2.1.

11.3.2.1 Functionality

To be able to support integrated services, each router has to implement all
elements of the architecture: packet scheduler, classifier, admission control,
and RSVP. Nodes in an ad hoc network function as both host and router, so
each node will have to implement all integrated services functionality. This
results in large processing overhead for the mobile nodes, which is undesir-
able because of their limited resources concerning memory capacity, proc-
essing power, and battery lifetime.

11.3.2.2 Bandwidth Constraints

Bandwidth is always a scarce commodity in wireless communication sys-
tems, and hence, signaling overhead should be minimized wherever possi-
ble. This is in conflict with the per-flow reservation signaling of integrated
services in a network with dynamic topology. Frequent updates need to be
sent, made even worse by the probability of signaling packet loss because of
the relatively large error rates of wireless systems. Integrated services can also
reserve resources for aggregates of flows. The number of flows carried by
each link, however, will be limited due to bandwidth constraints.

11.3.2.3 Resource Reservation

In order for a mobile node to be able to determine whether or not to accept
a resource reservation for a particular flow, the node needs to know what
resources are still available. The link layers of some ad hoc networks with
multiaccess link layers do not provide any mechanisms to reserve resources.
When all nodes are within each other’s reach, this can be solved by a so-
called subnet bandwidth manager (SBM) [7]. The SBM manages the multiac-
cess link, and each node that wants to reserve bandwidth has to request this
from the SBM. In ad hoc networks this is more complicated. This is
explained in Figure 11.5. The SBM functionality will have to be imple-
mented in a distributed way, and nodes will have to reserve resources with
all SBMs that are in range. In the example of Figure 11.5, if nodes B and C
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implement distributed SBM functionality, the ad hoc network can be
covered.

11.3.2.4 IP Mobility Issues

In a situation where a mobile node moves between different access points
and uses Mobile IP to remain reachable and continue its communication
sessions, all traffic destined to the mobile node’s home address will be tun-
neled by the home agent to the current location of the mobile node. RSVP
uses an option in the IP header, the router alert option, to signal to RSVP-
enabled routers that a packet contains resource reservation information.
When packets from the home agent to the mobile node are tunneled, the
RSVP routers do not get this information and the path between the home
agent and the mobile node can only provide best-effort service.

11.3.2.5 Scalability

The per-flow reservation mechanism, together with the overhead of reser-
vation messages in a dynamic topology limit the scalability of integrated
services in ad hoc networks. In cases where applications have strict delay
constraints, however, QoS in ad hoc networks is probably only feasible
when the network is relatively small. In such a scenario, the scalability
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Figure 11.5 Shared resources in a wireless ad hoc network. Node B shares a multiaccess link
with node A and also shares a multiaccess link with node C, but node D is out of reach. How-
ever, the available bandwidth for the link from node B to node C depends also on the traffic sent
from D to C, since node C can receive traffic from both. One centralized SBM requires a node
that can reach all other nodes. In this example there is no such node. However, if node B and C
implement distributed SBM functionality, the network can be covered. When node B wants to
reserve resources on the link from B to C, it has to reserve bandwidth with its own SBM module
and with the SBM of node C.



problems of per-flow resource reservation of integrated services could be of
minor severity.

11.3.3 DiffServ

DiffServ [8] was developed as an alternative resource allocation scheme,
because by 1997 it was felt that IntServ was not ready for large-scale deploy-
ment, while the need for an enhanced service model had become more
urgent. The Internet community started the search for a simpler and more
scalable approach that could offer a better than best-effort service. A new
working group was established in the IETF with the goal to develop a
framework for allocating different levels of service in the Internet.

DiffServ provides service differentiation by dividing traffic into differ-
ent classes at the edge of a network by so-called boundary nodes. A bound-
ary node classifies each incoming packet into a certain traffic class that is
identified by a single DS code point (DSCP). The routers within the core of
the network—the interior nodes—forward packets according to a certain
per-hop behavior (PHB) that is associated with the DSCP (i.e., packets associ-
ated with one DSCP are prioritized over packets associated with another
DSCP). No state needs to be kept at each router, which allows for a large
number of flows without the scalability problems of IntServ. The DiffServ
network architecture is illustrated in Figure 11.6(a).

DiffServ does not make any per-flow reservations, but rather provides
QoS for aggregates of flows. Resources are assured through provisioning
and prioritization for traffic classes. Provisioning of resources for the differ-
ent traffic classes is based on SLAs between users and the network providers.
An important part of an SLA is the traffic conditioning agreement (TCA). The
TCA includes the parameters that describe the allowed traffic per class in
traffic profiles and policing actions in case the traffic profile is violated. Traf-
fic policing is used at the boundary nodes to ensure the traffic conforms to
the SLA. SLAs can be either static or dynamic and are typically determined
from long time scale traffic aggregate statistics.
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Figure 11.6
(a) Boundary nodes
and interior nodes in
DiffServ. (b) Bound-
ary node functionality,
including traffic classi-
fication and traffic po-
licing. Traffic policing
uses metering, mark-
ing, shaping, and
dropping.



Traffic policing is a crucial part of DiffServ. Otherwise, whenever too
much traffic is carried in a certain class, congestion will occur in that class,
seriously degrading the service quality. In Figure 11.6(b) the functionality of
a DiffServboundary node is shown, consisting of the following:

• Classifier: The classifier maps incoming packets into a certain traffic
class that is identified with a single DSCP.

• Meter: The meter measures the traffic flow and compares this to the
traffic profile in the SLA.

• Marker: The marker sets the appropriate DSCP for each packet. In case
the meter detects a violation of the traffic profile, re-marking of pack-
ets is an option.

• Shaper/Dropper: The shaper/dropper shapes or even drops the traffic if
the traffic profile is violated. A traffic shaper can, for example, be im-
plemented as a rate limiter.

11.3.4 DiffServ in Ad Hoc Networks

In this section the applicability of DiffServ in mobile ad hoc networks is
discussed.

11.3.4.1 Functionality

In a fixed DiffServ network, only nodes at the edges of that network need to
implement sophisticated classification, marking, policing, and shaping func-
tionality. Interior nodes in a fixed DiffServ network only need to imple-
ment PHBs. In an ad hoc network, however, the concept of interior nodes
and network edge has only limited meaning. Due to node mobility, the net-
work edge and interior nodes are dynamic. Moreover, each node in an ad
hoc network typically acts as a host and a router, originating as well as for-
warding traffic. Such nodes will have changing or even multiple roles in the
DiffServ framework. This is illustrated in Figure 11.7, where several traffic
flows are identified in an ad hoc network. As a result, each node will need to
implement complete DiffServ functionality.

11.3.4.2 Class-Based Resource Allocation

In ad hoc networks, with its limited bandwidth, congestion can easily occur.
It is thus very important to allocate resources in an efficient way. In fixed
networks the allocation of resources to different service classes is based on
SLAs that, for example, can be derived from statistics on traffic aggregates
over a relatively long time scale. With a dynamically changing network
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topology, the SLA and, more specifically, the traffic profiles need to be
dynamically negotiated. This is not an easy task and may be rather ineffi-
cient, especially when node mobility is high.

Resource allocation is even more complicated in ad hoc networks based
on multiple access technology, where each individual node can have diffi-
culties in determining what resources are available, since the resources are
shared. The problem of determining what resources are available when
multiple nodes share one link was discussed in more detail in Section
11.3.2.3.

11.3.4.3 Bandwidth-Constrained Operation

QoS signaling in DiffServ is limited to the DS code point set in each packet.
The DS code point introduces no extra overhead, since existing IP header
fields are used for this purpose. This is an advantage for a bandwidth-
constrained environment such as a mobile ad hoc network. However, for
DiffServ to function in ad hoc networks, dynamic traffic profile negotiation
is necessary, which will most probably result in large signaling overhead.

11.3.4.4 IP Mobility Issues

The QoS mechanism provided by DiffServ does not keep per-flow state.
The DS code point alone determines packet-forwarding prioritization, not
any flow descriptor such as an IP address. When nodes change IP address,
because they connect from the ad hoc network to the Internet through a
different gateway, this will have no influence on the DiffServ prioritized
forwarding. Changing IP addresses might, however, complicate the
dynamic traffic profile negotiation.

11.3.4.5 Scalability

The two main advantages that differentiated services has over integrated
services in fixed networks are better scalability and less signaling overhead.
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Figure 11.7
Dynamic roles of Diff-
Serv nodes in an ad
hoc network. Nodes 2
and 3 both originate
and forward packets
and thus act as interior
and boundary nodes at
the same time.
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Both advantages are not valid in ad hoc networks. First, all nodes in a Diff-
Serv network will have to implement complete DiffServ functionality. Fur-
thermore, it is unclear how much lower the signaling overhead is for
DiffServ in ad hoc networks, since it is necessary to do dynamic traffic pro-
file negotiation.

11.3.5 A Flexible QoS Model for Mobile Ad Hoc Networks

A flexible QoS model for mobile ad hoc networks (FQMM) is proposed in [9].
FQMM considers the characteristics of mobile ad hoc networks and com-
bines the per-flow service granularity of IntServ with the service differentia-
tion of DiffServ.

Distinction is made between three types of nodes: ingress, interior, and
egress nodes. FQMM defines an ingress node as the node that originates
packets, interior nodes as the nodes that forward packets for other nodes,
and egress nodes as the node for which the packets are destined. Note that
each node can have multiple roles at the same time, and these roles change
dynamically based on the nodes movement with respect to the network and
the traffic characteristics (see Figure 11.7).

The allocation of resources in FQMM is done using a hybrid scheme of
per-flow allocation as in IntServ and per-class allocation as in DiffServ.
Per-flow classification is only done for traffic of highest priority, while the
rest of the traffic gets per-class treatment. By applying per-flow granularity
to only a small portion of the traffic, the scalability issues of IntServ can be
avoided. FQMM uses relative and adaptive traffic profiles. Since the effec-
tive bandwidth of a link between two nodes in an ad hoc network is time
varying, the traffic profile for each class is defined in terms of a relative part
of the available bandwidth. The adaptivity of the traffic profile means that
the parameters describing the aggregate traffic are adjusted for the current
link capacity. Traffic conditioners are placed at the ingress nodes that are
responsible for re-marking, shaping, or discarding packets according to the
traffic profile.

FQMM combines some of the advantages of both DiffServ and IntServ
and at the same time partially gets rid of some of the disadvantages. Several
issues remain, however. It is not clear what part of the traffic can receive
per-flow treatment and how to enforce this. Furthermore, the issue of
dynamic traffic profile negotiation is not addressed. Nodes also need to
implement complete IntServ and DiffServ functionality, using up a lot of
valuable resources. Although it is not mentioned in [9], FQMM can be
expected to cooperate rather easily with QoS mechanisms in the fixed
Internet, since it is based on both IntServ and DiffServ. This is a clear advan-
tage for ad hoc networks that are connected to the Internet through access
points.
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11.4 QoS Signaling

QoS signaling deals with communicating control data for QoS mechanisms
through the network. This includes requests for resource reservation and
release of those resources as well as messages for setting up and tearing down
flow specific paths. QoS signaling systems can be divided into in-band sig-
naling and out-of-band signaling. In in-band signaling the control informa-
tion is carried together with the data packets, while out-of-band signaling
uses separate control packets for this purpose. In the remainder of this sec-
tion two signaling protocols will be described: RSVP, which is the de facto
standard resource reservation protocol used for IntServ, and INSIGNIA,
which is a signaling protocol that is specially designed for use in ad hoc
networks.

11.4.1 RSVP

The most widely used resource reservation signaling protocol today is the
RSVP [10]. RSVP is used by a host to request specific qualities of service
from the network for particular flows and by routers to deliver these QoS
requests to all nodes along the path. Resources are requested for unidirec-
tional flows (i.e., only reservations are made in one direction. RSVP identi-
fies a communication session by the combination of destination IP address,
transport layer protocol type, and destination port number). The main mes-
sages used by RSVP are the PATH and RESV messages. In Figure 11.8(a),
the use of the PATH and RESV messages to reserve resources is explained.

The reservation states in RSVP are kept as soft state [10], which have
to be updated regularly by periodical retransmissions of the PATH and
RESV messages. RSVP provides additional messages for explicit deletion of
QoS state.

11.4.1.1 RSVP in a Dynamic Topology

First consider a scenario where the mobile nodes in the ad hoc network
remain connected to the same access point for connections with the Inter-
net, while each mobile node is free to move within the ad hoc network. In
this situation the IP addresses of the mobile nodes do not need to change.
However, paths between sender and receiver can constantly change, and
thus, resources on different paths need to be reserved. To cope with the
changing topology, the PATH and RESV messages of RSVP have to be
refreshed at least as often as the rate of change of the topology. Although the
reservation state kept in each mobile node times out after a certain time, the
time-out value is typically set to several times the refresh rate of PATH and
RESV messages, to cope with possible loss of one of those messages. For a
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highly dynamic ad hoc network this will result in a waste of resources
because of stale resource reservations. This is illustrated in Figure 11.8(b).
However, RSVP includes messages for explicit deletion of QoS state that
can be initiated both towards the sender and receiver. In a highly dynamic
ad hoc network this additional signaling is necessary to prevent large num-
bers of outdated reservations. Unfortunately, the mobile node might already
be out of range, making it impossible to send such a QoS deletion message.

When a mobile node moves between different access points and uses
Mobile IP to remain reachable, no reservations can be made on the path
between the home agent and the mobile node, as was explained in Section
11.3.2.4. Thus, on that path only best-effort service can be provided.

In short, the applicability of RSVP in ad hoc networks is limited. Since
the refresh period of the resource reservations needs to be of the same order
as the rate of change of the network topology, the overhead of RSVP in
highly dynamic networks is considerable. Moreover, when RSVP is used
together with Mobile IP, no reservations can be made on the path between
home agent and mobile node.

11.4.2 INSIGNIA Signaling

The INSIGNIA signaling system [11] is designed with the characteristics of
mobile ad hoc networks in mind. The signaling is kept lightweight, mini-
mizing the bandwidth used and is capable of reacting quickly to the network
dynamics such as node mobility and wireless link quality. Like RSVP,
INSIGNIA provides per-flow resource reservation management; however,
contrary to RSVP, INSIGNIA uses in-band signaling. Signaling is included
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Figure 11.8 (a) RSVP message flow. The sender transmits a PATH message containing a
description of the data flow. Each router that receives the PATH message installs reverse routing
state. The receiver responds with a RESV message. The role of the RESV message is to carry a
reservation request to the routers along the reverse path, which apply admission control to the re-
quests, and, if accepted, the parameters of the scheduler are set according to the reservation speci-
fication. (b) Stale reservations after topology change. A route with reserved resources is available
between the sender and receiver. After the receiver moves, it is only reachable via another path.
New resources are reserved along this new path, but the old reservation is not timed out yet,
thus network resources are wasted, as the old reservation is unused.



in an IP option (INSIGNIA option) in the IP packet header that is used for
flow reservation, restoration, and adaptation mechanisms. INSIGNIA dis-
tinguishes between routing, forwarding, and resource reservation. Any ad
hoc routing protocol can be combined with INSIGNIA signaling.

A source node that wants to make a flow reservation sets a bit in the
INSIGNIA option (reservation mode bit) and sends the packet to the desti-
nation. The intermediate nodes check whether or not the reservation can be
accepted. If the request can be accepted, resources are committed and subse-
quent packets receive the appropriate treatment. Contrary to RSVP, if the
reservation is denied, no rejection is sent back to the source, but packets
receive best-effort service from this node and subsequent nodes. When the
destination node receives the reservation request, it replies to the source
with a so-called QoS report, specifying the status of the flow reservation.

Reservations made at the intermediate nodes are kept as soft state, so
reservations are automatically removed when a flow travels along a different
path. The soft state timers are refreshed each time a packet associated with
the appropriate flow is forwarded.

The destination node actively monitors the quality of the flows and can
take action to adapt flows under certain observed conditions. This is based
on a certain adaptation policy that can be different for each application that
is running between source and destination. Through QoS reports, the desti-
nation node can ask the source node to adapt the reservation for the flow
(e.g., in case the observed quality of the flow is low, due to a highly loaded
network).

The INSIGNIA signaling system is promising for ad hoc networks. It
reduces signaling overhead significantly and provides mechanisms to adapt
quickly to changes in network topology. A possible concern is the flow state
that needs to be kept in the mobile nodes. For large ad hoc networks this
might be a scalability problem. Furthermore, no interaction with IntServ
and DiffServ is specified, which is of major importance when a QoS con-
nection needs to be established between a node in the ad hoc network and a
node somewhere else on the Internet.

11.5 QoS Routing

Routing protocols for the fixed Internet and the routing protocols described
in Section 11.2 of this chapter determine routes based on the destination and
typically a simple link metric such as the number of hops. QoS routing pro-
tocols search for paths from source to destination that meet certain end-to-
end QoS requirements, such as delay, delay jitter, bandwidth, or a certain
combination of metrics. QoS routing does not reserve resources; QoS sig-
naling and resource management do this.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

218 DELIVERING QOS IN MOBILE AD HOC IP NETWORKS



In [12] QoS metrics are divided into concave and additive metrics by
the following definition. Let m(i, j) be a QoS metric for a certain link (i, j).
For a path P = (s, i, j, … , k, t), the metric m(P) of the total path P is concave
if

m P m s i m i j m k t( ) min{ ( , ), ( , ),..., ( , )}= (11.1)

The metric m(P) of the total path is additive if

m P m s i m i j m k t( ) min{ ( , ) ( , ) ... ( , )}= + + + (11.2)

An example of a concave metric is bandwidth—that is, a certain bandwidth
is required on each link along a path. Delay and delay jitter are examples of
additive metrics.

The dynamic nature of the nodes in an ad hoc network makes it difficult
to maintain the precise link state information that is needed for QoS rout-
ing. Furthermore, many wireless link layers are based on a multiple access
medium, which complicates the link state determination of each individual
node. Another issue is the short end-to-end path lifetime. When QoS rout-
ing has found a suitable path, fulfilling the QoS constraints, node mobility
and wireless link degradation may quickly make this path insufficient and an
alternative path has to be found. Finally, QoS routing requires all nodes to
disseminate rather detailed link state information throughout the network.

Many QoS routing mechanisms have been proposed for the fixed Inter-
net [13]. Despite the difficulties of providing QoS routing in mobile ad hoc
networks, several solutions have been proposed that will be introduced in
this remainder of this section.

11.5.1 Core-Extraction Distributed Ad Hoc Routing

The core-extraction distributed ad hoc routing algorithm (CEDAR) is described in
[14] and provides QoS routing that can adapt to the dynamics of ad hoc net-
works. The three main components of CEDAR are (1) core extraction, (2)
link state propagation, and (3) route computation. CEDAR provides QoS
route computation based on a minimum bandwidth requirement.

11.5.1.1 Core Extraction

QoS routing requires the nodes of a network to flood local link state
throughout the network. In a dynamically changing network, frequent
updates are necessary, which introduces a lot of signaling overhead. Moreo-
ver, [14] states that flooding in ad hoc networks is highly lossy, making it
undesirable that all nodes participate in route computation. Therefore,
CEDAR selects a subset of the nodes of the ad hoc network as core nodes,
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which form the core of the network. The core set is an approximation of a
minimum dominating set (MDS) that is the minimum set of a dominating set
(DS) of the network. A dominating set of a network is a set of nodes, DS,
such that every node in the network is either in DS or is a neighbor of a
node in DS. CEDAR uses a distributed algorithm to select core nodes,
which can quickly react to node mobility. A node D that is selected to be
part of the DS by a certain node S is called the dominator, dom(S) of node S.
In Figure 11.9 an example of a selected core in CEDAR is shown.

Only the nodes that are part of the core set compute routes, both for
themselves and on behalf of neighboring nodes that are not part of the
core set.

11.5.1.2 Link State Propagation

The core nodes use whatever link state information they have about the
network for QoS route calculation. One extreme could be to only store
local topology information in each core node. This will result in a rather
poor routing algorithm [14], but is has very low overhead for dynamic net-
works. At the other extreme, the entire link state of the ad hoc network
could be stored at each core node. Using all the link state information opti-
mal routes could be computed, at the cost of considerable overhead and the
risk of finding stale routes based on outdated link state information when the
network is highly dynamic. CEDAR requires the core node to have up-
to-date information about its local topology and also maintain link state of
stable high-bandwidth links further away in the network. This ensures
adaptability in highly dynamic networks and approaches optimal route
computation in highly stable networks.

The goal of stability and bandwidth based link-state propagation is
achieved by CEDAR using so-called increase and decrease waves. An
increase wave propagates an increase of bandwidth, and a decrease wave
propagates a decrease of bandwidth on a certain link. Waves are generated
whenever the available bandwidth changes by a threshold value with respect
to the last time a wave was generated. The maximum distance (in terms of
number of hops) a wave can travel is a function of the available bandwidth of
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Figure 11.9
Example of a
CEDAR core set;
black nodes are part of
the core.



the link. Moreover, increase waves are slowly forwarded through the
network while decrease waves are forwarded fast. As a consequence, for
unstable links, the increase waves are quickly killed by decrease waves, pre-
venting unstable link state to spread through the network.

11.5.1.3 Route Computation

The QoS route computation used in CEDAR is an on-demand routing
algorithm. When a source node S wants to establish a connection to a desti-
nation node D, with a required bandwidth B, it sends the triplet S,D,B to its
dominator node dom(S). If dom(S) can compute a route that complies with
the bandwidth requirement using its local state, it replies directly to S. Oth-
erwise, if dom(S) has a core path to dom(D) it continues with the QoS route
establishment phase. If dom(S) does not know the location of node D, it
starts a core broadcast to discover D and dom(D), and simultaneously estab-
lishes a core path to dom(D).

After the core path establishment, dom(S) knows dom(D) and the core
path from dom(S) to dom(D). This core path provides a good directional
guideline for possible QoS paths. Dom(S) has partial knowledge of the ad
hoc network topology, which consists of up-to-date local topology and
some possibly out-of-date information about remote links (obtained from
increase/decrease waves). Dom(S) uses the local topology to find a path from
the source node S to the furthest possible core node, say dom(T), that is on
the core path from dom(S) to dom(D) that can provide at least the requested
bandwidth B. Among all possible paths, the shortest-widest path (least
number of hops, largest available bandwidth) is picked. Dom(S) now for-
wards the connection request of node S to dom(T) and dom(T) starts QoS
route computation using its own local state. Eventually, either a suitable
path to destination node D is found, or the local path calculation will fail to
provide a path with the requested QoS. In case of success, the concatenation
of the partial paths calculated by the core nodes provides the end-to-end
QoS path.

11.5.2 Ticket-Based Probing

In [12] a multipath distributed QoS routing scheme is proposed, called
ticket-based probing. The QoS routing is done based on a per-connection
basis; therefore, routing overhead is a major concern. Nodes are assumed to
keep up-to-date state information of all local links. This state includes delay,
unused bandwidth, and cost, which can be simply one (as a hop count) or a
function of the link utilization. Furthermore, nodes are assumed to maintain
end-to-end state information for every possible destination in terms of
end-to-end delay, maximum bandwidth, and cost. This information is
updated periodically by a distance vector protocol for ad hoc networks (see,
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for example, [2]) and is inherently imprecise in an ad hoc network, since the
network state and topology are dynamic.

In ticket-based probing (TBP) a ticket represents the permission of search-
ing one path. When a QoS route needs to be determined, a source node S
issues a number of tickets based on the available link state information. More
tickets are issued for connections with tighter QoS requirements. Probes
(routing messages) are sent from the source towards the destination to search
for a path that satisfies the QoS requirements. Each probe is required to
carry at least one ticket. An intermediate node receiving a probe with more
than one ticket is allowed to split the probe into multiple ones, each for-
warded on a different subpath. In the splitting process, the more residual
bandwidth a link has, the more tickets are assigned to the probe that is for-
warded on that link. When the destination node receives a probe message, a
possible path is found. The routing process is terminated when all probes
have either reached the destination node or have been invalidated by the
intermediate nodes (because the QoS requirements could not be fulfilled).
To detect the invalidated probes, TBP requires those tickets to be for-
warded to the destination, so eventually all tickets will arrive at the destina-
tion, excluding tickets that are lost due to the network dynamics. If only
invalidated tickets arrive at the destination, a message is sent back to the
source with a rejection of the QoS request. If multiple probes with a valid
ticket are received, the probe with the least cost is selected as the primary
path, while the others are the secondary paths. A probe stores the path in the
probe itself while it travels through the network. A confirmation message is
sent back to the source using the route stored in the probe that is resulted in
the main path, reserving resources on its way. In Figure 11.10 an example
(from [12]) of TBP is shown.

The TBP mechanism is a general QoS routing scheme, which can
handle different QoS constraints. In [12] its application to both delay-
constrained routing and bandwidth-constrained routing are explained in
detail. TBP specifies several techniques to maintain the established path in
the dynamic network environment: rerouting, path redundancy, and path
repairing. TBP can provide multiple QoS paths, without flooding the net-
work. For ad hoc networks that connect to the Internet, however, interac-
tion with, for example, IntServ and DiffServ will have to be specified, in
order to provide end-to-end QoS.

11.6 Future Directions

It is expected that a wide variety of wireless devices will be able to partici-
pate in mobile ad hoc networking in the near future. This, combined with
the increasing demand for Internet connectivity for more and more devices,
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means that future QoS mechanisms in ad hoc networks will have to include
interaction with QoS mechanisms of the fixed Internet, such as IntServ and
DiffServ. Only then, end-to-end QoS can be provided for ad hoc network
nodes that connect to nodes outside the ad hoc network.

Results from research on routing protocols for ad hoc networks point
out that the performance of a routing protocol heavily depends on the sce-
nario that is considered. The degree of node mobility, traffic distributions,
and link-layer capabilities influence the performance. In cases with high
mobility and a lot of traffic flows, proactive protocols perform better, while
for lightly loaded networks and a small number of traffic flows reactive pro-
tocols are preferable. A routing protocol that would perform well in all
situations should adapt itself to the mobility and traffic conditions. This can
also be applied to QoS provisioning. The CEDAR approach applies this to a
certain extent, adapting the link state exchange to the node mobility. Future
QoS mechanisms should be highly adaptable to a range of parameters such as
node mobility, traffic conditions, wireless radio range, battery lifetime,
and cost.

Depending on the number of nodes in the ad hoc network, a per-flow
QoS treatment could gradually change to a per-class treatment. Moreover,
the amount of QoS signaling can be adjusted to the current traffic and the
node mobility, making a trade-off between signaling overhead and reserva-
tion time-outs. When a wide range of wireless devices are capable of partici-
pating in mobile ad hoc networking, it is very important that those devices
can negotiate QoS parameters and set up QoS connections to each other
and through each other to other nodes and networks. Since the devices can
belong to different administrative domains and have a wide variability in
capacities, general QoS mechanisms for ad hoc networks based on such
nodes must be highly adaptive.
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Figure 11.10 Example of TBP. The number in the parentheses is the number of tickets a
probe carries. Two probes are sent from source node S, p1 and p2. At node 2, the probe is split
into two, p3 and p4, each carrying one ticket. Since the source issued three tickets, at most three
probes are active at a time and at most three paths to the destination node D are searched. Here
these paths are: {S, 1, D}, {S, 2, D}, and {S, 2, 3, D}.



Recently, the IETF has started work on how to signal QoS to be able to
provide end-to-end QoS, with a focus on interworking between domains
in which different QoS solutions are deployed. This work is done in the
newly formed Next Steps in Signaling (NSIS) working group. Both wired
and wireless networks will be considered, as well as the coexistence of QoS
signaling and mobile IP. At this stage it is not possible to say whether future
results of this working group can be directly used in ad hoc networks, but
the results will have impact on QoS mechanisms in ad hoc networks that are
connected to the Internet.

11.7 Summary
Providing QoS in mobile ad hoc networks is far from a trivial task. In this
chapter it was made clear what problems occur when directly trying to apply
QoS mechanisms from the fixed Internet, IntServ and DiffServ, to ad hoc
networks. Different proposals from the literature for QoS support in ad hoc
networks were described. FQMM, a QoS model that was designed for ad
hoc networks, combines the per-flow granularity of IntServ with the service
differentiation of DiffServ. Moreover, INSIGNIA, a QoS signaling mecha-
nism for ad hoc networks was described, which solves several of the prob-
lems with RSVP signaling in such environments. Finally, two proposals for
QoS routing in ad hoc networks, CEDAR and TBP, were described.
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Chapter 12

Radio Access Control in Wireless
IP Networks
Vinh Phan-Van and Savo Glisic

12.1 Introduction

Recently, a variety of emerging technologies and protocol enhancements
has been investigated and designed for providing IP-based multimedia serv-
ices to mobile users. These research and standardization efforts are summa-
rized in Chapter 4 and in [1, 2]. Evolutions of today’s cellular mobile
communications and currently developed 3G systems, such as UMTS, are
believed to be the most significant segments of future wireless IP networks
for reliable mobile access and operations. The radios of those cellular sys-
tems are likely to remain unchanged or to have only minor modifications
because of the economic reasons. We have witnessed the radio spectrum
auctions for UMTS in Europe reaching hundreds of billion of Euro. This
sum, added to the costs of building new networks, certainly has significant
impacts on future network operations, service extensions, and service
charges. The “anytime, anywhere” theme and “fairness” among users might
be compromised with service level agreements based on subscriber and net-
work profile characteristics. Future network operators need to have an in-
hand tool to manage their network operation and performance more or less
similarly to an airline’s customer-service system where passengers are cate-
gorized into classes receiving different quality of service on any required
routes, but all sharing expensive limited space of planes. Thus, for practical
deployment of future multimedia wireless networks, there is a need for effi-
cient radio resource management that allows optimizing spectrum effi-
ciency and customizing various user and network profiles for network
operation, while satisfying QoS requirements for a variety of user appli-
cations and demands. The key in providing QoS for the users while effi-
ciently sharing scarce radio resources to optimize grade of service (GoS) for
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the networks is the access control at the air-interface acting as ticket-selling
and check-in processes of the airline’s service system. The access control
herein includes call admission control (CAC) for the real-time (RT)
connection-oriented service domain and packet access control (PAC) for the
non-real-time connectionless service domain. These mechanisms must be
simple and flexible in order to guarantee fast response to multiple and
diverse QoS requests from mobile users in multimedia wireless IP networks.
GoS definition is often associated with call-blocking and call-dropping or
handoff-failure probabilities of the real-time traffic, which is given in detail
later.

In this chapter, we address some challenges and some practical solutions
of CAC and PAC for the need of future network operators, and provide an
accurate and traceable analytical method for evaluating, dimensioning, and
optimizing teletraffic performance of multimedia wireless systems. Section
12.2 presents a short overview of the radio access control problem under the
RRM framework [3] for wireless IP networks. Section 12.3 presents a com-
parative study of CAC policies and QoS differentiation paradigms for the
connection-oriented service domain. The focus is on the uplink (UL) of cel-
lular networks, although the analogy can be applied for the downlink (DL)
and other access networks as well. The highlight of this section is the intro-
duction of soft-decision CAC (SCAC) for interference-limited environ-
ments, such as spread-spectrum CDMA radio access. The idea behind
SCAC is to exploit UL interference distributions to compensate for fluctua-
tions of the local-average signal-per-interference-plus-noise ratio (SINR) domi-
nating QoS while expanding the call-admissible region to maximize the
system capacity. This method requires neither complex measurements nor
mutual exchange of information between adjacent cells about states of the
network. Therefore, SCAC is especially applicable in wireless IP networks,
consisting of number of segments and domains where simplicity and scal-
ability requirements favor such localized or distributed RRM. Section 12.4
deals with PAC for connectionless service domain. The challenge is how to
control non-real-time packet radio access in UL so that it can adapt to the
remaining capacity left by the real-time traffic with optimal throughput-
delay trade-offs. First, a precise dimensioning of available UL resources for
packet radio access is presented based on asymptotic and quasi-stationary
analysis of real-time traffic load. Then, average upper-limit UL data
throughput for different bit rates and packet-lengths are estimated that can
be used for the design of optimal PAC schemes. Dynamic feedback infor-
mation–based multiple access (DFIMA) schemes are introduced, which
have potential in providing differentiated QoS for non-real-time data users.
Such PAC schemes are increasingly important for the efficiency of radio
resource utilization (RRU) in serving mobile messaging services that have
been taking the consumer market by storm recently. Throughout Sections
12.3 and 12.4, numerous modeling and implementation issues are
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addressed. The performance characteristics, including call-blocking,
handoff-failure, and QoS-loss probabilities, as well as GoS and UL data
throughput, are derived so that they can be used extensively for network
dimensioning and planning frameworks. Section 12.5 provides some con-
cluding remarks and future directions.

12.2 Overview of the Radio Access Control Problem

This section gives an overview of the radio access control problem, focusing
on cellular segments of the wireless IP networks, where limited and
extremely expensive radio resources are the bottleneck of the system
capacity.

12.2.1 Service Models

The increasing bit rates supported in 3G radios together with the increasing
processing power of mobile terminals gives opportunities for introducing
various real-time and interactive multimedia applications and services to
mobile users. Towards a seamless convergence of fixed and mobile services
and a coexisting of voice/video and elastics applications like file transfer or
Web browsing over common IP-based platform, it is important to have a
robust QoS classification that is capable of providing a fine QoS resolution.
In IP-based networks, different applications have different requirements
concerning delay-tolerant and error-tolerant characteristics. For example,
voice applications can tolerate low packet delay and moderate BER, while
the opposite is the case for messaging services. However, it can be expected
that QoS parameters of wireless users are more complicated than that of
wired users for the same application due to restrictions and limitations of the
air-interface. The delay that a packet experiences during its delivery in the
network is one of the most important QoS parameters for both wired and
wireless packet access. The BER parameter is very important for wireless
environments, which is often used as the performance measure of a wireless
link. Other QoS parameters can be, for example, minimum-guaranteed bit
rate, maximum bit rate, maximum packet size, delay variation, and so forth.
There are several standardized QoS classifications, for example, from 3GPP
and ETSI for UMTS [4, 5], or from IETF for integrated and differentiated
IP service models [6, 7]. These can be unified considering two main service
classes: real-time and non-real-time. Each can further be divided into sub-
classes depending on QoS parameters (i.e., packet delay and BER require-
ments). For example, [4, 5] define four QoS classes: conversational or class
A, streaming or class B, interactive or class C, and background or class D.
The first two classes correspond to real-time connection-oriented services
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with strict delay or delay-variation constraints, for example, 20- to 50-ms
packet delay for class A and 1-ms delay variation for class B. The last two
classes are for non-real-time connectionless services, where bounded delay
constraint is applied for class C (e.g., utmost 1s), and low BER is required
for class D (e.g., at least 10–8).

Providing multimedia services to mobile users in IP-based packet radio
access environments faces many challenges due to restrictions (e.g., power
constraints), limitations (e.g., bandwidth), and high uncertainty (e.g., fading
impacts) of radio channels. The access control mechanisms at the air-
interface including CAC and PAC are responsible for making use of avail-
able radio resources under those conditions in such a way that users can be
satisfied with provided services and optimal system capacity and perform-
ance can be achieved. By translating QoS parameters and user profile char-
acteristics into required radio resource consumption and serving priority,
together with keeping track on available radio resources, access control
mechanisms can make proper decision upon reception of QoS requests.
The access control problem is formulated in the following section.

12.2.2 Problem Formulation

In general, an optimum use of frequency-reuse patterns and propagation
path-loss characteristics for minimizing the carrier-to-interference ratio
(hence increasing the utility of radio spectrum) is the most restraining factor
on overall capacity and performance of cellular systems. Let us consider a
cellular system as a segment of wireless IP networks that consists of Nb cellular
access points (CAPs) or base stations. There are Nc waveforms (or channels)
available; Nm possible packet transmission modes, each corresponding to a
different bit rate; and Nu active users in the system. Let B = {1, 2, …, Nb}; C
= {1, 2, …, Nc}; M = {1, 2, …, Nm}; and U = {1, 2, …, Nu}. In order to
establish a radio link for any communication services in UL direction, for
instance, each active terminal ui ∈U needs to be assigned to a serving CAP
b ∈B, suitable waveform or channel(s) ci ∈C, a mode mi∈M, and transmitter
power Ptx,i. This resource assignment is restricted by limitations of available
waveforms or channels in C, transmitter power Ptx,i together with tolerable
interference level of CAP, and allowable modes in M. The main tasks of
RRM are to allocate and maintain adequate radio resources for all active
radio connections in the system so that the required QoS of mobile users
moving around service area can be met once they are admitted into the sys-
tem. This means that SINR, dominating the quality of radio link, has to be
kept above a target level depending on transmission mode. Thus, the fol-
lowing inequality must hold for the radio connection between user ui and
serving CAP b using waveform ci [3]:
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where γi and γi_target denote the actual and target SINR of ui connection,
respectively; Gb,i is the path-loss between ui transmitter and b receiver for all
ui∈U; θi,n denotes the cross-correlation between waveform ci and cn for all
active users; and N0b is the thermal noise power received at b.

As the number of users and demands for services increase, the number
of available waveforms or channels will become insufficient to support QoS
requests of all users complying with (12.1). The access control provides the
means to access the resources of each cell efficiently and assign the available
resources to achieve the highest spectrum efficiency. The access-control
strategies can be classified into static, dynamic, and flexible classes. In the
static class, the resource allocation is often based on a priori knowledge of
available network resources and resource consumption of users for
requested services. This is mainly done during the planning stage (e.g., with
assigning a set of channels to each cell permanently according to
frequency-reuse pattern, then letting the user borrow one or several chan-
nels from that set for its requested services). The design for static access con-
trol is often simple and distributed, but it has to take into account the
worst-case scenarios of network and channel conditions, as well as resource
consumption in order to guarantee the required QoS. In the dynamic class,
the resource allocation is supposed to make use of available resources fully.
There is no need for planning frequency-reuse pattern. The design in most
cases relies on complicated on-line measurements and excessive signaling to
keep track of changes of network conditions and user resource consumption
for accommodating as many service requests as possible. In practice, adopted
access-control strategies often combine aspects of both static and dynamic
ones, forming the flexible class. For example, radio resources can be allo-
cated in the static manner up to a certain level, the rest is utilized in the
dynamic manner; or a flexible access-control strategy can be based on both
static modeling and dynamic measurements of resource and traffic statistics.

12.3 CAC

CAC denotes a decision process for accepting or rejecting a new connection
depending on available radio resources for required QoS, traffic and user
profile characteristics, and effects on existing calls imposed by new call.
CAC is commonly used in wireless personal communication networks as an
effective method to manage the radio resources adapting to traffic and chan-
nel variations.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

12.3 CAC 231



12.3.1 Overview

Real-time connection-oriented multimedia services including voice and
video calls are expected to represent a major contribution to traffic load of
wireless IP networks. Success of these services depends on the network
capabilities in providing differentiated QoS to meet a wide range of cus-
tomer demands. CAC policies are vital for the two-fold objective: (1) to
deliver the required QoS and (2) to provide operators with freedom in con-
trolling payload and group behavior of traffic classes regarding required
services as well as subscriber potential classes for optimizing network utility
and revenues. CAC policies are often divided into two categories: static or
dynamic. From the implementation point of view, these can be further
divided into modeling based or measurement based, centralized or distrib-
uted, and interactive or noninteractive policies. As argued in the access-
control classification in Section 12.2, however, there should be also a flexi-
ble class for practical implementations of CAC.

In static CAC systems, a call request is accepted only when sufficient
resources are available to meet its required QoS and to maintain the QoS of
ongoing calls. RRM entity must decide which resource combinations can
be accepted into the network. In orthogonal FDMA/TDMA cellular sys-
tems, fixed channel assignment–based CAC policies [3] are often adopted
because of the simplicity and the capacity maximization in line with a fixed
threshold of the number of channels (cell-capacity). In interference-limited
CDMA cellular systems, such a fixed threshold is hard to determine effi-
ciently because qualitative and quantitative features of CDMA systems
appear to be heavily intertwined and mutually supportive.

In dynamic CAC systems, a call request can be rejected even if a set of
new calls meets their QoS requirements. On the other hand, a new call can
be accepted into the network even if the instantaneous QoS may be vio-
lated, but when averaged over states, the service quality is met. Therefore,
the network utility can be increased, and various cost-effective and traffic-
regulating policies can be adopted. The reinforcement-learning or
measurement-based adaptive CAC is an effective solution for the dynamic
class that can be described with a semi-Markov decision process [8, 9]. The
price, however, of better performance offered by such adaptive schemes can
be the disgracefully increasing complexity of implementations in both hard-
ware and software. One should keep in mind that in wireless IP networks
CAC mechanisms must be simple and scalable because only this condition
can ensure system efficiency and guarantee fast response to diverse demands
of users. In general, CAC policies can be evaluated with respects to the fol-
lowing metrics:

• Efficiency: based on trade-offs of simplicity in implementation and abil-
ity in autoconfiguration with various traffic, user, and network profiles
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for maximizing system capacity and revenues. The measures are the
probabilities of call blocking and handoff failure or some cost functions
(e.g., GoS defined in detail later);

• Reliability: measured by the probability of losing communication qual-
ity during services for given offered multimedia traffic intensities;

• Robustness: seen against the need for redesign due to uncertainty and
changes of the system parameters.

In the sequel, an elaboration of three different CAC policies—namely,
static modeling-based complete-sharing CAC (MdCAC), dynamic
measurement-based CAC (MsCAC) and flexible statistics-based soft-
decision CAC (SCAC)—for the UL of CDMA cellular access segments of
wireless IP networks is presented. QoS differentiation paradigms are intro-
duced and integrated into CAC mechanisms, in which load-based thresh-
olds or fracturing factors are defined for preshaping the traffic (i.e., hard or
soft blocking of less important calls). These provide a flexible means for
operators to prioritize different traffic classes regarding QoS requests and
subscriber profiles for desired network operation patterns or serving cus-
toms. The elaboration is carried out to demonstrate the design of an effec-
tive SCAC scheme and to provide a traceable and accurate analytical
method for evaluating the performance of CAC schemes for multimedia
cellular access networks.

12.3.2 Performance Evaluation

12.3.2.1 System Modeling

Principles of MdCAC, MsCAC, and SCAC Systems
Let us consider the UL of a cell in a DS/CDMA cellular system consisting of
multiple and identical cells and supporting M connection-oriented RT
service classes. Let set K = {1, 2, …, M}. For all k ∈ K, let rk be the bit rate,
γtarget_k the target EbN0 SINR of class-k, and gk the processing gain of class-k
radio transmissions that depends on spreading factor, data-source activity
factor, diversity-combining gain, and so forth. Define:

n = (nk, k ∈Κ) is the occupancy vector, where nk is the number of
class-k calls in progress;

w = (wk, k ∈K) is the load vector, where wk is the average load factor
of a class-k call, representing the average resource consumption of
radio connections onto system spectrum or radio resources and given by
wk = (1 + gk /γtarget_k)

−1 [9, 10].
Ca – the average normalized UL capacity. In the ideal situation, 100%

of available radio spectrum can be utilized, resulting in Ca = 1. In real
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situations, Ca is strongly dependent on thermal noise and interference from
nearby cells. The quantity of actual capacity is a random variable (RV), and Ca

itself can be considered as a bounded stationary RV as well. The “tradi-
tional” average system capacity corresponding to each service class
—defined as the largest number of users that the system can handled prop-
erly—is given by the ratio Ca/wk. The average system capacity Ca is often
predicted by using the load equation in the boundary condition of tolerable
interference level as in [8–15]:

C
fa =

−
+

1

1

η
(12.2)

where η is the ratio of thermal noise density and UL maximum tolerable
interference level; f is the coefficient representing the ratio between other-
and own-cell interference (for both mean and variance values), which varies
with changes of propagation parameters, transmitter power control (TPC) inac-
curacy, and traffic distributions. For instance, simulation results in [10] show
that f is between 25% and 55% in micro-cellular environments using omni-
directional antennas. The fluctuations of this parameter have essential
impacts on system capacity resulting in the “soft-capacity” feature of
CDMA systems.

The most straightforward CAC policy is to share “fixed” Ca units of
radio resources in static complete-sharing fashion among active users based
on their QoS requests, resulting in MdCAC policy. In an MdCAC system, a
call request for class-k service is accepted immediately if utmost (Ca – wk)
units of resources are occupied, otherwise it is rejected. This system may
face the following problems. First, the QoS guaranteed scenario results in
the worst case of system capacity and RRU. Second, there is a need for
redesign of the system-capacity constraint Ca for changes of CDMA radio
channel parameters and traffic statistics. Third, advantages of CDMA tech-
niques, such as the soft capacity feature, cannot be exploited.

Results of recent research have emphasized that robust CAC policies
may require on-line measurements [11–14], resulting in far more complex
and high-cost software/hardware implementations [9, 10]. The principle of
MsCAC is that a new call is accepted immediately into the system if at least
the required resource consumption of its service class is available, otherwise
it is rejected. The decision is made based on on-line measurements of related
statistics. The later analysis and simulation results show that when UL traffic
is less bursty, the MsCAC has no capacity gain over MdCAC described
above. It may even suffer degradation due to measurement errors, which
agrees with the results presented in [12, 13, 15].
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In order to harmonize the advantages and overcome the problems of
static MdCAC and dynamic MsCAC with flexible SCAC, let us first recon-
sider the resource consumption by using the well-known effective-
bandwidth concept. The parameters γtarget_k, wk, and f are now treated as sta-
tionary RVs (we use the same fonts to denote their mean values.) It is
assumed that QoS parameters of the requested services and adequate TPC
mechanism can provide and ensure a priori knowledge and stationary
behavior of the resource consumption. Thus, based on the knowledge of
local-average SINR (i.e., log-normal RV with standard deviation σ in range
of 2 dB [9, 10, 16]) and cell interference distributions (i.e., Gaussian [9, 10,
15]), the resource consumption can be modeled as follows. For all k∈K,
resource consumption of a class-k connection is a stationary, independent,
and bounded normal RV having mean wk, variance σk

2, and falling in
between a max- and min-guaranteed resource consumption wu,k and wl,k.
The system capacity is accordingly modeled with a bounded Gaussian RV
having mean Ca, variance Θ2, and falling in between Cl and Cu. In theory,
Cu can be set up to the isolated-cell capacity of (1 – η). In general, the mean,
variance, and boundary values of link resource consumption and cell capac-
ity can be estimated by using the definition of load vector w above and
(12.2), together with mean, variance, and boundaries of SINR and f. Due to
the interference-limited nature of CDMA systems, the cell shall meet their
QoS constraints if

c c ownother + ≤ −( )1 η (12.3)

where cother represents the equivalent UL load factor produced by other-cell
interference, and cown is the load factor generated by active users in own-cell.
Define:

c = nw the system load state that is identical to cown, where n is the occu-
pancy vector and w is the load vector defined above.

From (12.3) and with Gaussian interference and log-normal SINR, the
QoS-loss probability (local outage) conditioned to the system in load state c
can be determined by

Pr{ | }
[ | ]

[ | ]
QoS loss c Q

E Z c

Var Z c
=

− −









1 η
(12.4)

where E Z c c f[ | ] ( )exp[( ) / ]= +1 22εσ ; Var Z c c f[ | ] ( )exp[ ( ) ]= +1 2 2εσ ;
Q(x) is the standard Gaussian integral function; σ is the standard deviation of
log-normal SINR in decibels; and constant ε = ln(10)/10. In the long run,
with respects to Gaussian distributed intercell interference, we have
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Pr{ }
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[ ]
c c Q

c fE c

fVar c
other ≤ − − = −

− − −







1 1

1
η

η
(12.5)

This relation implies that intercell interference has a significant impact
on the soft capacity and over all communication quality in the long run.
Therefore, an optimal way to benefit from this soft-capacity feature is to use
flexible SCAC mechanisms having decision functions adapted to intercell
interference distribution to compensate fluctuations of local-average SINR
and hence maintain the link quality while expanding the admissible region.
In such SCAC systems, instead of using only average system capacity Ca as in
MdCAC, we utilize both upper and lower limits Cu and Cl in making deci-
sions for improving the system capacity and the robustness as follows. A new
call of class-k shall be:

• Admitted immediately if the current system load state c is utmost
(Cl – wk);

• Admitted with a probability πk(c) defined below based on (12.5) if c is
utmost (Cu – wk) but larger than (Cl – wk);

• Rejected immediately otherwise.

The handoff calls are admitted in nonpreemptive priority discipline
[i.e., a handoff failure of class-k call occurs only when c is larger than
(Cu – wk)]. The state-dependent admission probability πk(c) is given by

π
η

k

k

kc

if c w C

Q
c w fE c

fVar c
( )

,

[ ]

[ ]
,=

+ ≤

−
− − − −









1

1
1

1

if C c w C

otherwise

l k u< + ≤








0,

(12.6)

Additional options can be used for the decision function that increases
the flexibility of SCAC in tuning the system performance. For instance, to
avoid an overestimate of Cu, which may cause an increase of local-outage
probability, some adjustments of the mean and variance in Q(x) function, or
other functions such as incomplete-Gamma Γ(ν, x), can be used for holding
back the offered traffic further in high-load states. For the latter option, πk(c)
for Cl < c + wk ≤ Cu becomes

π ν α ηk kc c w( ) ( , ( ))= − − − −1 1Γ (12.7)

where α and ν are implicitly defined as fE[c] = ν/α and fVar[c] = ν/α2. In
general, E[c] and Var[c] can be calculated by using steady-state solutions and
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inversion techniques. To reduce the computational complexity, the corre-
sponding mean and variance values of the MdCAC system can be reused in
the analytical method. This is because MdCAC systems well represent the
stationary behavior.

SCAC policy is proposed to gain advantages over both MdCAC and
MsCAC policies in simplicity, robustness, and better RRU. SCAC can also
be combined with measurement-based techniques to reduce the complexity
of estimators, to compensate bias of measurements, and to enhance per-
formance. Implementation issues will be discussed later on in more detailed.
Furthermore, SCAC provides better traffic shaping (regulation) gain than
MdCAC and MsCAC. It gives more chances for calls of high resource-
consuming classes to access the system when traffic intensity of lower classes
is heavy. This cannot be improved with the other two CAC policies.

QoS Differentiation Paradigms
To regulate the operation of multiservice cellular systems as described in the
introductory section so that operators can take full control of system
resources and serving customs, the access control has to consider not only
characteristics of requested services but also subscription profiles of users.
This will provide fair decisions in resource allocation for agreed QoS upon
accommodating a new call request. QoS differentiation paradigms specify
serving traffic patterns depending on the offered traffic intensity of each traf-
fic class during different busy-hour periods of the day for maximizing GoS
and revenues. These have to be simple and easy to reconfigure and extend
for a variety of user and network profile characteristics. The QoS differen-
tiation for real-time calls can be viewed as traffic prioritization in CAC. This
can be realized by defining multiple load-based thresholds or fracturing fac-
tors for hard or softer blocking of call requests, similar to the well-known
threshold dropping or weighted fair queuing control mechanisms without
actual queues. Thus, the system resources are now shared noncompletely
among users and real-time traffic classes in blocked-call-cleared fashion.

Suppose there are J different user classes sorted in the decreasing order
of priority—for example, 1 is gold, 2 is silver, and so forth. Let J = {1, 2, …,
J}. Together with M different service classes sorted in the increasing order of
resource consumption, it can be considered as there are J × M prioritized
traffic classes, which form different group behaviors according to user or
service classes. Note that hereafter the term “traffic class” or class-(j, k) is
used when QoS differentiation is applied to distinguish from service class-k
alone in complete-sharing scenarios. Let us introduce a J × M prioritized
admission probability table given in matrix-form as follows:

A a c with j k a cjk jk0 0 1= ∈ ∈ ≤ ≤[ ( )] , , ( )J K (12.8)
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where ajk(c) is the prioritized admission probability of a new call request
from class-j user for class-k service at a given system load state c.

In the hard threshold blocking case, it is straightforward that J × M
thresholds may be needed, each corresponding to a traffic class. Define a
threshold table:

L l for all j k l l if j u and k vjk jk uv= ∈ ∈ ≥ ≥ ≥[ ] , ,J K

Thus, ajk(c) in (12.8) can be given by:

a
if c w l

otherwisejk
k jk=

+ ≤



1

0
(12.9)

The number of necessary thresholds could be reduced significantly if
only group behaviors were of interests (e.g., J or M thresholds would be
needed instead of J × M. For example, upper bound Cu of the system capac-
ity can be used for the gold class access in SCAC system, whereas the bronze
class has a blocking threshold of lower bound Cl regardless of requested
services.

In the softer blocking case, ajk(c) can take any value in the [0,1] interval
depending on the system load-state and the priority of requested traffic class.
This results in load-based fracturing factors for each traffic class or group
behavior. The fractional paradigm on the one hand gives operators better
flexibility to tune GoS, and on the other hand allows to unify analysis of a
class of guard resource (or guard channel) schemes for QoS differentiation
and CAC. The hard threshold blocking case described previously is, in fact,
a special variation of this fractional rule.

Using QoS differentiation, the admission probability of a class-(j, k) call
for all j∈J and k∈K in SCAC system, conditioned to the system load state c,
is given by

A c a cs k jk= [ ( ) ( )]π (12.10)

where πk(c) is defined in (12.6) or (12.7) alternatively; and ajk(c) in (12.8).
Up to this point, handoff calls have been assumed to have the highest

priority regardless of their associated traffic classes. If not so, prioritization of
handoff calls can be handled similar to that of new calls. QoS differentiation
of the background non-real-time packet switched services can be done not
only in blocking fashion, but also in granting different throughput-delay
connections.
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12.3.2.2 Derivation of Performance Characteristics

Traffic Model
To study the performance of CAC policies with respect to teletraffic per-
formance, the following simple traffic model is used. Assume that class-k
calls arrive at the corresponding cell according to Poisson process with rates
λl,k and λhl,k for new and handoff calls, respectively. In scenarios with QoS
differentiation, let λl,jk and λhl,jk be arrival rates of traffic class-(j, k) for new
and handoff calls, respectively. The average call duration given that there are
no handoff failures is 1/µ1, and the outgoing handoff rate per cell per call is
µ2, which are commonly valid for each and every call. The call duration and
the time interval between two successive handoffs of a call are exponential-
distributed RVs. These compose the cell-resident time, which is also an
exponential-distributed RV with a mean of 1/µ = 1/(µ1+µ2).

In general, µ2 is a function of cell-sizes and user-mobility parameters.
The system is assumed to be in the condition of user mobility equilibrium
(i.e., the mean number of incoming mobile terminals equal to the mean
number of outgoing mobile terminals per time-unit per cell). There are two
simple and accurate models to approximate µ2 reported by Thomas in [17].
Let ν be the speed of mobile terminal, L the cell perimeter, and A the cell
area.

In the macro-cellular environment, terminals usually move with high
speed along the cell in one direction. The linear model can be used to
approximate µ2 as follows:

µ ν2 = E L[ ]/ (12.11)

In the micro-cellular environment represented by a two-dimensional model
with user random movement, µ2 is given by

µ ν π2 = E L A[ ] / (12.12)

The arrival rate of class-k handoff calls can be approximated by

λ λ µ µhl k lk k kB F, ( )( / )= − + −1 1 2
1 (12.13)

where Bk is the new-call blocking probability and Fk is the handoff failure
probability of class-k.

In scenarios with QoS differentiation, we have

λ λ µ µhl jk ljk jk jkB F, ( )( / )= − + −1 1 2
1 (12.14)

where Bjk is the new-call blocking probability and Fjk is the handoff failure
probability of class-(j,k).
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Performance Measures
The performance measures of interests are the probabilities of new-call
blocking, handoff failure, and QoS loss. To represent the overall teletraffic
performance of the system, GoS as a cost function of network operation is
defined using a combination of those probabilities that need to be opti-
mized. The weighting factors for each component in the cost function are
set based on the relative importance of new or handoff calls, user classes,
resource consumption, and cost of service. For single-service systems with-
out QoS differentiation, GoS can be defined by GoS≡(10F+B) as in [3],
where F is the handoff-failure probability and B is the call-blocking prob-
ability. For multiservice systems with/without the QoS differentiation, GoS
can be defined as follows. For all j∈J and k∈K, denote:

Bjk—the new-call blocking probability of class-(j, k);

Fjk—the handoff failure probability of class-(j, k);

Bk—the new-call blocking probability of class-k calls;

Fk—the handoff failure probability of class-k calls;

Pl—the QoS-loss probability.

Taking into account the multiple traffic-classes and QoS-loss probabil-
ity, GoS is quantified by

GoS P B Fl j k jk jk
kj

≡ − +
∈∈
∑∑( ) ( )1 0 1 2ν κ ξ υ υ

KJ

(12.15)

where the weighting factors are set according to applied QoS differentiation
paradigms. For instance, υ0 = 0.95 for a 5% allowable QoS-loss rate during
the calls. Parameter υ1 = 0.33 for new call blocking and υ2 = 0.67 for handoff
failure since handoff has higher priority than new call. Parameter κj for the
gold user class is set to 0.45, the silver to 0.33, and the bronze to 0.22, mean-
ing that the gold users need pay more for being served prior to the others.
Finally, parameter ξ k k k

k

w w=
∈
∑/

K

represents the relative resource con-

sumption of each service class, which is proportional to the cost of service
given that all calls have the same duration. Thus, GoS is dependent on
offered multimedia traffic intensity profiles (MTIP) taking values in [0,1] and
needs to be minimized. It is obvious that there is a trade-off between QoS-
loss rate and GoS. The system Erlang capacity can be determined for given
percentages of those probabilities or a certain GoS threshold.

Analytical Method
Results of extensive studies on stochastic loss-networks and knapsack-
packing problems over the years can be applied for developing a traceable
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and accurate analytical method to derive the performance characteristics
with our system and traffic models described above. Let us reconsider a
single-link, nonbuffering and complete-sharing loss-network system with
system capacity denoted by C. Let the offered traffic intensity of class-k be
α λ µk k k= / . Define the set of all possible system states:

Ω = ≤





∈

∑n
K

: n w Ck k
k

(12.16)

The steady-state probability of system being in state n has a product-form

p
G n

with G
n

k
n

kk

k
n

kk

k k

( )
! !

n n
K Kn

= ∈ =
∈ ∈∈
∏ ∏∑1 α α

Ω
Ω

(12.17)

The blocking probability of class-k calls can be determined theoretically by

B pk
w Ck

=
∈ + ≥

∑ ( )
:

n
n nwΩ

(12.18)

For a large set of system states (i.e., large size of set K and C/wk), the cost
of computation with the above formulas is prohibitively high. This problem
has been considered by many authors and has resulted in elegant and effi-
cient recursion techniques for calculating the blocking probabilities. The
most suitable technique for practical evaluation of various load-based and
cost-effective CAC policies is the stochastic knapsack approximation as
described in [18, 19]. Define the set of all feasible system load states:

ψ = = ∈{ : , }c c nw n Ω (12.19)

The steady-state probability of the system load state c is given by

s c
q c

q c
c

( )
( )

( )
=

∈
∑

ψ

(12.20)

with q(c) in a recursive form: q c
c

w q c w for ck k k
k

( ) ( )= − ∈ +

∈
∑1

α ψ
K

; q(0) = 1

and q(-) = 0.
The blocking probability of class-k calls is given by
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B s ck
c c C w k

=
∈ > −
∑ ( )
:ψ

(12.21)

Static MdCAC System
The above results can be applied directly for this system with the following
parameter setting: C replaced with Ca; and α λ λ µk l k hl k= +( ) /, , . Bk and Fk

are identical and obtained by using (12.21). The equilibrium QoS-loss
probability can be calculated by

P cs c cs c QoS loss cl
c c

=








∈

−

∈
∑ ∑( ) ( )Pr{ | }

ψ ψ

1

(12.22)

where Pr{QoS loss|c} is given by (12.6).
The mean and variance of the own-cell load are given by

E c cs c
c

[ ] ( )=
∈
∑

ψ

(12.23)

Var c c s c E c
c

[ ] ( ) [ ]= −
∈
∑ 2 2

ψ

(12.24)

In this MdCAC system, for a given offered traffic intensity of each serv-
ice class, the system performance strictly depends on the values of Ca and w.
Thus, overestimates or underestimates of these parameters may result in
wasting or insufficiently allocating resources, hence increasing GoS or low-
ering the perceived QoS, respectively. Moreover, in the presence of addi-
tional uncertainty causing the changes of traffic descriptor parameters, the
system cannot provide appropriate QoS to the users, and therefore, Ca and
w need to be redesigned. With a reliable modeling, however, good overall
statistical multiplexing gain and performance can be expected. Note that Ca

and w can be improved (maximizing Ca while keeping w as low as possible
for the specified QoS requirements) by using techniques like sectorization,
multiuser detection, and smart antennas.

Dynamic MsCAC System
In the MsCAC system, the network side attempts to learn statistics of traffic
based on on-line measurements. This overcomes the nonrobust problem of
the MdCAC system above. The goal of this subsection is to illustrate the
MsCAC system behavior with its estimation-error sensitivity, and to lay
groundwork for studying the scaled aggregate UL load fluctuations. Herein,
we use the multivariate Gaussian approximation to dimension the admissi-
ble region. Let ζ be the acceptable equilibrium outage probability of the
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MsCAC system. The stationary constraints of the system capacity can be
defined by

n w Q n C Qk k k k
kk

a+ 





 ≤ +−

∈∈

−∑∑ 1 2

1 2

1( ) ( )
/

ς σ ς
KK

Θ (12.25)

where Θ2 and σk
2 are the variance of bounded Gaussian system capacity and

connection-basis resource consumption, respectively. The parameters of
(12.25) defined above now rely on on-line estimations. The additive uncer-
tainty due to measurement errors may have significant impacts on the sys-
tem performance. In addition, the need for reliable estimations of various
statistics may result in far more complex hardware/software implementa-
tions compared to the MdCAC systems. The over-bounding hyper-plane
of the admissible region can be determined by the intersection of the axes in
M-dimensional Euclidean space. The intersection point (0, 0, …, ck, 0, …,
0) corresponds to the single-class capacity region of class-k that is given in
estimation by

( )c C w Q w C wk a k k k a k= + −−$ / $ ( ) $ $ / $ $ / $1 ς σΘ (12.26)

The performance characteristics of either a memoryless or auto-
regressive MsCAC system will be obtained by simulations. It has been
shown in [13], however, that MsCAC policies are best suited for serving
quite bursty traffic. Their performance is almost the same, and none of them
are capable of meeting the loss targets accurately. One can reach the same
conclusion from the above analysis.

Flexible SCAC System
The capacity of the SCAC system is extended to Cu replacing C in (12.16)
and (12.19).

In scenarios without QoS differentiation, we invoke (12.20) with
modification as follows:

q c
c

w c w q c w for c q and qk k k k
k

( ) ( ) ( ) ; ( ) ( )= − − ∈ = − =+

∈

1
0 1 0α ψ

K
∑ (12.27)

with state-dependent offered traffic intensity

α λ λ µ µπk hl k l k kc c( ) [ ( )]( ), ,= + + −
1 2

1 (12.28)

where πk(c) is the admission probability of a new call given by (12.6) or
(12.7). The performance measures are obtained as follows:
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B s c ck k
c c C w k

= −
∈ > −
∑ ( )[ ( )]

:

1
1

π
ψ

(12.29)

F s ck
c c C wu k

=
∈ > −
∑ ( )

:ψ

(12.30)

The equilibrium QoS-loss probability Pl can be determined by using
(12.22).

In scenarios with QoS differentiation, (12.27) can be used as such with
the following modification of (12.28):

α λ λ π µ µk hl k l jk k jk
j

c c a c( ) ( ) ( ) ( ), ,= +








 +

∈

−∑
J

1 2
1 (12.31)

The admission probability of a new class-(j, k) call is equal to k(c)ajk(c) as
showed in (12.10). The performance measures of interests for this system are
given by

[ ]B s c c a ck k jk
c

= −
∈
∑ ( ) ( ) ( )1 π

ψ

(12.32)

F s cjk
c c C wu k

=
∈ > −
∑ ( )

:ψ

(12.33)

Because of the handoff priority, Fjk≡Fk is independent of user class in J.
By summing up Bjk over J or K set, we can obtain the corresponding loss
probability for group behaviors. Pl can be obtained by using (12.22). GoS in
the SCAC system is significantly improved over that in MdCAC and
MsCAC systems. The operators can easily control and tune GoS of their
networks by adjusting or updating the admission probability table, A0 =
[ajk(c)] in (12.8).

12.3.2.3 Performance Comparison and Discussions

Next, numerical and simulation results are presented in order to (1) quantify
the performance of different CAC policies as well as the benefits of using
flexible SCAC and QoS differentiation; and (2) demonstrate the flexibility
and the accuracy of the analytical method used to evaluate the teletraffic
performance. The results are obtained for a cellular system supporting three
RT service classes: class-1 is 12.2-Kbps enhanced full rate (EFR) voice, class-2
is 64-Kbps video, and class-3 is 144-Kbps multimedia calls. The parameters
are given in Table 12.1. The offered traffic intensities of the three classes are
considered in the following proportions: 7:2:1 and 4:3:3 for class-1, class-2

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

244 RADIO ACCESS CONTROL IN WIRELESS IP NETWORKS

TE
AM
FL
Y

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Team-Fly® 



and class-3, respectively. These are called multimedia traffic intensity profiles
(MTIP). In other words, let λ be a so-called common divisor of the three-
class offered traffic; then 7:2:1 MTIP for instance means that the offered
traffic of class-1 is 7λ [Erlang], class-2 is 2λ [Erlang], and class-3 is λ [Erlang].
Thus, the total offered traffic is 10 [Erlang] if λ = 1.

Table 12.1 Summary of the System Parameters

Name Definition Values

W CDMA chip rate 3.84 Mcps

f Coefficient of the average other-to-own cell interference 40±15% (micro-cellular)

η Constant coefficient of the thermal noise density and maximum
tolerable cell interference level

–10 dB

Ca Average of system capacity 0.6429

Cl Lower-limit of system capacity 0.5806

Cu Upper-limit of system capacity 0.7200

Θ2 Variance of system capacity 9e-03

σ Standard deviation of local-average SINR 1.5 dB

L Cell perimeter (micro-cellular) 200m

A Cell area with hexagon shape 2.5981e4 m2

E[ν] Mean value of user’s velocity 1 m/s

r1 Bit rate for class-1 service 12.2 Kbps (EFR voice)

γtarget-1 SINR target for class-1 QoS 6±1 dB for BER =
10e-03

ρ1 Voice-source activity factor 0.4

w1 Mean of class-1 connection effective load factor (CELF) 0.0050

wl,1 Lower limit of class-1 CELF 0.0040

wu,1 Upper limit of class-1 CELF 0.0063

σ1
2 Variance of class-1 CELF 2.69e-06

r2 Bit rate for class-2 64 Kbps (video)

γtarget-2 SINR target for class-2 QoS 2.75±0.75 dB, BER =
10e-05

ρ2 Video-source activity factor 1
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Table 12.1 (continued)

Name Definition Values

w2 Mean of class-2 CELF 0.0304

wl,2 Lower limit of class-2 CELF 0.0257

wu,2 Upper limit of class-2 CELF 0.0360

σ 2
2 Variance of class-2 CELF 3e-05

r3 Bit rate for class-3 144 Kbps (multimedia)

γtarget-3 SINR target for class-3 QoS 2±0.5 dB,
BER = 10e-05

ρ3 Data-source activity factor 1

w3 Mean of class-3 CELF 0.0561

wl,3 Lower limit of class-3 CELF 0.0503

wu,3 Upper limit of class-3 CELF 0.0625

σ 3
2 Variance of class-3 CELF 7e-05

1/µ1 Mean call-holding time 120 seconds

Tp TTI of packets 10 ms, 40 ms, 200 ms

Rp Bit rate 32 Kbps, 64 Kbps, 384
Kbps

γp SINR for the above bit rates 3 dB, 2 dB, 1 dB

In scenarios with QoS differentiation, the customers are assumed to be
divided into two user classes: business (j = 1) and economy (j = 2) having
equal service demands: λl,1k = λl,2k for k = 1, 2, 3. The offered traffic patterns
given by MTIP above (e.g., 4:3:3) is split in half for each user class resulting
in 2:2:1.5:1.5:1.5:1.5 MTIP of six traffic classes. The business class is served
as long as enough resources are available. In a hard threshold blocking sce-
nario, the economy users are served only if less than 70% of effective
resources are occupied—that is, a2k(c) is given in (12.9) with l2k equal to 0.5
for all k. In a soft fractional blocking scenario, the economy class can share
the resources equally with the business class if less than 65% of effective
resources are occupied—that is, c is less than 0.47. Else if c is less than Cl,
invoke (12.8) with a21(c) = 0.8, a22(c) = a23(c) = 0.6. Else if c is less than Cu,
a21(c) = 0.4, a22(c) = a23(c) = 0.3. Otherwise, a2k(c) = 0 for all k. GoS is defined
in (12.15) with weighting factors given as follows: υ0 = 0.95, υ1 = 0.33, υ2 =
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0.67; κ1 = 0.7 for business and κ2 = 0.3 for economy class; ξ1 = 0.06, ξ2 =
0.33, and ξ3 = 0.61.

Figure 12.1 presents GoS for various CAC systems versus common
divisor of the real-time offered traffic in 4:3:3 [Figure 12.1(a)] and 7:2:1
MTIPs [Figure 12.1(b)], respectively. This shows the following. First, there
is no capacity gain by using MsCAC over MdCAC in serving constant bit
rate real-time services. Second, the performance of MsCAC systems is sensi-
tive to measurement errors. Third, the SCAC systems offer a significant
improvement of GoS and so the Erlang capacity. Their performance can
easily be tuned and stabilized by using either threshold hard blocking or
fractional soft blocking QoS differentiation paradigms. Foureal-timeh,
MTIPs have significant impact on the scale of GoS behavior and improve-
ment in general. GoS of static complete-sharing systems can worsen dra-
matically in heavily loaded situations where the intensity of the less
resource-consuming class is much higher than that of the others (e.g., in
7:2:1 MTIP). This problem has been addressed before as the traffic shaping
capability.

The MdCAC and SCAC policies are simple to implement without
need for special software/hardware. However, the modeling parameters are
required a priori, without which the CAC mechanisms cannot operate.
Due to the diverse nature of different traffic sources and their often-
complex statistics, some of the parameters might be hard to determine effi-
ciently. The soft-decision solutions are believed to offer more flexibility in
determining the modeling parameters, thus achieving good multiplexing
gain and robustness. On the other hand, implementations of the MsCAC
policy require advanced hardware and software to ensure the reliability of
measurements. For this reason, it is not a cost-effective solution. Moreover,
estimation errors in some circumstances may cause significant degradations
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of the system performance. But the advantage of MsCAC is that it seems
insensitive to the traffic nature and the operation is robust. The network can
learn and adapt to the statistics of traffic even when the burstiness of traffic is
considered as out of control for the modeling-based systems. To gain the
best from all design criteria, some parameters needed for soft-decision func-
tions (i.e., means and variances of UL load factors) can be estimated from
measurement results of UL received interference that are needed anyway for
operation of TPC mechanisms.

12.4 PAC

In this section, PAC is discussed mainly for the challenge of controlling
non-real-time packet radio access in UL so that it can adapt to the free
capacity left by the real-time traffic with optimal throughput-delay trade-
offs. Based on the understanding of the dynamics of real-time traffic and free
(available) radio resources in UL, effective PAC schemes, such as DFIMA,
can be designed, which are vital for the efficiency of RRU.

12.4.1 Limits of UL Radio Resources for Non-Real-Time Packet
Radio Access

12.4.1.1 Assumptions

Non-real-time packet access in UL should be controlled so that optimal
throughput-delay trade-off can be achieved while QoS and GoS of the
real-time traffic is not affected. For the design of such dynamic control
mechanisms, there is a need for a precise estimate of available UL radio
resources to schedule non-real-time packet transmissions properly. Next, a
reliable method, based on asymptotic and quasi-stationary analysis of the
real-time traffic, is provided to predict free capacity and average upper limits
of UL data throughput. First, let us make some assumptions for modeling
issues.

Non-real-time services are considered to have lower priority than real-
time services. The resource consumption of the non-real-time traffic is
never to exceed the free resources left by the real-time traffic. Non-real-
time packet transmissions share common radio channel in UL using differ-
ent DS/ CDMA code sequences. The amount of UL resources consumed
by a packet transmission can be determined similarly to the resource con-
sumption of a real-time connection (with much shorter service time). The
parameters needed for packet transmissions (e.g., bit rate, packet-length in
bits, target SINR) can be predefined or set by the control entities. The time
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axis is divided into Ts-long time-slots for packet transmissions, which can be
equal to one or multiple radio-frame duration of 10 ms as defined in 3GPP
standards. In scenarios without QoS differentiation, packet transmissions are
synchronized starting at the beginning and finishing at the end of the same
time-slot. For a given time-slot, all transmissions have the same bit rate and
SINR target, which may be changed on slot-by-slot basis. In scenarios with
QoS differentiation, different maximum delays and minimum data rates are
guaranteed for different user classes. Thus, packet transmissions may have
different parameters and resource consumption, which are handled by suit-
able PAC schemes. Let Rp be the bit rate, Lp the packet-length in bits, γp the
target SINR to meet quality requirements, and Tp the transmission time inter-
val (TTI) of a packet in UL, Tp = Lp/Rp. In scenarios without QoS differen-
tiation, TTI is assumed to be a time-slot, Tp≡Ts.

12.4.1.2 Estimation of UL Resource Availability and Upper-Limit on
Throughput

Let c(t) be the real-time system load state at time t; C(t) the system soft capac-
ity at time t; and z(t) the free resources left by the real-time traffic in the sys-
tem at time t. The quasi-stationary behavior of c(t) or z(t) over a sustained
period of time are of interest. In the equilibrium condition, we have z = (Ca

– c). The process of z and c itself is not Markovian in general, but for larger
Ca/wk it behaves as an approximate Markovian process. For instance, to
obtain the equivalent one-dimensional birth-death process for c in
complete-sharing systems, we can use the Pascal approximation as follows.
First, we need to scale the system capacity and resource consumption of
each real-time service class into integers. To do so we assume min{wk,
k∈K}≡w1; then define the scaled load vector, the scaled system state, and
the scaled average system capacity as follows:

 w K K∗ ∗= ∈ ≡ ∈{ , } { / , }w k w w kk k 1 ;  c c w∗ ≡ / 1 ; and

 C C wa a
∗ ≡ / 1 , where  x is the maximum integer not exceeding the

argument. The set of equivalent system states is therefore

ψ ∗ ∗ ∗ ∗≡ ={ : , , ..., }c c C a0 1 2

Let the normalized mean service time be 1/µ≡1. The equivalent
birth-death process at steady state c* has a death-rate of c* and a birth-rate of:

λ υ ω υ / ω( ) / ( )c c∗ ∗= + −2 2 1 2 with υ α= ∗

∈
∑wk
k

k
K

and

ω α2 2= ∗

∈
∑ ( )wk
k

k
K

(12.34)
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where normalized αk = (λl,k + λhl,k).
The steady-state probability s(c*) satisfies:

c s c c s c c and s c
Ca

∗ ∗ ∗ ∗ ∗ ∗= − − ≥ =
∗

∑( ) ( ) ( ), ( )λ 1 1 1 1
0

(12.35)

The quasi-stationary probability of being in load state c* over a period of
time τ can be defined by

p c c t c c t ct( , ) lim Pr{ ( ) | ( ) }∗
→∞

∗ ∗ ∗ ∗= + = =τ τ (12.36)

This can be approximated by an exponential function as follows:

p c e c c( , ) [ ( ) ]∗ − +=
∗ ∗

τ τ λ (12.37)

Equation (12.37) for τ = Tp provides the equilibrium probability that
there are maximum z* = C*

a – c* units of resources available for packet trans-
missions. Let S(c*) be the state-dependent upper-limit number of successful
packet transmissions in a given time-slot; thus:

( )
S c p c T

C c w

R Wp

a

p p

( ) ( , )
/

∗ ∗
∗ ∗

=
− 1

γ
(12.38)

Equation (12.38) can be used to study trade-offs of the design parame-
ters for optimal PAC schemes. For example, assume that there are N data
users in the system, each generating data packets according to a Poisson
process with rate Λ per time slot, Λ≤1. Thus, there are  N Np = Λ aver-
age number of active data sources per time slot. If each of them attempts to
transmit their packets at the beginning of a given time slot with the prob-
ability of min(1, S(c*)/Np), the successful packet transmission probability
[(i.e., Pr{having less than S(c*) transmissions actually initiated} according to
the binomial distribution)], is at least 1/2. This is very reasonable compared
to ALOHA random access. The average upper-limit of UL packet-data
throughput denoted by S is given by

S P s c S cl
c

= − ∗

∈

∗

∗ ∗
∑( ) ( ) ( )1

ψ

(12.39)

where Pl is the QoS-loss probability defined in the previous section. By
using Little’s formula, the average lower limit of packet delay is given by
S/Np time-slots.
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Figure 12.2 presents the average upper-limit UL data throughput of
packet transmissions, as well as the impacts of real-time traffic, bit rates, and
TTI on the throughput. One can see that throughput characteristics are
more sensitive to bit rate than to TTI. Such results can give valuable quanti-
tative input data for the design of effective PAC schemes. An overview of
DFIMA schemes is presented next, where feedback channel state informa-
tion from CAP is used to provide 1:1 mapping of optimal transport formats
for packet transmissions in next time-slot.

12.4.2 Dynamic Feedback Information Multiple Access (DFIMA)

Non-real-time packet access in UL needs to adapt to a quasi-stationary sto-
chastic process of free capacity left by the real-time traffic. DFIMA schemes
are believed to be promising candidates to optimize UL packet transmission
characteristics and RRU. In DFIMA schemes, data terminals attempt to
transmit their packets with a so-called transmit permission probability (TPP),
also with bit rate and TTI changing dynamically on a slot-by-slot basis
according to feedback-control information from the network. Similar
schemes have appeared in earlier literature with different contexts [20]. The
implementations can vary from one to another, but they all agree that
feedback-control schemes are simple and effective. Based on the results
from Section 12.4.1.2, optimal TPP and bit rate for packet transmissions in
the next time-slot can be predicted. In case of QoS differentiation, TTI or
packet-length can be changed as well. These parameters can be transmitted
in the content of feedback information.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

12.4 PAC 251

Figure 12.2
Throughput estima-
tion of non-real-time
packet access.



Let us use an example for illustration. It is assumed to serve as many
users simultaneously as possible with optimal throughput-delay trade-off.
QoS differentiation is not applied, and TTI is assumed to be a time slot,
Tp≡Ts. Thus, only TPP and bit rate parameters need to be determined for
optimal UL packet transmissions. The number of active data users in next
time slot  N Np = Λ and load state c* of the real-time traffic at the end of

current time-slot are supposed to be known. First, based on (12.37) and
(12.38), bit rate can be chosen so that S(c*)/Np ratio is as close to 1 as possi-
ble. Then, TPP for users attempting to transmit their packet in next time-
slot is set equal to min(1, S(c*)/Np). Thus, a maximum number of users can
be served with optimum UL throughput and reasonable average packet-
delay of S/Np, where S is given by (12.39). The performance of DFIMA can
be optimized with respect to TPP, bit rate, TTI, and QoS differentiation
paradigms that are very flexible and effective.

One notices, however, that if a terminal has a packet to send, it needs to
wait until the next time-slot to attempt its transmission. Therefore, access
delay to the first attempt per packet can be up to one time slot. To reduce
the access delay, packet transmission can be synchronized to the beginning
of a mini-slot (e.g., 10-ms radio frame can be further divided into 15 mini-
slots as in 3GPP standards). This results in a spread-slotted asynchronous
multiple access system with feedback control, which is similar to the
schemes reported in [20] for data-only CDMA packet radio systems.
DFIMA can be extended to provide flexible means of QoS differentiation.
This can be done through setting different TPP/TTI/bit rate for different
user classes in feedback information depending on the load state of the real-
time traffic and offered load of the non-real-time traffic. Detailed analysis of
these access control schemes is still to be studied. However, DFIMA can be
expected to outperform the well-known ALOHA and carrier sensing multiple
access (CSMA) in throughput-delay trade-off to the same extent as shown in
[20]. DFIMA also overcomes the hidden-terminal problem of CSMA sys-
tems by using feedback control, and it is simpler and more flexible than
packet reservation multiple access (PRMA). Moreover, the estimations of real-
time system load states used in CAC mechanisms can be reused for imple-
mentations of the DFIMA schemes as well. In addition to that, non-real-
time traffic demands need be measured or estimated to predict optimal
parameters (e.g., TPP, bit rate, and TTI) to be used as the feedback informa-
tion. To minimize the size of feedback information, hence reducing proc-
essing delays and signaling overhead, fast look-up tables can be
preconfigured in both user and network sides for providing 1:1 mapping
between feedback information and optimal transport format combination.
It is believed that 1-octet feedback-information size is enough to ensure suf-
ficient exchange of control information. Overall, DFIMA schemes are very
promising for efficient PAC and RRU in future wireless IP networks.
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12.5 Concluding Remarks
This chapter has demonstrated that CAC and PAC are the effective means
of RRM and traffic engineering for providing QoS and optimizing GoS in
future wireless IP networks serving various user and network profiles. Using
flexible access control schemes to accommodate QoS requests adapting to
interference-fluctuation statistics can result in not only efficient RRU but
also better teletraffic regulation and policing capabilities. Examples are
SCAC and DFIMA schemes, which are simple, robust, and effective for
RRM in future wireless IP networks.

The modeling, design considerations, and analytical methods provided
in this chapter can be used extensively in network planning and dimension-
ing frameworks to study trade-offs of system parameters, multimedia capac-
ity, and optimal network operations. This is of significance especially for
practical deployment of wireless IP networks.

Future wireless IP networks are based on a variety of emerging mobile
services and radio access networks with different coverage, spectrum, radio
resource allocation, and handoff strategies in order to provide high capacity
and ubiquitous wireless communications. Fully exploit available radio
resources in a region with many different independent radio access net-
works may require common RRM entity and integrated access control
strategy. This can be realized with a virtual control architecture that enables
seamless integration of different radio access systems. Flexible CAC and
PAC with soft and quick decision-making capability are very important in
such environments.
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Chapter 13

RRM in Multicarrier
Allocation–Based Systems
Zhu Lei

13.1 Introduction

The trend towards convergence has propagated to the wireless communica-
tion and computer industries. As a result, wireless IP is becoming a cutting-
edge technology to achieve a truly wireless Internet [1–3]. Conceptually,
the terminology “wireless IP” consists of two fundamental aspects: back-
bone network architecture(s) and radio access networks. The first item,
called the IP backbone network infrastructure, has been rapidly expanding
over both private and public networks, which offer interconnection among
PCs over heterogeneous networks (e.g., Ethernet, ATM, LAN, ISDN, and
PSTN) [4, 5]. The latter one transmits IP packets over radio, hence enabling
mobile extension of wired Internet access. Efficient radio transmission tech-
nologies are crucial to cope with wireless barriers and accomplish high
transmission speeds over desired coverage areas. From the radio access per-
spective, this is a main focus of current wireless data services. Focusing on
the performance enhancement in terms of high user peak rate, high spectral
efficiency, and wide coverage, each technical approach provides its own
roadmap for approaching future wireless networks. Let us take a look at
standardization statues and research focuses of current wireless access
technologies.

The standardization process towards wireless IP involves two cooperat-
ing organizations that working towards linking the Internet backbone net-
work and wireless multiple access networks. The 3GPP is a collaboration
agreement that was established in December 1998. The collaboration agree-
ment brings together a number of telecommunications standards bodies that
are known as organizational partners [2]. The Internet Engineering Task
Force is a large open international community of network designers,
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operators, vendors, and researchers concerned with the evolution of the
Internet architecture and the smooth operation of the Internet [3]. The
Internet is supported by a backbone network connecting many computer
networks and based on a common addressing system and communications
protocol called TCP/IP. Since its creation in 1983, it has grown rapidly
beyond its largely academic origin into an increasingly commercial and
popular medium. By the mid-1990s, the Internet connected millions of
computers throughout the world. Many commercial computer networks
and data services also provided at least indirect connection to the Internet.
The original uses of the Internet were e-mail, file transfer (using the File
Transfer Protocol), bulletin boards and newsgroups, and remote computer
access (telnet). The World Wide Web (WWW), which enables simple and
intuitive navigation of Internet sites through a graphical interface, expanded
dramatically during the 1990s to become the most important component of
the Internet [4]. Following the convergence of wireless and IP, 3GPP and
IETF become closely cooperating partners to realize wireless IP.

The key problem for wireless IP networks is spectral efficiency, due to
spectrum scarcity. Therefore, solving the paradox of high spectral efficiency
and radio link quality interrupted by heavy cochannel interference is a prob-
lematic issue. In CDMA type systems (e.g., WCDMA and cdma2000), unit
frequency reuse has been employed. For users in a bad radio link situation,
the higher spreading factor (lower data rate) is chosen, a so-called trading
user data rate for radio link quality within a given frequency band. In
TDMA/ FDMA type systems (e.g., GPRS/EDGE), a more aggressive reuse
pattern (reuse 1/3 for traffic channels) is considered. To cope with radio link
quality variation, variable modulation and coding schemes are used; in addi-
tion, incremental redundancy (diversity technique on time domain) is
employed in EDGE [6]. In general, these approaches are attributed to a sin-
gle carrier solution in which variable data rate is achieved by link adaptation
and incremental redundancy, and high user peak rate is achieved by time-
slot aggregation and/or code aggregation to a user. In this case, fast rate
adaptation and fast power control are required to achieve good capacity on
fast fading channels. The realization of better link adaptation performance is
relay on accurate link quality estimation, although high data rate transmis-
sion results in fast changing link conditions make it more difficult to accom-
plish perfect link adaptation. In contrast to the single carrier approach, a
multicarrier approach offers possible solutions on frequency domain. Instead
of fast link adaptation, slow link adaptation in combination with frequency
diversity can combat with fast fading channels. It is commonly believed that
multicarrier is a good candidate of achieving high data rate transmission
(e.g., in cdma2000, WLAN, DAB and DVB) due to its natural advantage of
overcoming intersymbol interference (ISI). Currently, such multicarrier sys-
tems provide transmission data rate up to 10 Mbps or more [7–9]. One pos-
sible direction is the harmonization of current personal communication
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systems that enable connection at high data rate to efficiently enable IP over
wireless, as well as a good technology that has properties of future wireless
networks.

Since the main theme of this chapter is RRM of multicarrier allocation
(MCA) system for wireless IP networks, a catalog of MCA- and non-
MCA-based systems is defined and described under a multidimensional
concept, where a non-MCA-based system indicates a multislot and/or a
multicode system. Examples of MCA and non-MCA systems will be given.
Looking from the property of a single radio frequency (also called a carrier),
a higher data rate, which implies less spreading delay, can be tolerated by the
radio channel; as a consequence, a wider frequency bandwidth is required to
insure quality of the transmitted signals, otherwise ISI occurs. Definitions
and extensive discussions about MCA and non-MCA-based systems are
given in the next section, followed by a section about the impact of MCA-
based systems on wireless IP networks.

After reviewing MCA- and non-MCA-based systems under a multidi-
mensional concept of radio channels in Section 13.2, the impact of MCA-
based system on future wireless IP networks is discussed in Section 13.3.
Using system model and performance measures in Section 13.4, investiga-
tions are done for diversity, power control, and carrier grouping techniques
in Sections 13.5, 13.6, and 13.7, respectively. Concluding remarks are
offered in Section 13.8.

13.2 A Multidimensional Concept of Radio Channels in Future
Wireless IP Networks

This section gives a fundamental definition for a channel in future wireless
IP networks, which contains frequency and time domains (and could be
extended to the code domain as well). Using such a basic definition, a
framework called multidimensional channel allocation is proposed in which
systems are catalogued into MCA based and non-MCA based. We then
illustrate and discuss existing systems as specific examples, with emphasis on
MCA-based systems.

A specific example of non-MCA-based systems is GPRS/EDGE type
systems, in which data transmission is achieved by means of multiple time-
slots over a single carrier, hence fast link adaptation (and/or fast power con-
trol) is required to enable radio link transmission of different data rates based
on different link quality. Although due to bursty traffic properties, interfer-
ence changes very fast when compared to circuit switched systems, and
therefore, long-term prediction that could be used, for example, for accu-
rate closed loop power control is difficult. Ways to solve such a problem so
that network spectral efficiency can be enhanced is either to use fast link
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adaptation/power control on a single frequency or slow link adapta-
tion/power control on multifrequency. To take full utilization of channel
fluctuation and to transmit as much information as possible over a channel,
fast link adaptation tries to trace and predict the fast changing channel con-
ditions in a shorter time scale. Hence, it needs information on interference
level, path gain, transmit power level, and channel availability on each time
slot. Previous research work shows that link quality measurement (e.g.,
SNIR or interference level estimations) should be fast and accurate. In mod-
ern wireless high-speed data services, shortening the time from link quality
measurement to the time of transmission decision made is a critical issue for
implementing such an approach.

The strategy of an MCA system is to give a user more channels on the
frequency domain, in combination with slow link adaptation and slow
power control schemes. The cdma2000 and other orthogonal frequency
division multiplexing (OFDM)-type systems (e.g., WLAN and Bluetooth)
belong in this category. The next section will give extensive discussions on
the impact of an MCA system, while a comprehensive survey on multi-
carrier CDMA is in given in [8]. The application MCA system (e.g.,
cdma2000) has been specified in 3G standards (see Chapter 4).

Looking from the aspect of RRM, definitions of a channel are very
interesting to trace. In 1G analog systems (e.g., NMT and TACS), a channel
usually meant a narrow frequency band [i.e., frequency division multiplex-
ing (FDM) type systems]. In 2G digital systems, a channel meant one time
slot in a time division multiplexing (TDM) type system, or one code in a code
division multiplexing (CDM) type system. In contrast, future wireless tech-
nology is aiming at high-speed data transmission and high spectral efficiency
for multimedia services. The wireless Internet has been a driving force in the
development of research work on high-speed downlink data transmission.
Consequently, it brings up the context of multidimensional radio resource
management. Consequently, a channel should be defined in future wireless
IP networks (i.e., frequency, time, and code domains). Also, in contrast to
conventional single channel assignment for voice service, multichannel
assignment is applied to fit variable data transmission for future wireless mul-
timedia traffic properties. The multichannel assignment framework consists
of frequency, time, and code domains, and so-called multicarrier, multislot,
and multicode approaches. The main idea behind this is to offer user vari-
able data rates (so-called multirate) in a more flexible way and to give more
freedom on system design so that high spectral efficiency and high user peak
rate can be accomplished. Not only in modern wireless systems but also in
conventional analog and digital systems is cochannel interference a main
obstacle to realize high spectral efficiency. Especially in wireless multimedia
services is it becoming more challenging since the interference appears
bursty, with fast changing and hardly predictable properties.
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To offer a high-speed data transmission on downlink, a framework
called multichannel assignment in packet-based wireless systems is pro-
posed, under certain QoS constraints (e.g., traffic class based time delay,
packet loss rate). Moreover, the channel is defined on both the frequency
and time domain. Hence, the term “multichannel” is interpreted as multiple
carriers (multicarrier) and/or multiple time-slots (multislot) in this chapter.
It should be noted that a multiple code (multicode) approach is essential as
well. The core problem here is using interference handling techniques deal-
ing with cochannel interference in an interference limited cellular data sys-
tem (e.g., GPRS/EDGE type system) to maximize the possible network
throughput with the given bandwidth. Under this general scope, the
research interest is narrowed down to discover cochannel interference han-
dling techniques in multichannel assignment areas. Then the possible direc-
tions for combining scheduling schemes is discussed. Scheduling is a good
method to reduce interference, especially on media traffic loads, by avoiding
links with heavy interference from interfering each other so that limited
radio resources can be allocated in an efficient way.

The fundamental definition for channel allocation studies is a channel.
As shown in Figure 13.1, the definition of a channel is a burst at a certain
carrier assigned to a BS. Bursts are queued on the time domain, although
transmission could be done over channels on multicarrier and/or multislot
fashion. This definition forms the basic frame of MCA and non-MCA sys-
tems.

Consider a finite cellular network consisting of N cells, corresponding
to N BSs located at the center of each cell. The definition of a channel is sys-
tem level orientated. Consider a finite system consisting of N cellular cells. A
BS, connected to the backbone network, supports each cell. The available
frequency band is denoted by a set of carriers. The number of users sup-
ported by such a network is a set of K k N k= ={( )} { , , }1 2 3K . Assume that
each BS is perfectly synchronized with its closer BSs. Such an assumption
has been commonly used in similar type system modeling. The cochannel
interference occurs among the same channels using the same frequency and
the same time slot in different BSs.

The available radio resource to be assigned here is channel. Each
channel is defined on both the frequency and time domain, as shown in
Figure 13.1. A channel is CHt, f, k where f denotes the carrier selected and t
denotes the time slot selected by user k. For each user admitted by the net-
work, a group of available K channels can be used by a user. Look into the
problem within one time frame over all the available carriers in a BS. A sin-
gle channel quality is computed by
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where $ , $S I ni i iand and denotes estimated signal, cochannel interference,
and noise strength received by user i. Assume the constant transmission
power P Pj f t o, , = to keep neat the parameter settings at the current stage and
to simplify the research problem. The channel quality information (e.g.,
SNIR) is connected to transmission rate. In case of multichannel allocation,
focusing on a specific user, the channel quality status defined by a vector to
express the quality of all K channels a user has

γ γ( ) , , , , ( ){ | }k i f t j f t kCH CH= ∈ (13.2)

The basic disciplines for assigning channels are SNIR based (where
SNIR information is quite difficult to obtain), interference based [like
dynamic packet assignment (DPA) and dynamic channel assignment (DCA)], and
pass gain based. The current method for channel assignment is to use histori-
cal knowledge about channels, with the assumption that at the time when a
channel(s) was assigned to a user, the historical channel information
obtained at the moment of measuring still works (or at least helps). The
investigations done in Sections 13.5, 13.6, and 13.7 have been done based
on this conventional assumption, commonly used in circuit switched
networks.

13.3 The Impact of MCA Systems on Wireless IP Networks
In brief, a multicarrier system divides the complex problem of wideband
transmission into a set of simply conquered narrowband transmission
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dimensional model
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problems. Shannon’s classic paper from 1948 identified multicarrier trans-
mission as the optimum method to solve complex transmission problems.
He pointed to multicarrier transmission is a good method to handle ISI over
linear channels. The idea of subdividing a signal frequency band into a set of
contiguous bands was recognized very early in the fields of signal processing
and data communications to be a powerful technique for achieving efficient
system realizations. Now such a method has been extended to wireless sys-
tems like multicarrier CDMA [8]. In contrast to WCDMA, multicarrier
CDMA divides a single frequency band in to M subcarriers for the down-
link. The driving force for such a waveform design is the ease with which
one can convert from a narrowband CDMA signal to a wideband CDMA
signal, by means of taking M narrowband CDMA carriers and assigning
them all to one user [10]. Hence, the usable frequency band of a user can be
increased by a factor of M. An overview of multicarrier CDMA systems has
been given in [11].

In the wireless world, high spectral efficiency and flexible data rate
access are the focus of future wireless IP networks. The current research
work is aimed at maximizing spectral efficiency by means of channel alloca-
tion schemes, partially involved in the frequency plan approach. The con-
ventional channel allocation concept where only one channel is assigned to
the uplink or downlink between an MS and its connected BS, has been
extended to three-dimensional (or more) channel allocation to support high
data rate services. This means that more than one channel is assigned to an
MS from its serving BS. These channels could be time-slots and/or fre-
quency bands. With multiple frequency allocation, there is a possibility of a
frequency diversity gain when the signal is transmitted over multipath radio
channels. The conventional channel allocation can be catalogued into fixed
channel allocation (FCA), dynamic channel allocation (DCA), hybrid channel allo-
cation (HCA) of FCA and DCA, and random channel allocation (RCA) [12].
These channel allocation schemes try to maximize the total capacity of
wireless systems assuming constant data rate per user. When variable data
rates are needed, as is the case in multimedia communications, a new
dimension should be added into the allocation domain. A channel allocation
scheme should not only maximize the capacity in terms of number of users
per cell but its throughput as well. Obviously, the design of the system
becomes more complicated as more variables exist. A variable rate system
can be achieved through the allocation of multiple slots, multiple carriers,
and/or through link adaptation by using variable modulation and coding.
Previous studies showed that multiple channel allocation combined with
link adaptation could improve the system throughput as compared to single
channel allocation without affecting the system coverage [13].

Aiming at transmitting IP packets over a wireless bearer efficiently, the
following sections give a glance at current wireless access technologies for
wireless IP, and then from the aspect of RRM they introduce an MCA
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approach. The rest of this chapter provides deep insight into basic properties
of an MCA system for future wireless IP networks, in terms of spectral effi-
ciency (average user rate) and system fairness. As noted, enhancing spectral
efficiency implies dense frequency reuse that causes heavy cochannel inter-
ference in such a wireless network. So, dealing with cochannel interference
is an efficient way to improve downlink throughput. In the following sec-
tions, more about this topic, with an emphasis on channel allocation, fre-
quency diversity with maximal ratio combining, power control, and
carrier-grouping methods will be discussed. The results show a promising
improvement on downlink. As a reference from the network perspective,
these results are usable to determine buffer size, reasonable network load, or
further intensive work both on the network level and the link level. In gen-
eral, it offers properties of an MCA system so that IP packets can pass
through the wireless barrier more efficiently.

13.4 System Model and Performance Measures

This section describes a system model of an MCA system in which a group
of carriers is assigned to an MS from its connected BS. To improve system
capacity and promote coverage within a system, the MCA system is used
in combination with frequency diversity, which will be described in
Section 13.5.

Consider a wireless network with a total of C orthogonal frequencies.
Each frequency provides a constant information data rate of R bps. These
frequencies could be the subcarriers of an OFDM scheme or simply the car-
riers in an FDM scheme. These frequencies are used by the network to
cover an area with N BSs in set B. The network infrastructure of an MCA
system is that each user is assigned a fixed group of K carriers for its informa-
tion transmission. As a basic tool, Figure 13.1 clearly shows that these carri-
ers on frequency domain are assigned to a user, while those on time domain
and BS domain are kept the same. Thus, depending on the interference
situation, every active user can use up to K carriers simultaneously. The
average throughput of a user is then obtained as the sum of the effective data
rate in K frequencies. Notice that the number of users per cell is not affected
by this modification. In other words, by using this structure, the system will
keep the same number of users, but each user can improve its peak through-
put up to K/R bps.

One way to adapt this system to these new requirements is to transform
it into a system with universal reuse and assign a fixed group of K frequen-
cies to any given user admitted into the system with K = κ. The system is
characterized by its reuse distance and average channel outage probability
Pout, defined as Pout i j o= <Pr{ },Γ γ . The channel outage probability
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represents the fraction of time where the radio channel is not usable. The
parameter γo represents the required threshold for good reception quality
(related to the type of modulation and coding scheme used in the system),
and Γi,j represents the total SNIR.

For circuit switched networks, the outage probability should be kept
small to ensure a good connection (2% outage can be considered a good
value for channel outage probability). Even though it provides low outage
probability, such a design procedure is not attractive for multimedia type
systems where the traffic is bursty and the user data rate is changing. In such
situations it will take a long time to transfer files from one point to another
and will further require a large buffer at the transmitter. Therefore, some
modifications are needed to increase the throughput and reduce user outage
probability (represents system fairness).

Let us consider a system with M users and K frequencies, where each
user has a constant data rate R per frequency. The effective data rate of user n
is denoted as
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The performance measure for average user transmission ability is the average
throughput per user, defined as
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and E{} represents the time average. Another performance measure for
spectral utilization is spectral efficiency, defined as
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For measuring the system fairness, user outage probability is introduced,
which states the probability that an arbitrary user arriving in such a network
cannot get any data transmission under a certain traffic load q.
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Ω out eR n q= =Pr{ ( ) | }0 (13.7)

Here, traffic load q, represents the ratio of the average number of arrival
MSs and the number of maximum supportable users in one cell. The user
outage will be used in measuring performance impacts of power control and
carrier grouping.

The performance enhancement by means of frequency diversity, power
control, and carrier grouping are discussed further in Sections 13.5, 13.6,
and 13.7. The impacts of these techniques are illustrated by conducting
simulations.

13.5 Frequency Diversity for an MCA System

To improve system capacity and promote fairness, this MCA scheme is used
in combination with frequency diversity using maximal ratio combining
(MRC). Thus, a minimum required throughput can be guaranteed within
the system even to users in bad fading positions. The previous work on link
level showed that frequency diversity and MRC gave a significant improve-
ment in terms of average throughput per user and user outage probability,
compared to the one without frequency diversity and MRC [6, 14].

By applying frequency diversity and MRC in MCA, all users close to
their BSs will be able to use all the frequencies assigned to them, and users far
away from their cells may be able to use only part of the K frequencies. A
good degree of fairness can also be provided within the system by means of
frequency diversity. Users who are unable to extract the full rate from each
of their carriers can use transmitter (frequency) diversity and achieve their
connections with a lower data rate. The investigations are done using
parameters listed in Table 13.1, how much is gained by using frequency
diversity from network aspect. Using the model proposed in Sections 13.5.1
and 13.5.2, an investigation of this comparison is performed, which con-
stant transmitted power is assumed.

13.5.1 MCA Scheme Without Frequency Diversity

In this scheme, a group of frequencies is first assigned to a user followed by
computation of the SNIR experienced by each frequency within the sys-
tem. The central node starts by shutting off frequencies that have the lowest
SNIR, one by one until the point where all the remaining links have good
connections. Since all frequency groups are used in every cell, a better sys-
tem throughput is expected for the same capacity of C/K users/cell. This
scheme, however, requires a lot of signaling where all link information
needs to be reported to one node. Its computational complexity also
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increases with the number of users within the system. One way to reduce
this complexity is to use the scheme described in the next section, where the
selection of the appropriate frequencies for all MSs is done locally.

13.5.2 MCA Scheme with Frequency Diversity

In this scheme, each base station acts independently of all other BSs. Con-
sidering the downlink case (from the BS to the mobile), each MS measures
the link gain and the total interference plus noise power appearing during
demodulation of each frequency within its group. With this information,
the mobile station computes the SNIR of each frequency. For instance, a
user is using K carriers simultaneously. Diversity is only applied adaptively
when a single link cannot reach the quality threshold. SINR of each fre-
quency is then compared with the channel quality threshold. When a fre-
quency cannot fulfill the channel quality threshold, the frequency diversity
is applied. This frequency will be randomly combined with other frequen-
cies lower than the quality threshold within the same group. The diversity
procedure starts by combining two frequencies and ends up with three. The
SNIR quality threshold varies due to the number of combined frequencies.

For example, if two frequencies are used to carry the same information,
and assuming independent flat fading on each frequency, the combined sig-
nal will provide a diversity gain of order two. With this diversity gain, the
average bit error probability of the link is improved and the required thresh-
old for good quality of reception is lowered as compared to the single fre-
quency quality threshold. Combining more than two frequencies will
require lower thresholds. The required thresholds are used as frequencies for
the same information signal with MRC; the investigation is carried out for
two and three frequencies combination, respectively. Based on this diversity
combining, the multicarrier allocation scheme can take advantage of both
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Table 13.1 Parameters Used for Studies of an MCA System with and
without Frequency Diversity

Cell number N = 49

Carriers for one user 1 ≤ K ≤ 6

Micro-cell radius R = 800m

SIR threshold(s) 10, 7, 6 dB

Shadow fading correlation 0.5

Propagation constant 4

Channel active factor 100%

Simulation confidence 2,000 times



the multipath fading channel and the interference situation within the sys-
tem. Here, transmission decisions made by an MS. Note that the diversity
combining can also be used in the first scheme, the centralized fashion. It has
been found, however, that such a combination increases the complexity of
the first scheme considerably, making it too difficult to use.

Figure 13.2 illustrates the average throughput of the first and the second
multicarrier allocation schemes as a function of the number of frequencies
per group. Note that the average throughput per user increases with the
number of frequencies per group, K. It is also observed that the second
scheme performs better than the first scheme. The reason for this is that the
second scheme takes advantage of the diversity gain obtained through the
combination of multiple frequencies instead of switching them off. Of
course, adding this feature to the first scheme will provide good gains in its
throughput as well. However, as mentioned earlier, such a feature will
increase the complexity of the first scheme considerably.

Figure 13.3 illustrates the normalized spectral efficiency for the two
schemes as a function of the number of frequencies per group, K. It is
observed that the second scheme has a worse normalized spectral efficiency
for K = 1 but outperforms the first scheme for higher values of K. This is
natural because transmitter (diversity) can be applied when K is larger than
one. Note that the normalized spectral efficiency of the first scheme is
almost independent of K. Thus, for a cellular system with the parameters
given in Table 13.1, the average throughput per user is a linear function of K
with a factor of 0.4 approximately. The same tendency can also be observed
for the second scheme but with a much better throughput of approximately
0.7 K.
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per user in an MCA
system.



In fact, the second scheme provides a gain of about 50% in spectral effi-
ciency. With its simplicity, this second scheme seems attractive and suitable
for future multimedia applications. One might think of using power control
especially with this second scheme. With a proper adjustment of the trans-
mitted power in the different links, better interference management can be
achieved, and as a result, better throughput could be obtained. This point is
left for further investigations in Section 13.6.

13.6 Power Control for an MCA System

This section shows that the MCA system using frequency diversity gives
better performance. In spite of the carrier allocation approach, one may
naturally think about using power control to enhance system performance.
The consequence of doing so is to obtain frequency diversity gain and
multipath gain, and reduce the SNIR quality threshold. Moreover,
coupling power control into the previous one yields more downlink
enhancements [15].

Numerous research works in power control can be catalogued into cen-
tralized and decentralized ways. The experience from previous work reveals
that the core problem of a distributed power control scheme is a trade-off
between minimizing outage probability and increasing convergence speed
[16]. System capacity was further enhanced by using both channel allocation
and power control schemes [17, 18].

In this section, the performance of power control applied to an SNIR-
based close loop strategy is described. The advantage of doing so is to use the
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Figure 13.3
Spectral efficiency in
an MCA system.



downlink SNIR report for both channel assignment and power setting
decision, hence saving information transmission for channel situation. Logi-
cally, allocating more carriers to a user and using micro-diversity, a better
fairness (lower user outage) can be accomplished. Consequently, the rela-
tion between the spectral efficiency and the system fairness is indeed inter-
esting in that a trade-off might appear. This issue will be described at the end
of this section.

Consider a downlink power control performed incorporating with
channel allocation in centralized and distributed fashion. Scheme 1 performs
power control and channel allocation on the network level, while the dis-
tributed scheme does so in each MS locally. It has been shown in previous
work that the distributed fashion gives better system throughput and spectral
efficiency because of its gain from micro-diversity. In addition to its easier
deployment in terms of system design, it was emphasized in the research
work on the distributed MCA-based power control schemes to further
improve system performance. However, scheme 1 is also proposed as a ref-
erence of comparison.

The power control is closed loop SNIR based, assuming accurate SNIR
estimation and the unchanged status from the time of estimation to the time
of performing power control. Note that channel and power settings share
the same information. This gives the advantage of saving information
needed on control channels. The closed loop SNIR-based power control is
assumed to have no dynamic range and no updated step limitation (in a real
system, 30-dB dynamic range and minimum 1-dB power update step are
commonly used); the power control adjustment is based on the estimated
downlink SNIR. Assume that all the MSs change their powers once in a
time interval. Moreover, these changes will be done one by one, which
implies that the actions of the previous MSs have impacts on the decision of
the next one. Its corresponding transmission power vector that is going to
be changed at a certain time interval t t t→ + ∆ is denoted as
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( )
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where γ0 is the SNIR quality threshold for single carrier transmission. The
transmitter power on traffic channel of nth user at tth time instant is given by

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

268 RRM IN MULTICARRIER ALLOCATION–BASED SYSTEMS



P P
P

for jj in
t

d
j in
t

j in
t,

( )
max

,
( )

,
( )

min ,=








−

−γ
1

1Γ
∈[ , ]1 K (13.10)

where t > 1 and n ≥ 1, both t and n are integer values, and γd is the SNIR
quality threshold for a certain error probability requirement, which depends
on the number of branches used to transmit the same information signal
with maximum ratio combining, expressed as

ΓX in
j

d

dj ,
=

+

∑ ≥
1

1

γ (13.11)

where X Kj ∈[ , ]1 represents any channel involved in one maximum ratio
combining among K carriers, assigned to user n. Contrary to that described
in Section 13.5, where the number of carriers involved in one MRC is two
or three, we now look at the possible combination of 2, 3, 4, 6, and 8 carri-
ers, so that user outage probability can be minimized. In parallel with the
previous section, two schemes in both centralized and distributed fashion
are considered. The parameters used are listed in Table 13.2.

13.6.1 Scheme 1: MCA with Power Control

The channel and power assignment is in the network level. This scheme
performs based on the predicted downlink SNIR. A transceiver lowers the

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

13.6 Power Control for an MCA System 269

Table 13.2 Parameters

Number of cells in the network N = 49

Number of carriers used by a user K ∈ [4, 6, 8]

Cell radius (microcell) R = 800m

Shadow fading deviation σs = 8 dB

SNIR thresholds γd γ0 = 10

γ1 = 7

γ2 = 6

γ3 = 6

Shadow fading correlation ρss = 0.5

Propagation constant α = 4

Channel activity factor 100%

System traffic load 0.3, 0.5, 0.7, 1, 2

Results confidence corresponding to
traffic load

10,000 simulations



transmission power when SNIR is higher than the threshold, and shuts off
the worst channel (the one with the lowest SNIR) in the network. Such a
process will be performed continuously until all the remaining channels are
qualified in terms of SNIR. In this scheme, the power control scheme men-
tioned above will always be used with γ γd o= .

13.6.2 Scheme 2: MCA with Frequency Diversity and Power Control

Contrary to scheme 1, the channel and power assignment decisions on each
MS are used together. In addition, micro-diversity is applied here to
increase system coverage in terms of user outage probability. Each mobile is
trying to assign as high as possible data rate by starting from data rate R for
each channel, then R/2, R/3, or R/4 (depending on number of carriers per
user, K). At the same time, all the assigned channels are trying to be used,
instead of using some and switching off the others.

The investigation of the above schemes will be performed in a serving
area covered by N omni-regular hexagon cells. The parameters used in the
simulation environment are listed in Table 13.2. Comparing scheme 1 and
scheme 2, the average throughput is evaluated, as is spectral efficiency and
user outage probability, defined in Section 13.3. Among these, average
throughput and spectral efficiency illustrate the total system throughput, and
user outage probability demonstrates the degree of fairness of such a system.

Different carrier combinations based on different number of carriers is
investigated. For instance, when four carriers assigned to a user, look at
good channels that are able to transmit signals on one branch (i.e., channels
with SNIR above the first target). If this fails, look at the second target that
combines two branches. If this still fails, finally look at the third target that
combines four branches. For six carriers per user, instead of looking at four
carriers combination, look at three carriers, then six carriers combination.
For eight carriers per user, steps are the same as for four carriers per user, and
add the final step that looks at the eight carriers combination. For carriers
that do not succeed, the power of these branches will be shut off, and this
user will be counted into outage.

In Figure 13.4, scheme 2 has a higher average throughput than scheme
1, due to frequency diversity. The results show that power control improves
the average throughput, since it reduces the cochannel interference and
results in more qualified and usable channels. It is observed that the average
throughput increases while assigning more carriers to each user, which is
easily explained by the fact that the more carriers given to a user, the more
freedom to use these carriers. The average throughput increases as traffic
load gets higher.

Figure 13.5 shows the spectral efficiency. First, the spectral efficiency of
scheme 1 is almost the same as scheme 2 without power control. Second,
scheme 2 is better than scheme 1 in the sense of spectral efficiency. As traffic
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load becomes higher, the spectral efficiency becomes lower. The interpreta-
tion of this is that the more users, the more interference for each user to
cause lower average throughput per user.

Figure 13.6 not only depicts the user outage probability of proposed
schemes, but also shows the trade-off for having average throughput and
spectral efficiency at one side. By summarizing Figures 13.4, 13.5, and 13.6,
it is noticed that due to the low interference at low traffic load, the average
throughput is higher and outage is lower compared with that at the high
traffic case. One interesting phenomenon is that increasing carriers per user
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Figure 13.4
The average through-
put in an MCA sys-
tem.

Figure 13.5
The spectral efficiency
in an MCA system.



from four to six gives improvement on both system throughput and fairness.
However, increasing carriers per user from six to eight caused improved
fairness but the price to pay is spectral efficiency. Generally, scheme 2 gives
about 8% spectral efficiency improvement and half user outage of the no
power control cases, and this gain is independent of traffic load and the
number of carriers per user. It is also noticed that six carriers per user gives
the highest spectral efficiency. The user outage at four carriers per user is
about five times that of six carrier per user, and about 10 times that of eight
carrier per user.

It has been shown that power control is a robust way to combat with
cochannel interference. Moreover, another technique to deal with co-
channel interference is employing interference averaging technique, called
carrier-grouping technique in coming section.

13.7 Carrier-Grouping for an MCA System

As we enhance spectral efficiency, the outage is another prime. User outage
is the probablility that a user in the network receives no data transmitted in a
certain time interval. Channel outage is the probability that a channel is
lower than the SNIR threshold. User outage indicates the network cover-
age, while channel outage indicates the number of retransmissions of a
channel. In this section a method of channel allocation is proposed to
achieve interference diversity in a multicarrier-based system shown in
Figure 13.7, and the different ways of transmitting data on a group of sub-
carriers are studied and discussed. Such an approach provides a good
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Figure 13.6
The user outage in an
MCA system.



research direction for multicarrier receiver design. Since orthogonality can
hardly be preserved when OFDM signals are transmitted over radio chan-
nels, adjacent channel interference will cause serious degradation on SNIR
value and reduce system throughput. By using the channel-grouping
method, each user gets a group of carriers that are not neighboring ones, so
enhancing performance by reducing adjacent channel interference. Of
course, from a network point of view, as traffic gets lower, there is more
gain from both interference diversity and illuminating adjacent channel
interference.

In Sections 13.5 and 13.6, a group of frequencies was assigned to an
arrival user, in which the frequencies in a certain subcarrier group were the
same in every cell at each time, defined as fixed carrier-grouping [see Figure
13.7(a)]. Each time a user arrives, the network chooses one subcarrier group
from these three groups and assigns it to the user. The chosen group is fixed,
and all the frequencies in the chosen group will experience the same
cochannel interference. The disadvantage of the fixed carrier grouping is
that there is no link quality variation among frequencies, hence no interfer-
ence diversity within a subcarrier group. Alternatively, an interference aver-
aging technique can be used into carrier-grouping methods, so that link
quality variation occurs within a subcarrier group. Figure 13.7(b) shows
random carrier-grouping. Taking an example of nine carriers, for each user
who requests K channels, there are unoccupied ones among nine carriers;
then randomly pick three from the unoccupied ones, for instance, {f1, f4,
f9} {f3, f5, f7} {f2, f6, f8}. Due to changing frequencies in one group, inter-
ference diversity is achieved. This decreases the user outage probability,
especially in a low traffic load case. As traffic load gets higher in the network,
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Figure 13.7
Carrier-grouping
method: (a) fixed-
grouping method, and
(b) random-grouping
method.



the link quality variation gets smaller compared to the low traffic case, hence
interference diversity gain gets smaller. From the view of the whole radio
network, frequencies are used in a random manner by means of random
carrier-grouping; such average cochannel interference over all frequencies is
called the interference-averaging approach. This is a commonly used tech-
nique for frequency hopping or CDMA type systems. The benefit of using
the interference-averaging technique is that no channel status information
needs to be transmitted, hence shortening the time and simplifying the
process of channel assignment. The price to pay is that the performance will
not be as good as if the interference-avoidance technique were used, where
the channel assignment is based on the information of channel interference
levels, signal strength, and so forth.

Comparisons between the spectral efficiency and user outage probabil-
ity of fixed and random carrier-grouping are presented in Figure 13.8. In
general, random carrier-grouping outperforms the fixed one in terms of user
outage probability, due to interference diversity gain. It is also observed that
the random carrier-grouping gains more in the lower traffic case. As traffic
gets higher, the gain is less. It can be predicted that both schemes will per-
form the same if the system is fully loaded. There is no obvious change in
spectral efficiency for either scheme. As shown in Figure 13.8, when each
user uses three carriers, the comparison of fixed carrier-grouping and ran-
dom carrier-grouping is done with two and five subcarrier groups per cell. It
is observed that random carrier-grouping outperforms the fixed one, due to
its interference averaging advantage. As the number of subcarrier groups
increases from two to five, user outage probability gets lower, which could
be explained as more interference diversity gain is obtained while more sub-
carrier groups are available in each cell. In this way, good system fairness can
be achieved.
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13.8 Concluding Remarks

This chapter presents a tutorial overview on downlink RRM of an MCA-
based system in wireless IP networks. The wireless technologies that enable
IP packets to be transmitted over radio at a high speed with high spectral
efficiency and good coverage are discussed. MCA and non-MCA systems
are reviewed under the context of multidimensional definition of a wireless
channel. The impact of MCA-based system on wireless IP networks is
described. Then investigations on downlink performance are presented. A
multicarrier approach gives more flexibility on offering high spectral effi-
ciency and variable data rate. It is a good candidate for wireless IP networks.
We are aware that cochannel interference is the main barrier to combat. To
achieve a truly wireless Internet, the investigation of radio resource manage-
ment properties of MCA systems is of great importance. Hence, different
techniques including frequency diversity, power control, and carrier-
grouping are depicted on the network level. Wireless IP is currently a cut-
ting edge technology overlaying wireless and computer networks. Further
knowledge on this topic can be found in recent books [19–21].
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Chapter 14

TCP/IP over Next-Generation
Broadband Wireless Access
Networks
Ivana Stojanovic, Manish Airy, David Gesbert, and Huzur Saran

14.1 Introduction
The demand for broadband Internet access is booming. Delays in the
deployment of 3G high-speed wireless networks, such as WCDMA and
cdma2000, as well as the slow progress in satisfying demand for wired solu-
tions such as Digital Subscriber Line (x-DSL) and cable modems, place high
expectations on alternative access technologies such as fixed wireless. The
fixed wireless technologies of focus here address the lower frequency bands
(MMDS, 3.5 GHz) dedicated to mass market—residential, small offices home
office (SoHo)—use. Current Internet broadband wireless access (BWA) tech-
nologies are based on the existence of a line-of-sight link between the sub-
scriber’s unit and the access point. This assumption allows the avoidance of
multipath fading and equalization; however, it puts very stringent limits on
the scalability and ubiquity of the technology, preventing low-cost mass
deployment and also preventing any future evolution to support mobility.

Figure 14.1 illustrates the architecture and the main network compo-
nents of BWA systems. These systems are deployed as cellular systems where
one access point, a BTS, serves multiple subscriber units (SUs) located in its
proximity area, defined as a cell. This architecture assumes that all SU nodes
talk to and hear from the base station and that all communication must go
through BTS node. In other words, two SUs within the same cell cannot
communicate directly. Multiple cells, sufficiently spaced apart, can use the
same frequency lowering down the requirement for available spectrum in a
given area. Frequency reuse is enabled by natural phenomena of signal
strength loss with transmission distance and can further be improved by

279



different techniques that enable interference mitigation from neighboring
cells. Ideally, each cell reuses the same frequency channel, translating into
highly desirable frequency reuse 1 system. In practice, however, this reuse is
very difficult to achieve.

The goal of the next-generation (2G-BWA) design is to demonstrate
feasibility of Internet access over very unreliable channels with satisfactory
TCP/IP quality. This chapter presents a state-of-the-art overview for Inter-
net access over 2G-BWA networks. The challenge for these, mostly fixed
access technologies, stems from non-line-of-sight (NLOS) deployment with
high coverage requirements and very efficient spectrum use, while main-
taining low latency TCP/IP link performance. This performance has to be
at least comparable to that of competing wired technologies like digital sub-
scriber line (DSL) and cable modem. At the same time, the system has to
maintain user friendliness, especially during installation, and low cost of
operation. Key features to a successful 2G-BWA design lay at the physical
(PHY) layer and MAC layer. Typical overall figure-of-merit requirements
for these upcoming systems are shown in Table 14.1.
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Figure 14.1
Illustrating BWA
network components.

Table 14.1 Requirements for 2G-BWA

Figure of Merit Requirement

Aggregate rates 4–7 Mbps

Spectrum efficiency 2 bits/Hz/BTS

Coverage 4–6 miles (90% area)

Latency Comparable to DSL

Link reliability 0.999



Non-line-of-sight broadband wireless channels are prone to
frequency-selective and time-selective fading [1]. In addition, because of
the quasi-stationary nature of the subscriber unit, the Doppler spread in the
channel is low (less than 1 Hz), causing fades to typically last longer than
wireless mobile applications (up to a few seconds). To provide good link
performance at the TCP/IP level over such channels, fade mitigation at
either the PHY or MAC layers becomes absolutely critical.

For this emerging industry branch, standardization efforts have already
been made within the IEEE 802.16 Working Group on Broadband Wire-
less Access. This group is creating the IEEE 802.16 family of WirelessMAN
standards for wireless metropolitan area networks (WMANs). The IEEE Stan-
dard Board formally approved IEEE Standard 802.16. This standard sets the
platform for global deployment of 10- to 66-GHz metropolitan area net-
works that support voice and data application at the quality level customers
demand, while making highly efficient use of available bandwidth. A stan-
dardization branch for 2- to 10-GHz air-interface is still under development
and a closure is expected shortly. Also, under this effort, the IEEE Standard
Board adopted Channel Models [2] proposed jointly by Stanford University
and Sprint. These models provide fixed wireless service providers and
equipment vendors with the definition of NLOS, the deciding factor
whether the fixed broadband wireless technology can deliver over unreli-
able wireless channel.

A number of emerging technologies that satisfy this need have been
investigated for use in the BWA systems. Note that only generic or standard
versions of the system features are mentioned here. This chapter first pres-
ents a tutorial background on the windowing and loss recovery mechanisms
of TCP and address difficulties faced by TCP over unreliable and lossy wire-
less links. Then, a selection of technologies, both at the MAC and PHY,
that are suited for NLOS BWA are presented. Next, end-to-end link per-
formance (including TCP/IP) for a typical 2G-BWA system exposed to
time/frequency fading channels is presented. In particular, the focus is on
the respective impact of key PHY and MAC layer features on end-to-end
TCP/IP performance over these channels. The conclusion carries design
recommendations for 2G-BWA.

14.2 TCP Background

In this section, the TCP windowing and loss recovery mechanisms are
recalled and differences between several widely used versions, Tahoe and
Reno through TCP evolution process, are emphasized.

TCP is a dynamic window-based flow control protocol. The window
size, denoted by W(t), varies in response to packet acknowledgments (ACKs)
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and loss detection. While the receive processes are the same for all TCP ver-
sions, their transmit processes and window adjustment algorithm in
response to loss detection are different [3].

At any given time t, the TCP transmitter maintains several variables for
each connection: lower window edge, congestion window, and slow start
threshold. Lower window edge X(t), denotes that all data packets numbered
up to X(t) – 1 have been transmitted and acknowledged. Each ACK receipt
causes X(t) to advance by the amount of acknowledged data, and thus, lower
edge window evolution is a monotonically nondecreasing time function.
The transmitter’s congestion window W(t) defines the maximum amount of
data packets the transmitter is permitted to send without an acknowledg-
ment, starting from X(t). Control mechanism upon ACK reception allows
W(t) to increase or decrease within Wmax boundaries, whose value is adver-
tised by the receiver during connection setup. Slow start threshold Wth(t)
controls the increments in W(t). If W(t) ≤ Wth(t) transmission is assumed to
be in slow start phase, where each ACK causes W(t) to be incremented by 1.
This rapid growth switches to slow increase once the window crosses slow
start threshold. This phase, called the congestion avoidance phase, aims to
cautiously probe for extra bandwidth. Each ACK reception increments
window size W(t) by 1/W(t).

On the receiver side, packets are accepted out of order, but delivered
only in sequence to an intended TCP user. The destination returns cumula-
tive acknowledgment for every correctly received packet. Each ACK carries
the next in-order packet sequence number expected at the receiver. Thus, a
single packet loss can be detected if the same “next expected” number is
received in all consecutive acknowledgments of packets successfully trans-
mitted after the lost packet. Reaction on packet loss detection depends upon
the TCP version. In the simplest case, TCP OldTahoe, the TCP transmitter
continuously sends packets till the congestion window is exhausted and
then waits for timer expiry. The sender maintains a timer only for the last
transmitted packet; that is, each time a new packet is sent, the transmitter
resets the already running transmission timer. The timer is set for a round
trip timeout (rto) value that is derived from a smoothed round-trip time (rtt)
estimator applying the low pass filter over the last estimate and the current
measurement of the rtt. The timeout values are set only in multiples of timer
granularity: in a typical implementation the timer granularity is 500 ms.
According to the basic recovery algorithm, upon timeout, window parame-
ters are adjusted: Wth(t+) is set to W(t)/2 and W(t) is reset to 1, and retrans-
mission is initiated from the first missing packet.

More sophisticated TCP protocols such as Tahoe and Reno implement
fast retransmit and loss recovery procedures. The fast retransmit procedure takes
advantage of additional information that duplicate acknowledgments carry.
The transmitter waits for several duplicate ACKs to arrive (typically three)
to account for possible network delay and packet reordering. Then, the
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missing packet is retransmitted before the timer expiry. In subsequent loss
recovery, the TCP Tahoe transmitter behaves as if a timeout has occurred
and resorts to the basic recovery algorithm.

In the case of Reno, only the lost packet is fast retransmitted and loss
recovery procedure is handled differently. Congestion window recorded at
this time is referred to as loss window. After Nth duplicate ACK at time t, the
sender adjusts slow start threshold Wth(t

+) to W(t)/2 and W(t+) to Wth(t
+) +

N. Congestion window W(t) is additionally incremented by N to account
for packets that have successfully left the network and produced duplicate
ACKs. While waiting for the ACK for the first retransmission, any success-
fully received outstanding packet produces a duplicate ACK, which further
increments W(t) by 1. If a single packet were lost, the packet retransmission
would complete loss recovery. At this time, congestion window W(t) is set
to Wth(t), and the transmission resumes according to the normal window
control algorithm. However, the algorithm can experience a possible stall
time if multiple packet losses occur within the loss window. In this case, the
congestion window might close before a sufficient number of duplicate
ACKs has been generated to trigger multiple fast retransmits. In that case,
algorithm waits for timer expiry. The Reno recovery algorithm outper-
forms the Tahoe version, but it is pessimistic and suffers performance degra-
dation in case of multiple losses within the loss window [3]. In this chapter,
the focus is mainly on TCP Reno.

14.2.1 Performance of TCP on Wireless Links

From the discussion above it is clear that TCP is not designed for lossy links.
The TCP protocol has been developed for wired networks to deal with net-
work congestion, rather than nonnegligible random losses of wireless links
that raise the packet error probability several orders of magnitude. The TCP
sending rate drops upon loss detection and increases only gradually after-
wards. Congestion window evolution, clocked by arrival of acknowledg-
ments, largely depends on round trip time. If round trip time is large and the
congestion window is decreased frequently due to multiple losses, the TCP
connection may not be able to fully utilize available channel bandwidth.
Although some of the previous studies show that different versions of the
TCP protocol perform better or worse in response to wireless lossy link
with correlated errors, none of them gives satisfactory performance. This
calls for new techniques that will allow reliable transmission in heterogene-
ous networks comprising both wired and wireless hops. Comparative analy-
sis of several higher layer schemes proposed to alleviate the effects of
non-congestion-related losses has been conducted in [4]. The authors clas-
sify the schemes in two categories according to the approach they take to
improve TCP performance in lossy systems. The first category includes
link-layer protocols, split connection approaches, and TCP aware link layer
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schemes. These protocols try to locally solve the problem and hide wireless
losses from the TCP sender. As a result, wireless hops appear as high-quality
links with reduced effective bandwidth. The second class of technique
attempts to make the sender aware of the existence of non-congestion-
related losses. The idea is that the sender restricts itself from invoking the
congestion avoidance algorithm in response to such events. Second class
schemes, however, require undesirable change in TCP end-to-end algo-
rithm. Comparison analysis shows that local protocols outperform the sec-
ond class techniques [4]. Moreover, reliable link layer schemes offer higher
throughput than the split connection approach, and at the same time pre-
serve end-to-end protocol semantics.

14.3 Design Features for 2G-BWA Networks

In this section, the focus is on BWA system design features that attempt to
overcome unreliability introduced by time and frequency selective fading
and interference-prone channels. Both PHY and MAC layer features are
presented, while TCP fixes that have been proposed to deal with wireless
channel behavior are ignored. The focus here is on a set of selected features
relevant to good network economics and performance in terms of coverage,
spectrum efficiency, and satisfactory TCP/IP quality. The MAC layer fea-
tures ensure a low resultant error rate seen by TCP. The PHY layer features
improve link quality and enable higher data rates.

14.3.1 MAC Layer

14.3.1.1 Weighted Round Robin Scheduling

In order to facilitate the QoS requirement of both links, centralized MAC
protocol with arbitration and complexity moved to the BTS is suitable for
packet access networks such as cellular. In this protocol type, the BTS has
explicit control on the access of the medium. Downlink transmission sched-
ule is easy to compute since all data transmission requests arrive at the BTS.
On the other hand, uplink channel needs a specific protocol that enables
SUs to transmit according to application quality attributes. Delay-sensitive
real-time applications are hard to achieve required delay bounds with ran-
dom access [5] protocol where each packet has to contend for transmission.
On the other hand, guaranteed access [6] protocol featuring polling mecha-
nisms put additional overhead in the network, especially in the case of
bursty data and do not guarantee bounded delays either. QoS guarantees can
be fulfilled with demand assignment protocols where the request and trans-
mission channels are separated. In this case, the central node (BTS) collects
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bandwidth requests and schedules transmission matching requirements
against available resources. The request channel is typically random access
where only short control messages carrying bandwidth requests contend
for access according to slotted ALOHA-based algorithm. Additional
requests, instead of going through contention, can be piggybacked on data
transmission.

Then, at the beginning of each frame, the BTS transmits a MAC assign-
ment protocol (MAP) message that allows a particular SU to determine
which timeslots it should decode or transmit in and what modulation/cod-
ing to use.

The scheduling policy used to compute the uplink and downlink trans-
mission schedules at the BTS has to meet the following requirements and
constraints:

• Ensure that constant bit rate (CBR) service flows get allocated a constant
bandwidth with acceptable delay jitter;

• Ensure that unspecified bit rate (UBR) service flows share available
bandwidth in a fair manner;

• Support channel dependent scheduling—that is, compute transmis-
sion schedule based on the knowledge of modulation/coding being
used over current channel state;

• Provide ability to temporarily shut off transmission to an SU with a
bad link.

14.3.1.2 Automatic Retransmission/Fragmentation

Automatic retransmission/fragmentation (ARQ/F) is widely considered to be a
key tool for dealing with errors occurring over wireless channels. A low-
latency acknowledgment and retransmission mechanism is implemented at
the MAC layer between the SU and the BTS. The MAC layer fragments IP
packets into atomic data units (ADUs). A technique complementary to cod-
ing, ARQ/F only introduces redundancy during the fraction of time when
data gets corrupted. A retransmission of only erroneous ADUs is efficient in
dealing with fades at the cost of only moderate additional link latency.
ARQ/F-based systems can be designed to operate at high BER levels while
still providing satisfactory TCP/IP performance, as shown later in the results
section.

At a transmitter, protocol data units (PDUs) received for transmission
from higher protocol layers are fragmented into ADUs and transmitted
sequentially, with each outgoing ADU being uniquely identified by its
sequence number. At a receiver, uncorrupted incoming ADUs are stored in
a reassembly buffer. Whenever all of the ADUs comprising a PDU are
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received, the reassembled PDU is passed up to the higher layer protocols.
To accommodate situations where several ADUs comprising a PDU are
received in error, the receiver periodically generates an acknowledgment
message (ACK) notifying the transmitter about sequence numbers of cor-
rupted ADUs. When the transmitter receives an ACK, it retransmits the
“missing” ADUs from its transmit buffers. These retransmitted ADUs are
given higher priority over regular transmissions. ADUs that have been suc-
cessfully received at the receiver are freed from the transmit buffer.

The ARQ protocol is based on a sliding window mechanism—that is,
each flow is allowed to transmit only if it has no more than a window size
(W) worth of unacknowledged ADUs. More formally, the following ine-
quality must always hold:

T(N) – T(U) <=W if T(N)> = T(U) (14.1)

MAX_SEQ_NUM −T(U) + T(N) <=W if T(N) < T(U) (14.2)

where MAX_SEQ_NUM denotes the size of the sequence number space,
T(N) denotes the sequence number of the next in-sequence ADU eligible
to be transmitted at a transmitter, and T(U) denotes the sequence number of
the “oldest” ADU that has not been positively acknowledged by the
receiver. The window size W shall be configurable at the time of link ini-
tialization, but it cannot be larger than MAX_SEQ_NUM/2 ADUs. This
limit arises from the size of the sequence number space and its uniqueness
requirement.

14.3.1.3 Adaptive Modulation

Adaptive modulation (AM) and coding let a user adapt its data rate as a func-
tion of channel conditions (e.g., SINR). The technique has been popular-
ized in the EDGE cellular standard [7]. AM allows a several times rate
improvement by exploiting all SINR margins available at any time/
location. The idea behind location adaptive modulation is depicted in
Figure 14.2. By comparison, a nonadaptive system must be deployed with
most conservative modulation/coding for all users in order to preserve good
coverage and frequency reuse. However, location self-adaptivity to even
slowly changing conditions, is a key requirement in extracting significant
capacity gains. Further improvement is obtained by faster adapting. For
TCP/IP, AM will result in larger pipe size and additional statistical
multiplexing.

To detect an appropriate modulation/coding level, the MAC layer uses
a set of packet error rate (PER) and SINR statistics obtained from the PHY
layer. An algorithm assigns each user a modulation and coding level that is a

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

286 TCP/IP OVER NEXT-GENERATION BROADBAND WIRELESS ACCESS NETWORKS



function of individual channel conditions, while satisfying target error rate
constraint [8].

14.3.2 Physical Layer

14.3.2.1 Spatial Diversity

Spatial diversity (SD) is obtained through the use of multielement antennas at
either the BTS and/or the SU. Antenna combining is used to deal with fad-
ing (Figure 14.3) and allows advanced interference canceling algorithms.
The basic idea of diversity combining is that several uncorrelated fading ele-
ments are much less likely to fade simultaneously than a single element. Use
of SD can reduce the SINR requirement by 10 dB to 15 dB with no loss of
TCP/IP performance. This is exploited to extend the coverage, to increase
data rates, and most importantly to allow a tight frequency reuse that will
work in arbitrary terrain. Recent measurement campaigns [9] for BWA
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Figure 14.3
Multiple antennas
provide a robust source
of diversity in NLOS
channels.



suggest that decorrelation is achieved with 1 to 2 wavelengths of element
separation; less spacing is achieved with dual-polarized antenna elements.

The signal processing techniques used to combine the antennas can
vary. MRC and minimum mean square error (MMSE) combining are typi-
cal examples of combining algorithms when the channel coefficients are
known (e.g., at the receiver) [10]. Upon transmission, where the exact
channel coefficients cannot be known unless a bandwidth consuming feed-
back link is used, a blind transmit spatial diversity must be used. Examples
are space-time coding algorithms recently developed [11]. Delay-diversity is
used for transmitting and MRC is used for receiving.

14.3.2.2 MIMO and Spatial Multiplexing

In the case of multielement antennas at both ends (multiple-input multiple-
output, or MIMO), an additional data rate increase can be obtained by
exploiting simultaneous transmission over the eigenmodes of the channel, as
seen in [10, 12]. A simple spatial multiplexing (SM) algorithm works as fol-
lows (more advanced variations combined with coding are typically used in
practice): a high rate signal is demultiplexed into a set of independent bit
streams, which are independently transmitted by the multiple antennas. The
signals are mixed with each other in the channel since they occupy the same
time and frequency resource. At the receiver, the multiple antennas are used
to first learn the spatial signature (channel) of each stream using training
sequences, then combined so as to separate the different bit streams from
each other. The streams are finally multiplexed to offer the original high rate
signal. This operation consumes only the bandwidth normally needed to
transmit one single bit stream. The increase in data rate is achieved at
the expense of increased interference. The procedure is illustrated in
Figure 14.4.

When there is only one usable eigenmode due to rank deficiency of the
MIMO channel, the streams are not separable and the system must fall back
to a diversity scheme [12]. This technology is particularly well suited for
BWA because, unlike handsets, compact multielement subscriber units can
be designed with two or three elements.

The gain in data rate is proportional to the minimum of the number of
transmit and receive antennas. The impact of this technology on TCP/IP
performance is examined in the results section.

14.3.2.3 Frequency Diversity

Broadband transmission over multipath channels introduces frequency
selective fading, as illustrated in Figure 14.5. Mechanisms that spread infor-
mation bits over the entire signal band will mitigate the effect of fading
occurring at certain frequencies. An example of such multipath-friendly
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mechanisms is frequency-coded multicarrier (e.g., OFDM) modulation
[13]. This technique requires lower SINR to achieve the same spectral effi-
ciency as compared to single carrier system.

14.4 End-to-End Performance

14.4.1 Simulation Methodology

The main objective of end-to-end simulation is to capture all aspects of sys-
tem design and examine their impact on TCP/IP. System evaluation
approach organizes simulations into several hierarchical layers where each
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Figure 14.4
Simplified SM scheme
with three antennas.
This gives three-fold
data rate improve-
ment.

Figure 14.5
OFDM with coding
transforms multipath
into a source of anti-
fading diversity.



module sees the abstracted behavior of a layer below. The simulation is con-
strained from the bottom by BWA channel models and from the top by
TCP/IP usage models. The three main design layers with several degrees of
abstraction and implementation detail need to be captured—namely, trans-
port, MAC, and PHY layers. Different tools are used to implement each
layer.

Network simulator (NS) [14] closely mimics TCP-based transport layer
and is used to capture user behavior, create network nodes, and apply differ-
ent traffic models to source nodes. Detailed proprietary MAC layer func-
tionality is developed in C/C++ and interfaced to NS. PHY layer behavior
is abstracted to a form suitable to the MAC layer, through error and data rate
traces, that reflect performance of coding, modulation, and multiple anten-
nae processing techniques over realistic fixed broadband wireless channels.
Realistic channel models are developed from fixed MIMO channel meas-
urements and standardized in IEEE 802.16 body.

The NS module developed for fixed broadband wireless system evalua-
tion models one target multiuser TDMA-based cell. The interference
caused by other cells, however, is also captured through the data and error
rate traces, assuming a 2 × 3 frequency reuse. The 2 × 3 frequency reuse
assumes that each cell is divided in three sectors and that the set of three fre-
quencies is repeated every second cell. The wired backbone network is rep-
resented as a set of Web servers (traffic sources) connected to the BTS
through high bandwidth, high propagation delay, and low BER links. The
wired links converge to the BTS (Figure 14.6), which maintains separate
queues for each SU. Multiple TCP connections originating from different
servers can get routed to the same queue, modeling a business customer or
residential users with multiple open connections. Packets are transmitted
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over the air and are subject to errors as predicted by PHY error traces. A
connection from the BTS to any particular SU is represented with a link
whose average quality is dictated by long-term channel condition specific
for each subscriber location.

14.4.2 MAC Model

The MAC layer model captures detailed design features such as segmenta-
tion and reassembly of IP packets, scheduling, ARQ, UL access via conten-
tion, and link adaptation.

IP packets are fragmented into ADUs and are delivered in order to
higher (TCP) layers according to the ARQ/F protocol. The instantaneous
channel state and transmit mode determine ADU loss probability. Lost
ADUs are identified and marked for retransmission. The centralized sched-
uler enforces a weighted round robin policy. Allocations are made for a
number of time-frequency blocks considering transmit mode and service
attributes of a particular user. On the reverse link, from an SU to the BTS,
initial access is obtained over a contention channel. Once data transfer starts,
additional bandwidth requests are piggybacked on the data ADUs. If
enabled, both UL and DL are subject to transmit mode adaptation based on
SINR measurements made at the receiver.

Many specific channel parameters are programmed by MAC layer and
broadcasted in downlink messages. However, several parameters are left
unspecified and configurable during the SU registration process in order to
optimize performance for a particular deployment scenario.

14.4.3 PHY Model

The PHY performance is summarized through estimation of modem set-
points for each transmit mode. A transmit mode is comprised of a coding
mode (choice of MQAM and coding rate) and antenna mode (diversity or
spatial multiplexing). The modem setpoint for a particular mode, as defined
by the modulation, coding, and number of transmit antennas, is defined as
the SNR required to achieve a desired pre-ARQ operating error rate. Here,
two cases can be distinguished. If the mode is static over time, a modem
setpoint represents the average SINR level over a long period of time
attained at one receive antenna element. In the second case, link adaptation
tracks channel variations, allowing maximization of data rate whenever
possible through selection of “optimal” transmit mode over a time window
of interest. In this case both packet error rate trace, as well as correspond-
ing mode trace are generated and supplied as input to the end-to-end
simulator.
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14.4.4 Wireless Channel Model

Physical properties of wireless communication channels exhibit lots of
impairments unknown to their wired counterparts. In a wireless system, sig-
nal propagation is subject to scattering, reflection, refraction, or diffraction
of surrounding objects, such as buildings, hills, streets, trees, and moving
mobiles, as shown in Figure 14.7. The received signal is attenuated due to
wireless propagation impairments such as path loss, shadowing, and fast
fading.

Path loss is the drop in radiated signal power due to signal propagation
from the transmitter to the receiver and environment characteristics, such as
water, foliage, and so forth. Ideal free space propagation follows inverse
square law spreading with the distance, whereas in a real cellular environ-
ment, the path loss exponent varies from 2.5 to 5.

Shadowing, or slow fading, comes from signal blocking by large
obstructions such as buildings and hills that are positioned between base sta-
tion and access terminal. Multipath fading plays a central role in determining
the nature of wireless channel. Signal interactions with numerous physical
objects in its path to the receiver result in a presence of many signal compo-
nents, or multipath signals, at the receiver. Multipath arrives from different
directions, with different attenuation and propagation delays resulting in
received signal amplitude that varies in many dimensions—time, frequency,
space.

Time selectivity, measured through Doppler spread, comes from the
fact that a pure tone is frequency dispersed due to environment change in
the receiver’s vicinity. In the mobile channel, received signal envelope has
Rayleigh distribution in the time domain, which translates into Doppler
power spectrum of the received signal that has a “horn” shape. On the other
hand, fading characteristics of the fixed wireless channels are very different
from the mobile case and result in a “rounded” Doppler spectrum [2].
Techniques that exploit this property are adaptive modulation, which tracks
channel quality over time, and radio link protocols, like ARQ/F, which
attempt to fix fades by retransmission of lost packets in good channel states.

Frequency selectivity or multipath delay spread is caused by several dis-
tinct and delayed versions of a transmitted signal. It is characterized by
coherence bandwidth representing maximum frequency separation for
which channel response remains correlated. Signal components delayed by
even a small fraction of the symbol period give rise to intersymbol interfer-
ence. OFDM for wireless is well suited to combat frequency selectivity by
coding over subcarriers.

Space selective fading, or angle spread, refers to distinct multipath angle
of arrival that translates into signal amplitude that depends on antenna loca-
tion. This property allows for space and MIMO diversity techniques in the
systems with antenna arrays.
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The channel models, adopted by IEEE 802.16, reflect specific broad-
band wireless channels developed from measurements and published by
Sprint and Stanford University [2]. These models capture radio link impair-
ments mentioned above. Here, the emphasis is on the use of NLOS models
with low Ricean K factors in order to design systems with high reliability
requirements. The use of multiple transmit and receive antennas calls for
antenna correlation modeling. The system under study assumes cross-
polarized antennas. Cross-polarization gives rise to attenuation due to
polarization mismatch (XPD) between transmit and differently polarized
receive antenna. For LOS components, 10-dB attenuation is recom-
mended, but for Raleigh component XPD loss goes as low as 4 dB. This
effect should be included in PHY modeling. Key parameters for the differ-
ent channel models, SU1 to SU6, are listed in Table 14.2.

14.4.5 Traffic Model

The exponential growth of the WWW has caused the traffic originating
from Web applications to dominate the Internet both in terms of volume
and active users. This trend, likely to continue in upcoming years, causes
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Figure 14.7
Radio wave propaga-
tion with diffraction,
refraction, and multi-
ple reflection.

Table 14.2 Key Parameters for Channel Models

SU1 SU2 SU3 SU4 SU5 SU6

rms delay spread (µs) 0.1 0.2 0.3 1.3 3 5.2

Overall K (linear) 10 5 0 0 0 0

Antenna correlation 0.7 0.5 0.25 0.25 0.25 0.25



downstream and upstream link asymmetry. The majority of the Internet
applications today, such as Web browsing and file downloads, require larger
bandwidth pipes on the downstream. However, there is an increasing
demand for streaming data (audio and video) applications, video conferenc-
ing, and high-QoS services that will require networks to support more sym-
metric traffic.

Accurate traffic modeling has high relevance in system evaluation and
capacity planning. In particular, traffic model requests need to mimic a cer-
tain population of real users. The literature shows that such a model has
been difficult to develop due to a number of unusual Web workload charac-
teristics [15]. Empirical studies of operating servers show that their workload
is highly variable, both in volume and number of open connections. This
feature indicates that proper attention should be paid to properties of Web
streams such as request interarrivals and file sizes. Another important Web
traffic characteristic is self-similarity—that is, significant variability over a
wide range of time scales. Self-similarity negatively impacts network per-
formance and becomes important to address.

In the system evaluation a focus should be on a traffic model that
attempts to closely imitate HTTP requests originating from a population of
Web users. Traffic models can be characterized at two levels: macroscopic
and microscopic. The macroscopic description determines the business-to-
residential user penetration ratio, the number of active connections per
business SU, and SU activity factors across the subscriber population. A
good approximation assumes an active set composed of 20% business SUs
with an average of five active connections each.

The microscopic description describes individual user behavior over
time. A user can request data or act as a server to a remote client. From a
global perspective, data transfer volume can be characterized as long-term
throughput average or workload, with an assumption of a 20-Kbps down-
link and 8-Kbps uplink per connection workload. Introduction of uplink
traffic diminishes link asymmetry and allows for more symmetric loads that
account for future traffic development. In addition to these data workloads,
control traffic in terms of MAC/ARQ or TCP acknowledgments is inher-
ently generated. The workload is averaged over several WWW sessions,
including “think” time.

According to the standardized SURGE WWW usage model [15], each
user starts several sessions during an on-line period. User behavior during a
session is described as a superposition of active downloads and think times. Tails
of the download (or request) sizes are described by a Pareto distribution,
with the body of download sizes following a log-normal distribution. The
average request size used in simulations is 27 KB. The think time is Pareto
distributed with an average of 3.5 seconds. The model parameters are shown
in Table 14.3 and illustrated in Figure 14.8.
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14.5 Results
In this section, performance benefits of key system design aspects that enable
efficient broadband wireless operation are presented. This section specifi-
cally addresses AM, SD, and MIMO techniques, as well as operating error
rate.

AM and coding allow the system to adapt transmit modes across users in a
cell as a function of channel conditions at each location. The highest AM
allowable rate is 12 times that of nonadaptive system deployed with the most
conservative mode to preserve required coverage and frequency reuse.
Twelve available data rates at the physical layer in the adaptive system form a
set of 1.1, 2.2, …, 13.6 Mbps. Diversity of transmit modes is obtained
through MIMO and SD features of the physical layer. In Figure 14.9, per-
formance of both systems as a function of offered load is presented. A nona-
daptive system sustains several times lower workloads with even worse
request service delays. In other words, good coverage of a nonadaptive sys-
tem is bounded by quality of service requirement, which in return greatly
reduces the number of users the system can support.

Figure 14.9 also illustrates how an unequal data rate of users with dispa-
rate SINR levels reduces the system’s offered troughput. Active users are
separated into N classes according to their SINR level and corresponding
data rate. A user in a class n receives data at rate Rn bps. Now, suppose that all
users request equal traffic amounts making a relative frequency of packets of
class n, denoted by Pn, proportional to the number of users in the class.
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Table 14.3 Parameters of WWW Traffic Usage Pattern and File Sizes

Request Body
Log-normal Request Tail Pareto Active OFF Pareto

Session Length Inverse
Gaussian

µ= 7.881
σ= 1.339

K = 34
α= 1.177

K = 1
α= 1.4

µ= 3.86
σ= 6.08

Figure 14.8
User activity model.



Assume infinite traffic load of each class and suppose a scheduling scheme
where slots are assigned one at a time succesively to each user.

As a result, the bandwidth share of a given class is proportional to the
class size. The system’s avarage data rate, or throughput, is

R P Rav n n
i

N

=
=
∑ bps

1

(14.3)

This means that fixed size packets of lower data rate users will have pro-
portionally higher latencies. That is, if the latency of a B-bit packet is con-
sidered, the number of slots consumed by each user in class n will be B/Rn,
and hance the latency Ln is inversely proportional to the rate Rn.

On the other hand, in practice there is a requirement is that all users
have essentially the same latency irrespective of the Rn they can support and
that a finite amount of traffic is requested by each user within a certain time
window. Then, each class will consume bandwidth directly proportional to
its size and inversly proportional to its rate. Round robin scheduler assump-
tion and QoS constraint on bounded delays require the system to operate
below its full capacity. Achieved system throughput differs from the average
data rate, presented in (14.3), due to multiplexing of users with disparate
SINR levels. Assume that each user requests B bits and that users of nth class
require Sn = k/Rn (k being a constant) slots to trasmit those bits. In this case,
effective throughput is defined as
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AM offers several-fold
improvement in capac-
ity, efficiency, and
QoS. Note that the
offered load does not
include ~16% of
upper layer protocol
overhead.
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For example, SINR distribution across the cell with 5% average ADU
error rate yields an average throughput of 6 Mbps which translates into 4
Mbps of effective throughput. Figure 14.9 shows that after including 16% of
upper layer protocol overhead, the system offered load does not go beyond
4 Mbps at full link utilization.

The above analysis indicates cost paid in throughput for latency equali-
zation. Less bandwith “unfair” allocation can be made if delay garantees are
relaxed for the user with worse link conditions.

MIMO and SD are key to enhancing system performance. Both tech-
niques take advantage of the rich fading structure of the wireless channel,
allowing multiple transmit modes to be deployed. Physical layer simulations
estimate that a user in a single antenna system (SISO) requires a 12-dB addi-
tional SINR margin in comparison to MIMO system with two transmit and
three receive antenna elements at the same transmit power and the same
operating target error rate. System analysis shows that attainable cell size of
SISO deployment in a macrocell environment shrinks down 2.5 times. To
preserve the same large cell size of a MIMO system, a cell edge user in SISO
system would need to operate at 50% PER, unacceptably degrading post-
ARQ delays. Furthermore, adaptive modulation can not exploit higher
modes causing average downlink peak data rate of SISO system to drop
almost three times. As a result, SISO systems are highly inefficient in
extracting available capacity both in coverage and data rate.

Given the above-mentioned underlying physical layer differences, TCP
level quality of service is compared on Figure 14.10. The cumulative distri-
bution function of throughput during file download is presented for files
above 64 KB. “Small” files are excluded from the plot, since the TCP,
rather than PHY and MAC layers, gates measured throughput for “small”
files. In particular, the connection round-trip time and the slow start phase
of congestion avoidance algorithm dictate the rate at which packets arrive at
the wireless link. “Small” files are never able to fully utilize available band-
width because the transmit window does not advance into congestion
avoidance phase. Also, large round-trip times cause large delays between
consecutive congestion window increments, due to the window advance-
ment mechanism that is clocked by ACK arrivals. This effect is also present
during a “big” file download, but only for a fraction of the actual download
time. Thus, the achievable throughput during file downloads asymptotically
approaches effective throughput because of TCP.
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The number of users corresponding to link utilization of 75% in SISO,
only build up to 25% link utilization in MIMO deployments. This corre-
sponds to a three-fold difference in average data rate in these systems. In
other words, to bring utilization back to 75%, the MIMO system can sup-
port up to three times more active users per cell site, at the same time offer-
ing better quality of service.

Operating ADU error rate plays a pivotal role in user perceived quality of
service and area coverage. Table 14.4 lists the peak and effective data rates
averaged across the cell, as well as coverage gain for several target error rates
under study. The results presented are for a macrocell environment defined
by cell radius of 6 miles, rooftop SUs, and a BTS antenna height of 30m.
Two interesting trends can be derived from the data in Table 14.4. First, the
average gross rate improves as the ADU loss probability increases, since
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Figure 14.10
MIMO system offers
gain in coverage,
thoughput, and in-
creases the load the
system can support.

Table 14.4 Operating Error Rate Versus Throughput and Coverage

Target PER 1% 5% 10%

DL Avg. peak data rate [Mbps] 5.7 6.3 6.3

Peak data rate (1-error rate) Ref +6% +0.5%

Effective data rate [Mbps] 3.7 4.0 4.0

UL Avg. peak data rate [Mbps] 2.8 3.1 3.1

Peak data rate (1-error rate) Ref +6% +0.7%

Effective data rate [Mbps] 1.9 2.1 2.1

Coverage 86% 90% 92%



relaxed SINR requirements of all modes allow users with poorer link qual-
ity to transmit at higher data rates. The rationale is to let ARQ recover from
deep fades by retransmission, but to allow faster communication link
during “good” channel states. On the other hand, the nonlinear slope of
SINR curves does not allow for significant rate gain as target error rate
moves up to 10%.

However, net throughput, defined a post-channel data rate does not
monotonically increase. Compared to the reference error rate of 1%, there is
a 6% gain in throughput for 5% PER and only 0.5% gain for error rate of
10%. Higher PERs improve coverage since more users with poorer channel
conditions are accepted into system.

Request service delays closely relate to wireless link quality and delay
bounds determine the system operating error rate. The average request serv-
ice delay as a function of link utilization is plotted in Figure 14.11 for the
three average loss probabilities of interest (listed in Table 14.3). As expected,
a 10% ADU error rate and extended fades do not allow ARQ to recover
quickly. The other two cases have very close performance, with 1% PER
being marginally better across the whole utilization range. The figure shows
that the system can be safely loaded up to 60% of available bandwidth with-
out any cost paid in service quality. Also, request service delays do not
exhibit a sharp knee at any utilization point, showing that the system is stable
for the whole loading range.

From the above follows the conclusion that TCP throughput and
latency requirements for mainstream Web applications can easily be
obtained with up to a 5% ADU loss over the air, due to the ARQ/F mecha-
nism. Emphasis of the conclusion is on ADU error rate, since without the
ARQ/F mechanism, unfragmented higher layer packets would experience
unacceptable losses, forcing TCP to decrease its window often and retrans-
mit excessively. Furthermore, the ARQ/F mechanism permits high spectral
efficiency with acceptable delays. In conclusion, link layer ARQ/F recovers
from channel errors efficiently and prevents excessive TCP timeouts—that
is, link layer ARQ/F permits a TCP-friendly design.

14.6 Concluding Remarks

Several promising technologies, which play a critical role in providing
high-performance broadband wireless TCP/IP access over (typical) unreli-
able channels, have been discussed. Results show that these wireless link
technologies have a significant impact on QoS provisioning, and therefore
careful design of PHY and MAC layers is critical for acceptable network
performance. AM allows aggressive system design that takes the most
advantage of each link condition. While coverage remains guaranteed, AM
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greatly improves user-perceived service quality, measured through average
request delay, as well as the number of users the system can support. Under-
lying technology that enables finer granularity of AM is multiantenna signal
processing at both ends. Results indicate that MIMO and SD offer addi-
tional gain in coverage, almost 2.5 times improvement over SISO system in
attainable cell size and data rates. The design of link layer, ARQ/F mecha-
nism, and MAC scheduling in particular, allow the network layer to per-
form well over the wireless channel with ADU loss rates as high as 5%.
ARQ/F mechanism hides wireless link losses from TCP, preventing TCP
control window restriction and successful recovery from channel impair-
ments.

Other concepts that enhance spectral efficiency of 2G-BWA systems
that were not presented in this chapter include interference mitigation
either at the PHY or MAC, aggressive frequency reuse to ease deployment
strategies, and channel-dependent scheduling to enhance system capacity.

Interference cancellation can be employed on both links to reduce
modem setpoints. Array processing techniques at PHY or intelligent sched-
uling that coordinates transmissions across interfering BTSs lead to a system
with aggressive frequency reuse. Additional capacity gain can be achieved
with multiuser channel-dependent scheduling that allocates bandwidth to a
user with the best channel quality while supporting desired QoS.
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Chapter 15

Reliable Multicast Congestion
Control for TCP/IP in Hybrid
Networks
Melody Moh, Len Wesley, and Hong Li

15.1 Introduction

Wireless Internet access, such as e-mail, Web browsing, mobile computing,
and so forth, have gained increased attention due to rapid advances in both
wireless communication and Internet technology. There is an increasing
number of Internet applications that require robust and efficient multicast
services. Examples include teleconferencing, distributed games, software
and file distribution, video distribution, and replicated database updates.
Wireless users will need these Internet applications in the near future.

The TCP is an end-to-end connection-oriented transport protocol in
the TCP/IP protocol suite. Many research studies have shown that TCP
works well in the wired network where the bit error rate is very low, but
suffers considerably when some end hosts are connected with wireless,
mobile connections. It has also been widely recognized that TCP does not
support fairness among heterogeneous connections.

There have been significant efforts to enhance TCP for mobile, wireless
networks; few of them, however, address the needs of multicast applica-
tions. Significant research has recently focused on the development of mul-
ticast congestion control algorithms, but little work has considered hybrid
networks where network links and receivers have very different characteris-
tics such as capacity, bit error rate, and mobility.
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To meet the demand of multicasting over hybrid wired, wireless net-
works [1–3], this chapter describes the development of a reliable multicast
congestion control algorithm over IP-centric, hybrid wired/wireless,
mobile networks. Based on the framework for rate-based reliable multicast
congestion control (RMCC) proposed by Whetten [4], our new algorithm,
RMCC-Mobile, which is described here, is specifically designed for hybrid
networks.

RMCC-Mobile addresses the challenges of supporting wireless, mobile
links/receivers—for example, dealing with nondeterministic factors such as
the receiver locations, link bandwidth, propagation delay, and packet loss
rates. Furthermore, RMCC-Mobile also ensures that multicast streams are
well controlled and coexist fairly with unicast TCP streams.

15.1.1 Major Challenges

TCP/IP Transparent
Most existing Internet end hosts (whether sources or destinations) and
applications use the TCP/IP protocol suite. TCP, however, was designed
originally for a low loss rate network medium, in which it is assumed that an
extended RTT or a duplicated ACK is caused by congestion in the net-
work. This assumption is no longer true in hybrid networks. An extended
RTT may be due to roaming or hand-off users; duplicated ACK may be
caused by unreliable wireless links. Furthermore, when extending the TCP
window-based mechanism to multicast connections, TCP suffers drop-to-
zero throughput and feedback implosion problems [4].

TCP Friendly and TCP Fairness
One way to deal with the above problems is to use TCP-friendly rate-based
multicast congestion control [5]. This, however, requires accurate feedback
including estimation of packet loss rate and RTT [6] to mimic the through-
put control of TCP. This is challenging especially in mobile networks
where feedback from wireless mobile receivers may be inaccurate, incom-
plete, or even conflicting. In addition, a RMCC scheme needs to provide
fairness both among receivers of the same multicast session (intrasession fair-
ness) and among simultaneous multicast and unicast TCP sessions (interses-
sion fairness). This is especially challenging since TCP is biased against
distant connections, and also since there is still a lack of a generally accepted
definition of “fairness” among unicast and multicast receivers in different
sessions.

Scalable
With the rapid increase of Internet and mobile users, a RMCC scheme
needs to be scalable. It should support a large variety and number of
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receivers. A large number of receivers present a well-known problem in
multicasting congestion control—acknowledgment implosion. It also pres-
ents challenges to intermediate routers (or base stations that support wire-
less, mobile users), which need to intelligently consolidate ACK from
downstream receivers before conveying a proper ACK to its upstream node.

15.2 Background and Related Studies

15.2.1 TCP Congestion Control and the TCP Formula

By far the majority of traffic on the Internet is transported by TCP, which
uses the congestion avoidance and control algorithm proposed by Jacobson.
In setting a guideline for requirements of multicast congestion control, the
IETF required that any standard multicast congestion control must be
TCP-friendly [7].

Various studies have modeled and analyzed the theoretical throughput
behavior of the TCP congestion control algorithm. They derived a rela-
tionship between the throughput (data rate) of TCP flow as a function of
packet loss rate and RTT. This became known as the TCP formula. The
notion of TCP-friendliness, therefore, can be loosely described as the
behavior of a congestion control algorithm that yields similar (and not more
than the) throughput as the TCP formula.

Among pioneering work reported in the literature [8], there is a
response model that relates the throughput of a TCP under low loss rate (P
is below 0.01) and normal operating conditions where RTT is the round-
trip time in seconds and C is a constant between 0.9 and 1.3 [8]

Throughput F PacketSize RTT P

C PacketSize

RTT P

=

=
⋅

⋅

1 ( , , )
(15.1)

A more complete analysis of the TCP response function has been pre-
sented in [9]. This model incorporated the TCP timeout Tzero, and
described the throughput under conditions in which the loss rate P may be
high. In the throughput formula shown below, C and C’ are constants given
by C b= 2 3/ and ′ =C b27 8/ where b is the number of packets
acknowledged by a received ACK.
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(15.2)

15.2.2 Rate-Based Multicast Congestion Control

Much effort has been undertaken to design TCP-friendly, rate-based mul-
ticast congestion control algorithms. One of the first efforts was described in
[10]. This work pioneered many key concepts including one of using expo-
nentially weighted moving average (EWMA) for reporting packet loss rates.
This scheme is adopted in this work and will be discussed in greater detail in
the next section.

On rate-based congestion control, Whetten studied the response func-
tions representing the theoretical TCP throughput and illustrated safety and
fairness properties in both unicast and multicast environments [4]. They
presented a modified version of the complex TCP formula for reliable
multicasting, by setting T0 to be equal to T*RTT and adding a scaling
factor QoS.

T T PacketSize RTT T P

PacketSize

RTT C QoS

RM RM= ′

= ⋅

( , , , )

( /

1

) ( ).P T C P P+ ⋅ ′ ⋅ ⋅ + ⋅1 5 21 32

(15.3)

A QoS value less than 1 makes a reliable multicast stream more responsive
than TCP. Setting a QoS value larger than 1 allows a network manager to
give a particular stream higher priority than other streams. Whetten speci-
fied that b = 1, and therefore C = 0.82 and C’ = 1.83. When QoS = 1,
(15.3) is equivalent to (15.2).

Based on the above extended response function, Whetten proposed
a generic reliable multicast congestion control mechanism for a flat-
structured network in which no intermediate routers will provide conges-
tion control. They further proposed the Reliable Multicast Transport Protocol
(RMTP)-II, a reliable multicast congestion control scheme that works on
hierarchical networks [4]. The generic mechanism is adopted in this work as
the framework for developing reliable multicast congestion control
schemes. Details are given in the next section.

Recently, Moh and Zhang presented a rate-based reliable multicast
congestion control scheme for flat-structured networks [3]. The work
addressed two fundamental challenges: TCP-friendliness and scalable feed-
back. They also proposed four scalable feedback schemes for reliable mul-
ticasting over heterogeneous wired/wireless/mobile networks. Using
sampling techniques, these feedback schemes adapt their feedback
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generation frequency according to network dynamics including congestion
status, end-host mobility, and packet losses.

On the hybrid wired/wireless ATM networks, Moh and Chen have
proposed a multicasting flow control for both point-to-multipoint and
multipoint-to-point ABR data traffic [1]. Later, Moh and Mei proposed a
multicasting scheme for guaranteed frame rate (GFR) service supporting
TCP/IP traffic [2].

15.2.3 Window-Based Multicast Congestion Control

On window-based congestion control, Rhee, Balaguru, and Rouskas pro-
posed multicast TCP (MTCP), a scalable TCP-like congestion control for
reliable multicast [11]. Its features include hierarchical congestion status
reports, a TCP-like congestion window, and a retransmission window that
regulates flows of repair packets to prevent local recovery from causing
congestion.

More recently, Rizzo reported a single-rate, window-based multicast
congestion control scheme [12]. A representative receiver is selected from
the multicast group. This receiver and the sender then run a TCP-like algo-
rithm to control packet transmission. The major challenge of this approach
is to select the right representative—one uses the most congested resources
in the network. If the point of congestion moves as the multicast session
continues, the algorithm needs to continuously find new representatives.

Golestani and Sabnani presented some fundamental observations on
multicast congestion control [6]. They studied and established a three-way
relationship among regulation parameter choices (such as rate or window
size), RTT estimation requirement, and fairness types. They showed that
window-based regulation using a common window size for the whole ses-
sion leads to unnecessary restrictions on the throughput. They thus pro-
posed a multicast window scheme using a distinct window size for each
receiver.

15.3 Reliable Multicast Congestion Control Schemes

15.3.1 A Generic RMCC Framework

This section describes a generic, hierarchical, rate control framework for
reliable multicast. The framework is extended from a study done by
Whetten [4], initially for a flat-structured (instead of hierarchical) network
where no assistance for congestion control is assumed from intermediate
routers.
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15.3.1.1 TCP Response Function

As mentioned in Section 15.2.2, Whetten presented a modified version of
the complex TCP equation for reliable multicasting, which is shown in
(15.3). The equation will be used at each of the multicast receivers to calcu-
late throughput, which will be sent back in the ACK to the sender.

15.3.1.2 Receiver: RTT and Loss Rate (p) Estimation

In the feedback scheme, each ACK contains information on estimated
RTT, loss rate p, and estimated throughput T—which is the target rate cal-
culated using the formulae given in (15.1) and (15.3).

For a multicast rate control mechanism to work well, it is vital that
RTT and p be accurately estimated. Montgomery has suggested to use
EWMA for reporting network feedback (including packet loss rates and
RTT values) [10]. It is easier to measure and more readily adapts to network
changes. Whetten later improved the measuring by adapting the weight to
be half of the value of current measurement.

For a series of n measurements, rtti, 1 ≤ i ≤ n, it reports to the source
the current value, RTTn as

RTT rtt RTTn n n= ⋅ + − ⋅ −α α

α = 1 / 2

( )1 1 (15.4)

Accurate measurement of packet loss rate P is also important, especially
since the value of the TCP response function greatly depends on P [referring
to (15.1) to (15.3)] above. On one hand, if receivers report transient p val-
ues, this might lead to an unstable condition or cause drop-to-zero effect.
On the other hand, if linear averaged values were reported, the source
would not respond promptly or appropriately. Studies have shown that a
value of an average of 4 to 8 measurements appears to result in the best
trade-off between minimizing the drop-to-zero effect and providing the
highest responsiveness to changes in network conditions [4, 13].

Loss rate may be estimated using the EWMA method discussed above.
Another way to estimate loss rate is by using a weighted average of eight
samples, such that the first four are weighted equally while the last four
have a linearly decaying representation. That is, for eight sample measure-
ments [X1, X2, …, X8], the weights on each are [1, 1, 1, 1, 0.8, 0.6, 0.4, 0.2].
This method has been examined using detailed network simulation of a
rate controller for unicast traffic and has been shown to be effective in
avoiding drop-to-zero effect resulting from fractal nature of network
traffic [13].
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15.3.1.3 Sender: Rate Adjustments

One important goal of RMCC is to provide TCP-fair rate allocation for
multicast connections. While receiving ACKs from various receivers, the
RMCC source uses the worst-path method, which takes the minimum esti-
mated throughput value among all the receivers as its rate estimation. Alter-
natively, the source may use a double-worst policy, which takes the longest
RTT and the largest p to calculate the rate estimation for receivers. This pol-
icy, however, suffers the most from the drop-to-zero problem, even though
it is provably fair to all competing TCP connections.

The target rate, which is the worst-path throughput reported among all
the receivers, will serve as a reference for rate adjustment. However, to
avoid rate oscillation and to prove TCP fairness, RMCC does not simply
adjust the rate to be exactly equal to the worst-path throughput. Instead, the
following steps are executed:

1. Slow start: At the beginning of a connection, RMCC requires the
sender to start sending at an initial minimum rate, and increases this
rate exponentially as ACKs are received, similar to TCP slow start.
This slow start phase continues until one of the following two condi-
tions occurs: (1) the target rate reported is smaller than the current
sender throughput, or (2) a set of slow start threshold losses is re-
ported from any receiver.

The lower bound of the rate during this period follows the equa-
tion given below [10]:

T = (NumAcks * PacketSize) / InitRTT
+ Max (MinimumThroughput, PacketSize / InitRTT)

where InitRTT is an initial, conservative worst-case estimation of
group RTT.

2. Normal mode: Once a connection experiences its first decrease, the
maximum increase in a sender’s rate is linear. That is, the maximum
increase is one packet per RTT, where RTT is the maximum re-
ported at receivers’ ACKs. The maximum increased rate Tmax is

Tmax(t + 1) = T(t) + PacketSize / RTT

The maximum decrease rate Tmin in a sender’s rate is multiplicative:

Tmin(t + 1) = T(t) / (2Delta)

where Delta = 1 / RTT.
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15.3.2 Enhanced Mechanisms for Hierarchical RMCC over Hybrid
Networks

Section 15.3.1 outlined major parts of an RMCC framework for flat-
structured networks. This section presents additional mechanisms both at
receivers and at the sender (or BSs) for building an efficient RMCC on hier-
archical, tree-based networks.

15.3.2.1 Receiver Mechanism

Rate Advertisement. Since last-mile links usually have very diverse character-
istics in a hybrid network, it is essential for receivers to advertise their maxi-
mum receiving rates. The TCP response functions [(15.1) to (15.3)] suggest
a very aggressive rate when packet loss rate p is small. Without an advertised
rate that fits an individual receiver’s capacity, it is likely to cause RMCC to
be more aggressive than TCP (as experienced in the simulation runs) in low
data rates. In high data rates, this might cause unnecessary packet losses.

15.3.2.2 Sender/BS Mechanisms

Rate-Update Time. In a fixed, wired network, the time to update the sender’s
data rate may be triggered by a fixed control interval. In a hybrid network
with wired, wireless, and mobile receivers, this time should be dynamically
adjusted to reflect the current network traffic situation.

Responsiveness Improvement. In a wired network, a sender would wait until it
receives ACK from all the downstream nodes/branches to decide upon and
update the data rate. In a wireless/mobile networks, however, some receiv-
ers may experience a very unstable wireless link, or may be moving from
one area to another. If a sender or a BS were to wait until receiving all the
ACKs, the algorithm would not be responsive enough. To avoid unneces-
sary delay, a sender or a BS should respond after a major portion, say 90% or
75%, of ACKs have been received.

15.3.3 RMCC-Preliminary

In this and the next two sections, three RMCC algorithms are described. A
detailed comparison is given in Table 15.1 at the end of the section. In the
following, we describe RMCC-Preliminary, a basic version of RMCC that
is included here primarily for a base-line reference. Detailed features of
RMCC-Preliminary are first described, followed by a high level description
of the algorithm.
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• The RTT measurement follows the EWMA method, as given in
(15.4), using = 0.875. This follows the RTT calculation used by TCP
simulated in the Network Simulator 2 (NS2).

• Loss rate is measured using the weighted average of eight samples [13],
as described in Section 15.3.1.2. Each sample is calculated by monitor-
ing a sliding window of 300 received packets. The sliding window
method used for calculating loss rate has been used in the simulator
presented for reliable multicasting using active networks [14].

RMCC-Preliminary
I. Receiver Mechanisms

I.a. Target–Rate Calculation

The target rate is calculated following the TCP response function given
in (15.3).

I.b. RTT Estimation

Follows the EWMA method, as given in (15.4), using α = 0.875.

I.c. Loss Rate Estimation
Uses the weighted average of eight samples, as described above.
I.d. Rate Advertisement
No rate advertisement is implemented.

II. Sender Mechanisms

II.a. Slow-Start Mode Rate Adjustment

No slow-start mode is implemented.

II.b. Normal Mode Rate Adjustment

The sender takes the worst (smallest) target rate reported from all the
receivers as the new sending rate.

II.c. Rate-Update Time

The sender uses a fixed control period for rate adjustment.

II.d. Responsiveness Improvement

No mechanism is used to improve sender responsiveness.

II.e. Policy with Multiple BSs

Sender uses the worst-path policy (taking the smallest target rate) as
described in Section 15.3.1.3.
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15.3.4 RMCC-Whetten-Enhanced

As implied from its name, this algorithm is enhanced from the one proposed
by Whetten [4].

Detailed enhancement features are given here, followed by a high-level
description of the algorithm:

• Loss-rate estimation uses EWMA with α = 0.5 in (15.4) in Section
15.3.1.2. This has been verified by simulation to be more accurate
than the weighted average of eight samples, and was also discussed in
Whetten’s work [4].

• Rate advertisement at the receiver uses the bandwidth of the last link
(usually a wireless link). At the beginning of the multicast session, each
receiver informs the sender its last-mile bandwidth. The minimum of
these advertised rates would serve as an upper bound for sender’s data
rate.

• At the sender, rate adjustments are divided into slow-start mode and
normal mode, as discussed in Section 15.3.1.3. Slow-start mode ter-
minates when a target rate lower than the current sending rate is re-
ceived at the sender. Rate adjustment mechanisms at the two modes
are the same as described in Section 15.3.1.3.

• Finally, the control period for rate adjustment is dynamically adjusted ac-
cording to RTT, and extra control messages are triggered by packet
loss occurrences, which in turn causes rate adjustment. This extra
mechanism helps the sender to adapt to packet losses.

RMCC-Whetten-Enhanced
I. Receiver Mechanisms

I.a. Target-Rate Calculation

The target rate is calculated following the TCP response function given
in (15.3).

I.b. RTT Estimation

Using the EWMA method, as given in (15.4), using α = 0.875.

I.c. Loss Rate Estimation

Follows EWMA method, as given in (15.4), using α = 0.5.

I.d. Rate Advertisement

Uses the link bandwidth of the last hop as the advertised rate.
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II. Sender Mechanisms

II.a. Slow-Start Mode Rate Adjustment

Follows Section 15.3.1.3; terminates when a received target rate is
smaller than the current rate.

II.b. Normal Mode Rate Adjustment

Follows Section 15.3.1.3.

II.c. Rate-Update Time

Control period dynamically adjusted according to RTT; extra control
periods triggered by extra ACK caused by packet losses.

II.d. Responsiveness Improvement

No mechanism is used to improve sender responsiveness.

II.e. Policy with Multiple BS

Uses worst-path policy (taking the smallest target rate) as described in
Section 15.3.1.3.

15.3.5 RMCC-Mobile

This algorithm is newly proposed with an aim to provide congestion con-
trol for reliable multicasting over a hybrid networks with wired, wireless,
and mobile receivers. Important features are designed specifically for effec-
tive multicasting among hybrid receivers. These features, added over
RMCC-Whetten-Enhanced, are presented below and followed by the
algorithm description.

• Precise loss-rate estimation is especially important for multicasting over a
hybrid network. As mentioned before, TCP response function is very
sensitive to loss-rate estimation P—referring to (15.1) to (15.3). For
each loss-rate estimation reported to the sender, an average of six
moving (sliding) samples is used in which each sample is averaged over
six loss periods. (Each loss period is the period during which one
packet loss occurred.) This would ensure that it is an average over suf-
ficiently long period of time with sufficient packet loss occurrences.
This is important since packet loss rate fluctuates rapidly in a wire-
less/mobile link, and this rate differs from one receiver to another.
Furthermore, there is a relatively long period of time before an ACK
reaches the sender and before the sender’s response in rate change
would affect the receiver (approximately, and slightly longer than, the
RTT). It is therefore important to report an accurate, significant indi-
cation of packet loss rate to the sender.

• Slow-start mode at the sender is terminated by either the first packet loss
reported, or a reported target rate lower than the current rate. At the
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slow-start mode (referring to Section 15.3.1.3), rate increases expo-
nentially. This usually causes a rapid rate increase in multicast traffic,
more rapidly than TCP unicast traffic due to initial small packet loss.
Packet-loss indication is therefore added to terminate slow-start
mode, this improves TCP-friendliness at the initial phase.

• Responsiveness improvement is done by speeding up responses at the
sender for rate adjustment. In most multicasting algorithms, the sender
(or an intermediate router as in the hierarchical structure) would re-
spond to an ACK and adjust rate only when ACK have been received
from all the downstream nodes. This period might be long due to
wireless and mobile receivers. The sender or a base station (or inter-
mediate router) will respond for the first time when 90% or more
ACK are received, and subsequently when 75% or more ACK are re-
ceived. For each response period, the sender (or BS) would take the
minimum value of all the target rates reported, even though some
might belong to an ACK of a previous (but not current) packet. In this
case, delayed ACKs are also considered without penalizing respon-
siveness of the algorithm.

RMCC-Mobile
I. Receiver Mechanisms

I.a. Target-Rate Calculation

Follows the TCP response function given in (15.3).

I.b. RTT Estimation

Uses EWMA method, as given in (15.4), using α = 0.875.

I.c. Loss-Rate Estimation

Uses an average of six moving (sliding) samples, each sample is averaged
over six loss periods.

I.d. Rate Advertisement

Uses the link bandwidth of the last hop as the advertised rate.

II. Sender Mechanisms

II.a. Slow-Start Mode Rate Adjustment

Follows Section 15.3.1.3; terminates when the first packet loss is
reported, or a received target rate is smaller than the current rate.

II.b. Normal Mode Rate Adjustment

Follows Section 15.3.1.3.

II.c. Rate-Update Time
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Control period dynamically adjusted according to RTT; extra control
periods triggered by extra ACK caused by packet losses.

II.d. Responsiveness Improvement

There is 90% or more ACK received from downstream nodes for the
first rate adjustment; 75% or more ACK needed for all subsequent rate
adjustments.

II.e. Policy with Multiple BS

Uses worst-path policy (taking the smallest target rate) as described in
Section 15.3.1.3.

Table 15.1 Comparison of RMCC Algorithm

RMCC-Preliminary
RMCC-Whetten-
Enhanced RMCC-Mobile

Receiver: target-rate
calculation

Response function Response function Response runction

Receiver: RTT
estimation

EWMA with weight factor
α = 0.875

EWMA with weight factor
α = 0.875

EWMA with weight factor
α = 0.875

Receiver: loss-rate
estimation

Eight weighted samples;
each sample calculated by
a sliding window of 300
received packets

EWMA with weight factor
α = 0.5

Average of six samples, each
sample is an average of six
loss periods

Receiver: rate
advertisement

None Link bandwidth of the
last hop

Link bandwidth of the
last hop

Sender:
slow-start mode

Not applicable Exponential rate increase.
Terminates when reported
target rate is less than
current rate

Exponential rate increase.
Terminates when reported
target rate is less than
current rate or when first
packet loss reported

Sender:
normal mode

Take the worst rate of
all the receivers

If current rate < target rate,
increase 1 Pkt per RTT

If current rate > target rate,
drop to half

If current rate < target rate,
increase 1 Pkt per RTT

If current rate > target rate,
drop to half

Sender:
rate update time

Fixed control period Control period dynami-
cally adjusted according
to RTT, and extra control
messages are triggered by loss

Control period dynami-
cally adjusted according to
RTT, and extra control
messages are triggered by loss

Sender:
responsiveness
improvement

None None First time requires 90% of
receivers’ ACKs; subsequently
requires 75% of receivers’
ACKs to update the
sending rate

Sender policy for
multiple BSs

Worst path Worst path Worst path
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15.4 Performance Evaluation

15.4.1 Simulation Objectives and Settings

One important goal of the simulation study is to investigate the effectiveness
of the proposed RMCC schemes, and to see how well they coexist fairly
with TCP. For this purpose, four network and traffic configurations have
been designed for our performance study. They use different network
topologies, link characteristics, and traffic scenarios. The four network con-
figurations are summarized in Table 15.2.

Each of the four configurations is used in each of the following four sec-
tions. In each section, sending rate, receiving rate, and packet loss rate of the
RMCC schemes are measured and plotted against those of TCP. The last
section evaluates fairness of the proposed RMCC schemes with TCP and
presents the TCP fairness index.
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Table 15.2 Summary of Four Simulated Configuration

Topology description Major features Simulation objectives

Configuration 1
(Figure 15.1)

One sender, one BS, and
six end nodes as multicast
receivers

Three of the six end nodes
are also TCP unicast
receivers

The downstream links are
0.75 Mbps, lower than the
upstream link (1 Mbps)
to create congestion at
the router

Vary traffic load of multicast
and unicast traffic from 200
Kbps to 800 Kbps

Evaluate performance in a
congested, hybrid wired/
wireless network

Configuration 2 Same as Configuration 1,
except that the six end
nodes are connected
with wireless links

Vary the packet loss rate of
the six wireless links, rang-
ing from 0.01% to 10%

Evaluate performance in a
congested, hybrid network
with lossy wireless links.

Configuration 3 Twice as big as Configura-
tion 1, with one sender,
2 BSs, and 11 multicast
receivers

Six of the 11 end nodes are
also TCP unicast receivers

Same as in Configuration 1 Evaluate performance in
a large, congested, hybrid
wired/wireless network

Configuration 4 Same as in Configuration 3 Same as in Configuration 1,
with one receiver (node n2)
moves from one BS to the
other

Evaluate performance in a
large, congested, hybrid
wired/wireless/mobile
network.



Table 15.3 summarizes major parameters used throughout the
simulation.

15.4.2 Configuration 1—A Simple Network

Configuration 1 is shown in Figure 15.1 (refer to Table 15.2 for more dis-
cussion on this simulation experiment). It consists of one BS (or an interme-
diate router) connected to the sender with a wired link of 1 Mbps and 10-ms
propagation delay. The BS connects with six nodes with links of 0.75 Mbps
and 20-ms propagation delay. All six nodes are receivers of the multicast ses-
sion; in addition, nodes n2, n4, and n6 are also receivers of unicast TCP
flows 1, 2, and 3, respectively. By having three TCP unicast flows sharing
with the multicast flow the link between node n0 and BS, a congestion (and
thereby packet loss) scenario is created. To ensure that each RMCC scheme
performs effectively and yet fairly with TCP, variables in (15.3) need to be
fine-tuned—the results are shown in Table 15.4.
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Table 15.3 Simulation Parameters

Parameter Value

Simulator NS-2

Traffic type Exponential; burst-time = 2 seconds, idle-time = 0.1 second

Traffic load Varies, 200–800 Kbps

Averaged packet size 1,000 bytes

Link bandwidth 1 Mbps (sender–BS)

0.75 Mbps (BS–receivers)

Link loss rate 0.0 (sender–BS)
65535.1 (BS–receivers)

Varies 0.1–0.0001 (BS–receivers, Configuration 2)

Per-link propagation time 10 ms (upstream)

20 ms (downstream)

Initial RTT 0.2 second

Minimum throughput 40 Kbps

Buffer size at BS 256 KB

T in (15.3) 4

B, C, C′, QoS in (15.3) Varies; see each configuration for values

Simulation duration 60 seconds

Router queuing scheme Random early decision (RED)



Table 15.4 Equation (15.3) Variables for Configurations 1 and 2

Scheme Equation (15.3) Variables for Configuration 1 and 2

RMCC-Preliminary B = 1, C = 0.82, C′ = 1.83, QoS = 1.4

RMCC-Whetten-Enhanced B = 1, C = 0.82, C′ = 1.83, QoS = 1.4

RMCC-Mobile B = 2, C = 1.15, C′ = 2.6, QoS = 1.4

Again referring to Table 15.2, experiments are carried out using the
three RMCC schemes for congestion control of multicast traffic. Figure
15.2 shows—with initial traffic load of 400 Kbps for all flows and for the first
35 seconds—sending rate versus time for the three unicast TCP flows and
the multicast flow using RMCC-Mobile. It is clear that RMCC-Mobile is
able to control the sending rate to be smooth among, and slightly below, all
TCP flows. Figure 15.3 shows the same characteristics of the multicast flow
controlled by all three RMCC schemes, and of a TCP flow. It can be seen
from both figures that TCP fluctuates the most; RMCC-Preliminary suf-
fered from very low sending rate; RMCC-Whetten-Enhanced and
RMCC-Mobile both performed well, with RMCC-Mobile maintains a
most stable sending rate.

Next, the initial traffic load of both unicast and multicast flows are var-
ied ranging from 200 Kbps to 800 Kbps. Results on averaged receiving rate,
and packet loss rate measured at receivers are shown in Figures 15.4 and
15.5, respectively (results on averaged sending rate are not shown, as it was
very similar to those of receiving rate). It is clear that RMCC-Mobile has
the highest receiving rate among the three RMCC schemes yet maintains a
rate slightly lower than TCP. All control schemes are able to maintain a very
low packet loss rate (below 4%), except RMCC-Preliminary; this is due to
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Figure 15.1
Configuration 1.



the absence of slow-start rate control at the sender that causes an initial large
packet loss.

15.4.3 Configuration 2—A Wired/Wireless Network with Wireless
Links of Different Loss Rates

Configuration 2 is the same as Configuration 1, except that the packet loss
rate on wireless links connecting BS to receivers are varied from very low to
very high to simulate nondeterministic, lossy characteristics of wireless links.
First, with a high loss rate of 0.1 and the initial traffic load fixed at 400 Kbps,
the sending rate characteristics are plotted on Figure 15.6. Figure 15.6
shows one simulation run. It is clear that both RMCC-Preliminary and
RMCC-Whetten-Enhanced suffer from very low throughput (drop-to-
zero problem).

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

15.4 Performance Evaluation 319

Figure 15.2
Configuration 1:
sending rate character-
istics (three TCP
flows and one
RMCC-Mobile
flow).

Figure 15.3
Configuration 1:
sending rate character-
istics (one TCP flow,
one RMCC-Prelim
flow, one RMCC-
Whet flow, and one
RMCC-Mobile
flow).
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Figure 15.4
Configuration 1: com-
parison of receiving
rate.

Figure 15.5
Configuration 1: com-
parison of loss rate.

Figure 15.6
Configuration 2:
sending rate character-
istics (one TCP flow,
one RMCC-Prelim
flow, one RMCC-
Whet flow, and one
RMCC-Mobile
flow).



Next, the loss rate at wireless links varies from 0.0001 to 0.1, and initial
traffic load is fixed at 400 Kbps—the results are shown in Figures 15.7 and
Figure 15.8. One can see that in very low packet loss rate (0.0001), both
RMCC-Whetten-Enhanced and RMCC-Mobile have a throughput
higher than TCP. This is likely because (15.3) does not represent well TCP
throughput at very low packet loss rate; (15.1), which is for low loss rate
networks, should be used instead. When packet loss rate is in mid range (i.e.,
0.001 and 0.01), both RMCC-Whetten-Enhanced and RMCC-Mobile
performed well. When packet loss rate is very high (i.e., 0.1), most schemes
dropped their throughput to very low values. RMCC-Mobile, on the other
hand, maintained a relatively stable throughput in the lossy-link environ-
ment. Figure 15.8 shows that all schemes except RMCC-Preliminary keep
a low loss rate. When the link is very lossy (0.1 loss rate), RMCC-Mobile
still maintains a loss rate lower than TCP even while keeping a higher
throughput. This set of experiments verified that RMCC-Mobile performs
well in lossy links; it maintains a stable throughput and a low packet loss rate.

15.4.4 Configuration 3—A Large Network with Two Base Stations

Configuration 3, shown in Figure 15.9, consists of one sender that sends one
multicast flow and six TCP unicast flows. There are two BSs, each connect-
ing with six and five receivers, respectively. End nodes n2, n4, n6, n10, n12,
and n14 are also TCP unicast flow receivers. Parameter values used in (15.3)
for this and the next configurations are shown in Table 15.5.

Similar experiments of Configuration 1 are carried out for Configura-
tion 3. Results are shown in Figures 15.10 and 15.11. Compared with those
of Configuration 1, their results are very similar. RMCC-Mobile has a rela-
tively high receiving rate, but lower than TCP; all RMCC schemes (except
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Figure 15.7
Configuration 2:
comparison of receiving
rate.



RMCC-Preliminary), along with TCP are able to maintain a low packet
loss rate (again below 4%).
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Figure 15.8
Configuration 2: com-
parison of loss rate.

Figure 15.9
Configuration 3.
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Table 15.5 Equation (15.3) Variables for Configuration 3 and 4

Scheme Equation (15.3) Variables for Configuration 3 and 4

RMCC-Preliminary B = 1, C = 0.82, C’ = 1.83, QoS = 2.0

RMCC-Whetten-Ehanced B = 1, C = 0.82, C’ = 1.83, QoS = 2.0

RMCC-Mobile B = 2, C = 1.15, C’ = 2.6, QoS = 2.0

Figure 15.10
Configuration 3:
comparison of receiving
rate.

Figure 15.11
Configuration 3: com-
parison of loss rate.



15.4.5 Configuration 4—A Wired/Wireless/Mobile Network with
Mobile Nodes

Configuration 4 is identical to Configuration 3, with the addition of having
one mobile node (n2) moving from the top BS to the bottom BS. It is used
to evaluate the RMCC schemes in a mobile environment. The same set of
experiments (as in Configurations 1 and 3) is carried out.

Figure 15.12 shows the characteristics of sending rate versus time for
three TCP unicast flows and the multicast flow, at 400 Kbps initial traffic
load for all flows and for the first 35 seconds. Since the mobile node n2
moves at the 30th second, it is most interesting to examine the figure at the
30th second and beyond. Note that since n2 is the receiver of both multicast
flow and TCP flow 1, the movement of n2 causes traffic load at the two
wired links to change. Initially, the upper and the lower wired links both
carry three TCP flows and one multicast flow. After n2 moves from the
upper to the lower BS, the upper wired link then carries only two TCP
flows (plus the multicast flow), while the lower wired link needs to carry
one extra TCP flow (added to become a total of four TCP flows plus the
multicast flow). This causes greater congestion in the lower wired link.
Examining Figure 15.12 one can see that in responding to the mobile node’s
movement, the multicast flow of RMCC-Mobile dropped its sending rate
at 30th second and beyond. This verifies that RMCC-Mobile is able to han-
dle mobility. On the other hand, TCP flows still fluctuate greatly in the 30th
second and beyond; this should not be a surprise since the TCP scheme was
not designed to handle mobile nodes.

Figures 15.13 and 15.14 show the receiving rates and the packet loss rate
of all the schemes while the initial traffic load of all flows are varied from 200
Kbps to 800 Kbps. Again, the results are consistent with those obtained from
Configurations 1 and 3: RMCC-Mobile achieves high, yet slightly lower

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

324 RELIABLE MULTICAST CONGESTION CONTROL FOR TCP/IP IN HYBRID NETWORKS

Figure 15.12
Configuration 4:
sending rate character-
istics (three TCP
flows and one
RMCC-Mobile
flow).
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than TCP, throughput. The average packet loss rate measured at receivers
for all schemes, except for RMCC-Preliminary, is still low (around 4%).

15.4.6 TCP Fairness Index

This section evaluates the TCP fairness of the proposed RMCC schemes.
The following fairness index (FI) is used:

FI
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Figure 15.13
Configuration 4:
comparison of receiving
rate.

Figure 15.14
Configuration 4: com-
parison of loss rate.



where T(x) is the throughput of the xth protocol. In this chapter, each T(x)
is the averaged RMCC or TCP throughput received by receiver x. Tables
15.6 and 15.7 summarize fairness index values of Configurations 2 and 3,
respectively (results for Configurations 1 and 4 are omitted due to length
limitation).

Table 15.6 shows the FI values. The second row shows FI among all
RMCC-Mobile receivers (intrasession fairness for multicast receivers); the
third row shows FI among all TCP unicast flow receivers (intersession fair-
ness for unicast flows); and the fourth row shows FI among all RMCC-
Mobile and TCP receivers (intersession fairness for multicast and unicast
receivers). Specifically, the FI values are calculated using (15.5), where the
T(x) values are the receiving rates of (1) RMCC-Mobile receivers (second
row), (2) TCP receivers (third row), and (3) both RMCC-Mobile and TCP
receivers (fourth row).

From the two tables, it is clear that FI of RMCC-Mobile receivers are
all above 0.99. This shows that RMCC-Mobile achieves excellent intrases-
sion fairness. For TCP flows, there are a few exceptions when FI goes below
0.99, including the case in Configuration 2 when packet loss rate is 0.1.
This, as discussed above, may be due to the fact that TCP scheme was not
designed for high loss-rate links or for mobile networks; it therefore does
not perform well in those network environments. For both RMCC-
Mobile and TCP receivers (intersession), FI is not as high as that of intrases-
sion, especially when traffic load reaches 800 Kbps or the loss rate on wire-
less links is 0.1. But for intersession, even the value of 0.947846 is already a
good FI. This shows that RMCC-Mobile and TCP flows share the band-
width fairly.
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Table 15.6 Fairness Index of Configuration 2

Loss rate 0.0001 0.001 0.01 0.1

RMCC-Mobile 0.999919 0.999999 0.999991 0.99995

TCP 0.994339 0.997615 0.996367 0.979185

RMCC-M & TCP 0.989376 0.987596 0.985413 0.947846

Table 15.7 Fairness Index of Configuration 3

Traffic load 200K 400K 600K 800K

RMCC-Mobile 0.999989 0.999987 0.999655 0.999943

TCP 0.999974 0.987212 0.992138 0.997216

RMCC-M & TCP 0.99955 0.987064 0.977287 0.949622



15.5 Summary and Future Enhancement: Use of Belief
Functions

The most important challenge of multicasting congestion control over
hybrid networks is that the receivers and their connected links have nonde-
terministic, dynamic, and uncertain characteristics. The belief function (BF)
calculus is a mathematical tool that deals with incomplete, imprecise, inac-
curate information. It may be used for future extension of RMCC schemes.
This section presents a brief overview of BF and an example that shows how
it could be used in RMCC enhancement. In particular, none of the RMCC
schemes presented above considers buffer occupancy at BSs for rate adjust-
ment (the BF example presented below makes use of buffer occupancy rate).

15.5.1 BF Calculus: An Overview

The belief function calculus can be viewed as a mathematically sound exten-
sion to classical probability theory and statistical inference. It is a mature cal-
culus that has been shown to be well suited for representing and reasoning
from information that is incomplete, imprecise, and inaccurate to varying
degrees (commonly called evidential information) [15]. Some motivating
factors for using the BF calculus are as follows:

• Its ability to capture and differentiate, in a single representation, the
degree to which a network feedback (propositional sentence) is true or
false, and the degree ignorance about the truth or falsity of the feed-
back.

• Its ability to readily identify which parts of network feedback contrib-
uted to the truth, falsity, and ignorance associated with the suggested
rate change.

15.5.2 An Abstract Example

Having these capabilities is important for advancing the ability of congestion
control algorithms to adjust rates based on the situational dynamics of a net-
work. Indeed, it must be anticipated that the highly dynamic nature of com-
munication networks will induce a varying degree of uncertainty about the
current or projected state of the network.

An attractive aspect of the BF calculus is that the computations for inte-
grating evidential information and drawing inferences can be carried out in
as parallel a manner as can be supported by the host platform. This, in addi-
tion to other performance enhancing implementations, allows a system to
readily assess the situation of a network and to make a more informed

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

15.5 Summary and Future Enhancement: Use of Belief Functions 327



decision about rate changes than is possible with current congestion control
algorithms.

Within the BF calculus, possible answers to questions like “How should
the current rate change?” are represented as a set of interrelated proposi-
tional statements, called a frame of discernment (FOD) or simply a frame. Ele-
ments in a FOD represent a mutually exclusive and exhaustive set of
propositions that can be viewed as possible answers to some question of
interest such as the one above. For example, a “TARGET RATE” FOD
Θ = (Don’t change rate, Decrease rate to 90% of current rate., Decrease rate to 80%
of current rate., Decrease rate to 70% of current rate., …, Increase current rate by
10%, Increase current rate by 20%, Increase current rate by 30%, …), might be
used to represent possible answers to the above question. We could have
represented our example frame as a continuous frame from—for instance,
[–90, +20], where each value (say, +10) in the interval corresponds to a
propositional sentence of the form “The current rate should be adjusted by
x%.” The choice between using a continuous or discrete frame depends on
the form of the answer that is desired by the user. For simplicity, we will use
the discrete frame above to introduce the BF calculus without loss of gener-
ality.

To discern which proposition in the frame is the one and only true
proposition involves acquiring and combining distinct opinions about the
truthfulness or falsity of subsets of Θ. Sources of information can range from
statistical data about the percentage of receivers (or mobile hosts) that are
having a particular loss rate, the current overall loss rate at all receivers,
through the buffer occupancy at BS. Such information can be viewed as
metric information that can be used to infer if, how, and when to adjust
transmission rates at the sender.

In practice, a single body of information (feedback) will not always
directly suggest the truth or falsity of propositions (rate adjustment) in the
TARGET RATE (TR) frame. Rather, input information (called an opin-
ion) is often expressed in terms of propositions in a frame Θ′ that is distinct
and indirectly related to possibilities in Θ. To arrive at a consensus over the
TR frame, opinions that are conveyed over indirectly related frames must
be first translated to the TR frame before a consensus can be formed about
the true proposition in the TR frame. The relationships between proposi-
tions in different frames are represented as a compatibility relation (C) that is
defined to be

C a:2 2Θ Θ′

where every mapping from p ∈2Θ to q ∈ ′2Θ means that if p is true then q
can be simultaneously true, and vise versa.

In practice, separate frames corresponding to each MobileHosts (MH),
LossRate (LR), and BufferOccupancy (BO) information would typically be

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

328 RELIABLE MULTICAST CONGESTION CONTROL FOR TCP/IP IN HYBRID NETWORKS



constructed and related to the TargetRate (TR) as illustrated in Figure
15.15. The figure also shows an intermediate cross-product frame
MHLRBO that captured dependencies between the MH, LR, and BO
frames. The need for MHLRBO follows from the fact that an adjustment to
a rate depends on particular combinations of values in MH, LR, and BO,
rather than these values being related to TR independent of each other.

As shown in Figure 15.15, the values in the MH frame show abbrevi-
ated notation for propositions such as “<10% of the mobile hosts have the
maximum loss rate and the percentage of mobile hosts with this loss rate is
decreasing,” “Between 10% and 30% of mobile hosts have the maximum
loss rate and the percentage of mobile hosts with this loss rate is decreasing,”
through “ >50% of mobile hosts have the maximum loss rate and the per-
centage of mobile hosts with this loss rate is increasing.” The intuition
behind the “…and the percentage of mobile hosts with this loss rate is
decreasing/increasing” part of each proposition is that a rate change should
increase or decrease depending on whether the values in each frame is
increasing or decreasing. Similar “propositional” interpretations can be
given for the values in the respective LR and BO frames. The cross-product
frame MHLRBO contains propositions that are logical conjunctions of a
subset of propositions in MH, LR, and BO. It is worth noting that the
number of propositions in the MHLRBO is not equal to the product of the
number of propositions in each of the MH, LR, and BO frames. There are
some combinations that are not logically possible, and hence are omitted
from MHLRBO. The frames and compatibility relations in Figure 15.15
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Figure 15.15
Example BF frames
and compatibility rela-
tions C(…) that relate
values between frames.



represent just what is possible, not which proposition in TR is probably
true.

15.5.3 Future Directions

We have constructed an example to evaluate the role of a BF model in
enhancing RMCC by reasoning about changes to the sender’s transmission
rate. Currently, we have started designing RMCC-BF, a BF-assisted
RMCC. We continue to explore the following two attractive features of
the BF calculus and how they may be applied to rate control in hybrid net-
works. First, it allows us to quantify our ignorance and provides a rich repre-
sentation of what is and is not know so that a network has at least the option
of investigating the current situation and refine its feedback to discern the
most appropriate rate change at the multicast sender. Second, it is able to
extract information about which portion of all the feedback received has the
greatest or least impact on the current suggested rate change. This informa-
tion could be useful when trying to identify which feedback information to
focus refinement efforts.

15.6 Summary
This chapter presents a pioneering work on congestion control for reliable
multicast over hybrid, IP-centric networks. The major challenges are iden-
tified, and a set of sender and receiver mechanisms are presented that are sig-
nificant for rate-based, TCP-friendly control schemes over networks of
combined wired, wireless, mobile nodes. With careful developing of
enhanced features, RMCC-Mobile, a scheme designed specifically for
hybrid, wired, wireless/mobile Internet access, is proposed. RMCC-
Mobile is evaluated and compared with two other RMCC schemes using
extensive simulation experiments. It is found that while TCP and other
RMCC schemes suffered drop-to-zero throughput problem in lossy,
mobile networks, RMCC-Mobile continued to perform well in those
environments, while maintaining stable throughput, low packet loss, and
TCP-fairness. Finally, BF calculus is presented as a potential tool for future
enhancement of RMCC over hybrid networks.
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Chapter 16

Mobile IP: A Challenge in the
Mobile World
Christina A. Nika, Dimitrios D. Vergados, and Michael Theologou

16.1 Introduction

Over the past few years, the explosive growth of the Internet and the
increasing popularity of notebook computers, which are both portable and
extremely powerful, have been noticed [1]. People want to work remotely
from home and office, almost everywhere [2]. Workers must be able to log
in to their companies’ networks at any moment during the day, regardless of
where they are working. All of this means a boom in mobile computing [3,
4]. Consider how cellular phones have given people new freedom in carry-
ing out their work.

Mobile IP is an Internet standards-track protocol that enhances the
existing IP to accommodate mobility. Mobile IP in wireless networks is
intended to be a direct extension of the existing fixed/wireline networks
with uniform end-to-end QoS guarantees.

Mobile IP is changing the way that everybody works. Anyone with
access to the Internet will be able to build a computing environment wher-
ever one goes. In addition, seamless roaming and access to applications will
make users more productive, and they will be able to access applications on
the fly, perhaps giving them an edge on the competition. In today’s net-
works, there is one layer in the protocol stack, which is becoming the most
ubiquitous and an obvious piece to the overall puzzle [5]. That piece is the
Internet Protocol of the TCP/IP protocol suite. The Internet of today lacks
mechanisms for the support of users travelling through the world. IP is the
common base for thousands of applications and runs over dozens of different
networks. This is the reason for supporting mobility at the layer IP.

In this chapter a review of the challenge in the use of Mobile IP in wire-
less networks is presented. In the following section, the need for Mobile IP
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together with the advantages and the requirements are discussed in detail. In
Section 16.3, an overview of Mobile IP is given. The procedures and the
major components are also discussed together with a description of the rout-
ing datagrams in a mobile IP network. In Sections 16.4 and 16.5, a descrip-
tion is presented of problems that are in Mobile IPv4 and as well as an
outline of the differences between Mobile IPv4 and IPv6. Sections 16.6 and
16.7 describe some of the suggested solutions for the micro-mobility prob-
lem in Mobile IPv4, like Cellular IP and HAWAII. The chapter’s results are
presented analytically in the last section.

16.2 The Need for Mobile IP

It has been foreseen that mobile computing devices will become more per-
vasive, more useful, and more powerful in the future. The power and use-
fulness will come from being able to extend and integrate the functionality
of all types of communication such as Web browsing, e-mail, phone calls,
information retrieval, and perhaps even video transmission. For Mobile IP
computing to become as pervasive as stationary IP networks of the world,
an ubiquitous protocol for the integration of voice, video, and data must
be developed. The most widely researched and developed protocol is
Mobile IP.

The advantages of using Mobile IP can be summarized as follows [6]:

• It allows fast, continuous low-cost access to corporate networks in
remote areas where there is no public telephone system or cellular
coverage.

• It supports a wide range of applications from Internet access and e-mail
to e-commerce.

• Users can be permanently connected to their Internet provider and
charged only for the data packets that are sent and received.

• Lower equipment and utilization costs for those requiring reliable
high-speed data connections in remote locations worldwide.

• A user can take a palmtop or laptop computer anywhere without los-
ing the connection to the home network.

• Mobile IP finds local IP routers and connects automatically. It is
phone-jack and wire-free.

• Other than mobile nodes/routers, the remaining routers and hosts will
still use current IP. Mobile IP leaves transport and higher protocols
unaffected.
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• Authentication is performed to ensure that rights are being protected.

• Mobile IP can move from one type of medium to another without
losing connectivity. It is unique in its ability to accommodate hetero-
geneous mobility in addition to homogenous mobility.

The Mobile IP network is also characterized by some disadvantages as
well [7]:

• There is a routing inefficiency problem caused by the “triangle rout-
ing” formed by the home agent, correspondent host, and the foreign
agent. It is hoped that Mobile IPv6 can solve this problem.

• Security risks are the most important problem facing Mobile IP. Be-
sides the traditional security risks with IP, one has to worry about
faked care-of addresses. By obtaining a mobile host’s care-of address
and rerouting the data to itself, an attacker can obtain unauthorized in-
formation. Yet another issue related to the security is how to make
Mobile IP coexist with the security features coming in use within the
Internet.

The characteristics that should be considered as baseline requirements
to be satisfied by any candidate for a Mobile IP are the following [8]:

• Compatibility: A new standard cannot require changes for applications
or network protocols already in use. Mobile IP has to remain compati-
ble to all lower layers used for the standard nonmobile IP. It must not
require special media or protocol.

• Transparency: Mobility should remain “invisible” for many higher
layer protocols and applications. Besides maybe noticing a lower
bandwidth and some interruption in service, higher layers should con-
tinue to work even if the mobile changed its point of attachment to
the network.

• Scalability and efficiency: Introducing a new mechanism into the Inter-
net must not degrade the efficiency of the network. Due to the growth
rates of mobile communication, it is clear that Mobile IP must be scal-
able over a large number of participants in the whole Internet.

• Security: All messages used to transmit information to another node
about the location of a mobile node must be authenticated to protect
against remote redirection attacks.

The requirements of Mobile IP may be summarized as follows [7]:
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• A mobile node must be able to communicate with other nodes after
changing its link-layer point of attachment to the Internet, yet without
changing its IP address.

• Application programs must be able to operate continuously over a sin-
gle session while the network attachment point of the mobile host
changes.

• A mobile node must be able to communicate with other nodes that do
not implement these mobility functions.

• All messages used to update another node with the location of a mo-
bile node must be authenticated in order to protect against redirection
attacks.

16.3 The Mobile IP in Wireless Networks: A Simple
Architecture

Mobile IP is a new proposed standard of the IETF designed to support
mobile users [5]. It is also a new Internet standard for the Web and private
networks. There are currently two standards, one to support the current
IPv4, and one for the upcoming IPv6. One of the big requirements on the
new standard is that it should support both ordinary and wireless networks
[7]. The big issue is to solve the overlapping between different networks—a
user should be able to move between different networks without packet
losses.

The solution proposed by a working group within the IETF suggests
that the mobile node should use two different IP addresses: a fixed home
address and a care-of address, that changes at each point of attachment. The
solution requires two additional components, the home agent (HA), and the
foreign agent (FA). The mobile host is then able to move between different
networks, while keeping the same IP address. The HA is placed on the
user’s local network, while the FA is placed on the network that the host
currently is visiting. If the mobile host were able to handle the things that
the FA is doing, then the FA would be superfluous.

The protocol works as follows [6]:

• Mobile agents (MAs) advertise their presence by sending agent adver-
tisement messages.

• A mobile host may solicit MAs by sending agent solicitation messages.

• A mobile host uses the MA advertisements to determine if it is on the
home or the foreign network.
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• When the host is on the home network, it acts independently of the
HA.

• When a mobile host returns from a foreign network, it must deregister
with the HA through Registration Request and Registration Reply
messages.

• When a mobile host finds it has moved to a new, foreign network, it
obtains a COA from the FA or from other means such as DHCP.

• When a mobile host on the foreign network obtains its COA, it regis-
ters the new care-of address with the HA using a Registration Request
and Registration Reply.

• Datagrams sent to the home network are received by the HA. They
are encapsulated in a new datagram that contains the care-of address
and are sent to the FA or to the mobile host if it is acting without the
aid of the FA.

• Datagrams sent by the mobile host on the foreign network need not be
returned to the HA, but could be sent directly to the destination.

This procedure can be described by the three major components of Mobile
IP:

1. Agent discovery;

2. Registration;

3. Tunneling.

16.3.1 Agent Discovery

The agent discovery procedure used in Mobile IP is based on the Internet
Control Message Protocol (ICMP) Router Advertisement standard protocol.
Agent advertisements are typically broadcast at regular intervals (e.g., once a
second, or once every few seconds) and in a random fashion, by home
agents and foreign agents.

When a mobile node is away from home, it wants to find agents so that
it does not lose access to the Internet. There are two ways of finding agents.
The first is by selecting an agent from among those periodically advertised,
and the second is by sending out a periodic solicitation until it receives a
response from a mobility agent. The mobile node thus gets its COA, which
may be dynamically assigned or associated with its FA.

A mobility agent advertising its services on a link transmits agent adver-
tisements. Mobile nodes use these advertisements to determine their current
point of attachment to the Internet.
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16.3.2 Registration

A mobile node registers whenever it detects that its point-of-attachment to
the network has changed from one link to another. The mobile node regis-
ters its COA with its HA in order to obtain service. The registration process
can be performed directly from the mobile node, or relayed by the FA to the
HA, depending on whether the COA was dynamically assigned or associ-
ated with its FA. Note that simultaneous registration with multiple COAs is
possible.

In Mobile IP this can be accomplished by using the registration proce-
dure (see Figure 16.1). The mobile node sends a registration request (using
the UDP) with the COA information. This information is received by the
HA and, if the request is approved, adds the necessary information to its
routing table and sends a registration reply back to the mobile node.

In the registration process the mobile node either obtains its COA from
an FA or registers itself to another protocol, say, a DHCP server. The
mobile node should send a registration request to the FA or directly send a
request to its HA by using collocated COA as the source IP address of the
request.

In case the mobile node cannot contact its predefined HA, it is possible
that this mobile node will register to another unknown HA on its home net-
work. This method, called automatic HA discovery, works by using a
directed broadcast IP address that reaches IP nodes on the home network,
instead of the HA’s IP address. The IP nodes in the home network that can
operate as HA will receive the directed broadcast IP packet and will send a
rejection to the mobile node. This rejected message will, among others,
contain the IP address of its source node. The mobile node will then be able
to use this IP address in a new attempted registration message. During the
registration procedure, there is a need to authenticate the registration
information.
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Registration in Mobile IP must be made secure so that fraudulent regis-
trations can be detected and rejected. Otherwise, any malicious user on the
Internet could disrupt communications between the HA and the mobile
node by the simple expedient of supplying a registration request containing
a bogus COA. This would effectively disrupt all traffic destined for the
mobile node.

There are three authentication extensions defined for use with Mobile
IP [9]:

1. The mobile-home authentication extension (which is required by all
registration requests and replies);

2. The mobile-foreign authentication extension;

3. The foreign-home authentication extension.

Each extension includes a security parameter index (SPI) that indicates the
mobility security associate that contains the secret and the other information
needed to compute the authenticator. Exactly one mobile-home authenti-
cation extension is required to be present in all registration requests and reg-
istration replies. The location of the extension also marks the end of the data
authenticated by the mobile node.

16.3.3 Tunneling

In the most general tunneling, illustrated in Figure 16.2, the source, encap-
sulator, decapsulator, and destination are separate nodes. The encapsulator
node is considered the entry point of the tunnel, and the decapsulator node
is considered the exit point of the tunnel. Multiple source-destination pairs
can use the same tunnel between the encapsulator and decapsulator.

The HA, after a successful registration, will begin to attract datagrams
destined for the mobile node and tunnel each one to the mobile node at its
COA. The tunneling can be done by one of several encapsulation algo-
rithms, but the default algorithm that must always be supported is simple
IP-within-IP encapsulation [6]. Encapsulation is the mechanism of taking a
packet consisting of packet header and data and putting it into the data part
of a new packet. Encapsulation is a very general technique, used for many
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different reasons including multicast, multiprotocol operations, authentica-
tion, privacy, defeating traffic analysis, and general policy routing.

Other types of encapsulation mechanisms can also perform the tunnel-
ing procedure. These mechanisms are included in different encapsulation
protocols such as the Minimal Encapsulation Protocol (MEP) and the Generic
Routing Encapsulation (GRE) Protocol. In the GRE encapsulation protocol a
source route entry (SRE) is provided in the tunnel header. By using the SRE,
an IP source route, which includes the intermediate destinations, can be
specified. In the MEP the information from the tunnel header is combined
with the information in the inner minimal encapsulation header to recon-
struct the original IP header. In this manner the header overhead is reduced,
but the processing of the header is slightly more complicated.

Decapsulation is the reverse process of encapsulation. During service
time (after the registration process and before the service time expiration),
the mobile node gets forwarded packets from its FA, which were originally
sent from the mobile node’s HA.

Tunneling is the method used to forward the message from HA to FA
and finally to the mobile node. After the mobile node returns home, it
deregisters with its HA to drop its registered COA. In other words, it sets its
COA back to its home address. The mobile node achieves this by sending a
registration request directly to its HA with the lifetime set to zero. There it
has no need to deregister with the FA because the service expires automati-
cally when the service time expires.

16.3.4 Mobile IP Datagram

Figure 16.3 illustrates the routing of datagrams to and from a mobile node
away from home, once the mobile node has registered with its HA.

The mobile node is presumed to be using a care-of address node pro-
vided by the FA:
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1. A datagram to the mobile node arrives on the home network via
standard IP routing.

2. The datagram is received by the HA and is tunneled to the COA.

3. The datagram is detunneled and delivered to the mobile node.

4. For datagrams sent by the mobile node, standard IP routing delivers
each to its destination.

This datagram gives a rough outline of operation of the Mobile IP:

• Mobile agents make themselves known by sending agent advertise-
ment messages. An impatient mobile node may optionally solicit an
agent advertisement message.

• After receiving an agent advertisement, a mobile node determines
whether it is on its home network or a foreign network. A mobile
node basically works like any other node on its home network when it
is at home.

• When a mobile node moves away from its home network, it obtains a
COA on the foreign network, for instance, by soliciting or listening
for agent advertisements or DHCP or PPP.

• While away from home, the mobile node registers each new COA
with its HA, possibly by way of an FA.

• Datagrams sent to the mobile node’s home address are received by its
HA, tunneled by its home agent to the COA, received at the tunnel
endpoint, and finally delivered to the mobile node.

• In the reverse direction, datagrams sent by the mobile node are gener-
ally delivered to their destination using standard IP routing mecha-
nisms, not necessarily passing through the HA.

16.4 Open Issues in Mobile IPv4
The Mobile IPv4 can provide mobility support to portable devices that are
roaming through different wireless subnetworks, but there are still several
issues that have to be solved.

In interdomain mobility (macro-mobility), which defines the move-
ment of a mobile node from one subnetwork to another subnetwork, there
are the following open issues [6, 7]:

• Triangle routing: This refers to the path followed by a packet from the
correspondent host to a mobile node, which must first be routed, via
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the mobile node’s HA. In Figure 16.1, the packet sent by the corre-
spondent host follows path 1, 2, and 3, while the packet sent by the
mobile node will follow routes 3 and 4.

• Inefficient direct routing: The process of selecting a next hop and an out-
going interface over which an IP packet should be forwarded in
Mobile IPv4, measured in number of hops or end-to-end delay, inde-
pendent of the triangle routing situation, is inefficient.

• Inefficient HA notification: In Mobile IPv4 the process by which a mo-
bile node informs its HA and various correspondent hosts of its current
COA is inefficient, since the HA has to be notified during each inter-
domain handover.

• Inefficient binding deregistration: If a mobile node moves to another
(new) FA, then the previous FA could release the resources used by
the mobile node. In Mobile IPv4 this is not possible due to the fact
that the previous FA waits until a binding registration lifetime expires.

In intradomain mobility (micro-mobility), which defines the move-
ment of a mobile node within a subnetwork (i.e., handover from cell to
cell), the Mobile IPv4 does not provide solutions for:

1. Local management of micro-mobility events: Due to the fact that the
micro-mobility events can happen with relatively high frequency,
they should be managed as much as possible locally.

2. Seamless intradomain handover: After intradomain handover, which
provides mobility and handover support for frequently moving hosts,
the IP data stored into the previous entities (e.g., BSs) should be
transferred to the new BS.

3. Mobility routing crossing in a intranet: During intradomain handover,
when the mobile node moves and approaches a new BS and redirects
its packets from the old to the new BS, the routing crossings should
be avoided as much as possible.

The QoS provided by Mobile IPv4 does not specify usable features or
capabilities that guarantee the transport of real-time data in the wireless
Internet. However, Mobile IPv4 should be able to assist QoS algorithms or
mechanisms. The open issues are as follows:

1. Efficient Mobile IP aware reservation mechanisms: Definition of reserva-
tion mechanisms that can be used to assist for fast routing during Mo-
bile IPv4 intradomain handovers.

2. RSVP operation over IP tunnels: Due to the tunneling operation the
Mobile IPv4 cannot interwork with the RSVP.
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3. RSVP reservation on Mobile IP triangle route situations: Due to the trian-
gle route operation the Mobile IPv4 cannot interwork with the
RSVP.

Simultaneous bindings refer to the possibility of a host to register more
than one COA at the same time. This is an optional feature in Mobile
IPv4—for example, a host can register to different COAs that identify with
two neighboring subnetworks. There is a following open issue:

1. Inefficient maintenance of simultaneous bindings: The problem occurs
when a FA receives a tunneled packet destined to a mobile node, and
this mobile node is not in a visitor list entry of the foreign agent, then
this tunneled packet should be dropped. The foreign agent cannot
recognize the home address of the mobile node. This situation will
have negative consequences on the higher-level layer associations.

Security means that the Mobile IP protocol permits mobile internet-
working to be done on the network layer. Generally, security refers the
science of protecting computers, network resources, and information
against unauthorized access, modification, and destruction. Mobility intro-
duces the need for enhanced security. The open issues in security are as
follows [7, 10]:

1. Ingress filtering: In an ISP any border router may discard packets that
contain a source IP address that is not being configured for one of the
ISP’s internal networks. The ISPs begin filtering IP packets in their
routers to make sure that the IP source address of a packet is legiti-
mate before it is forwarded. Ingress filtering can mitigate these attacks
but it cannot solve them. This is because the flooding attack can still
be waged from spoofed addresses so long as those IP addresses appear
to emanate from the appropriate point in the network.

2. Minimize the number of required trusted entities: If the number of the re-
quired trusted entities (for example, HA and FA) is decreased, the se-
curity may be enhanced.

3. Authentication: Authentication is the process of someone or
something’s claimed identify. Authentication involves challenging a
person to prove that he or she has physical possession of something or
that he or she has knowledge of something. Authentication protocols
define the message flows by which this challenge and response are
sent and received by the parties being authenticated. The Mobile
IPv4 authentication techniques between mobile nodes and FAs are
not reliable enough.

4. Authorization: One of the purposes of the network is to provide a way
to share resources among many users. These resources must be pro-
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tected against unauthorized access. An organization that owns
and/or operates a network would need to decide who may attach to
this network and what network resources the attaching node might
use.

5. Nonrepudiation: Proving that a source of some data did in fact send
data that user might later deny sending. In the future wireless Inter-
net, a recipient of a message should have the opportunity to prove
that a message has been originated by a sender.

6. Encryption key distribution: Using some forms of cryptography can
provide authentication, integrity, and nonrepudiation. Cryptogra-
phy is the science of transforming data in seemingly bizarre ways to
accomplish surprisingly useful things. A cryptography system consists
of two components, algorithm and keys. Message senders and receiv-
ers require the distribution of encryption key information.

7. Location privacy: A sender of a message should be able to control
which, if any, receivers know the location of the sender’s current
physical attachment to the network. Location privacy is concerned
with hiding the location of a mobile node from correspondent hosts.

8. Use one single subscription for all service types: Network access identify
(NAI) is used to identify ISP subscribers during roaming operations.
Cellular service providers are evolving their home cellular networks
to provide 3G cellular services using NAIs with a single subscription.

9. Firewall support in Mobile IP: Firewall is a device that protects a private
network against intrusion from nodes on a public network. The fire-
walls are configured to interrupt traffic to and from interloper nodes.
If a mobile node has to enter a private Internet network that is se-
curely protected by a firewall, then Mobile IP aware support at this
firewall is required.

16.5 Mobile IPv6

Mobility support in IPv6 follows the design for Mobile IPv4. The basic
idea, that a mobile node is reachable by sending packets to its home network
and that the HA sends packets from a home network to the mobile node’s
current COA, remains the same. Also, similar to the method used before
(IPv4), the HA encapsulates the packets for delivery from the home net-
work to the COA. While discovery of a care-of address is still required, the
mobile node can configure its COA by using address autoconfiguration and
neighbor discovery [6].
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In Mobile IPv6 there are no FAs, but there is still the need to provide a
central point to assist with Mobile IP handoffs. The major differences
between Mobile IPv4 and Mobile IPv6 are:

1. The size of the addresses, 128 bits in IPv6 versus 32 bits in IPv4,
which means several benefits of such large addresses:
• There is no real chance of running out of addresses during the life-

time of IPv6;
• Allows aggregation of many network-prefix routes into a single

network-prefix route;
• Allows nodes to autoconfigure using very simple mechanisms.

2. Support for route optimization is the fundamental part of Mobile
IPv6, and it solves the triangle routing prblem existing in Mobile
IPv4. Packets sent by a correspondent to a mobile node connected to
a foreign link are routed first to the mobile node’s HA and then tun-
neled to the mobile node’s COA. However, packets sent by the mo-
bile node are routed directly to the correspondent, as shown in
Figure 16.4.

This optimized routing is potentially more efficient in terms of
delay and resource consumption than triangle routing because the
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packets will have to traverse fewer links on their way to their destina-
tion. In Mobile IPv4 the route optimization feature is being added
on as an optional set of extensions that may not be supported by all IP
nodes.

As mobile nodes move from one point of attachment to the next
within the Internet, it would be nice if the handoffs were as smooth
as possible. This could be a problem if datagrams heading toward one
point of attachment were dropped because the mobile node had just
left to attach somewhere else nearby. With route optimization such
problems will almost certainly arise because there is no way that all
correspondent nodes can instantaneously receive updated binding
reflecting the node’s movement.

It is important to deliver datagrams correctly even though they
may arrive at the wrong COA. Route optimization enables the solu-
tion to this problem by allowing previous FAs to maintain a binding
for their former mobile visitors, showing a current COA for each.
With such information, a previous FA can reencapsulate a datagram
with the right COA and send it along to the mobile node.

The main obstacle to route optimization relates to security. For a
correspondent to tunnel directly to a mobile node, the correspon-
dent must be informed of the mobile node’s current COA.

3. A new feature is specified in Mobile IPv6 that allows mobile nodes
and Mobile IP to coexist efficiently with routers that perform ingress
filtering. Many border routers discard packets coming from within
the enterprise if the packets do not contain a source IP address con-
figured for one of the enterprise’s internal networks. Because mobile
nodes would otherwise use their home address as the source IP ad-
dress of the packets they transmit, this present difficulty. Solutions to
this problem in Mobile IPv4 typically involve tunneling outgoing
packets from the COA, but the difficulty is how to find a suitable tar-
get for the tunneled packet from the mobile node. The use of re-
served tunnels to the HA can overcome the restriction imposed by
ingress filtering. A reserved tunnel is a tunnel that is established start-
ing from the mobile node’s COA (not from the mobile mode’s home
address as in Mobile IPv4) up to the HA. When the mobile node
moves to a foreign network, it detects FAs that are supporting reserve
tunneling by listening advertisements. The mobile node selects such
a foreign agent by registering through it.

4. Mobile IPv6, unlike Mobile IPv4, uses IPsec for all security require-
ments such as sender authentication, data integrity protection, and
replay protection for binding updates, which serve the role of both
registration and route optimization in Mobile IPv4. IPv6 nodes are
expected to implement strong authentication and encryption fea-
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tures to improve Internet security. This affords a major simplification
for IPv6 mobility support since all authentication procedures can be
assumed to exist when needed and do not have to be specified in
Mobile IPv6.

5. In Mobile IPv6 the functionality of the FAs can be accomplished
by IPv6 enhanced features such as neighbor discovery and address
autoconfiguration. Address autoconfiguration is a very powerful
mechanism for nomadic nodes to acquire an address and begin
communicating on their current link. Address autoconfiguration,
however, does not change the nature of network-prefix routing
or the need to devise special ways to route packets to mobile
nodes that move from link to link while retaining any ongoing
communications.

Neighbor discovery in IPv6 is the set of functions that relate to
how nodes discover and interact with neighboring nodes on their
current link. The packets, which arrive at the home network and are
destined for a mobile node that is away from home, are received by
the mobile node’s HA using IPv6 neighbor discovery rather than
ARP, as is used in Mobile IPv4.

6. There are three types of addresses in IPv6 [6, 7]:
• Unicast address: A packet is sent to a unicast address and then it is de-

livered to exactly one node, which has the unicast address, assigned
to one of its interfaces.

• Multicast address: A packet is sent to a multicast address and then it is
delivered to every node that is a member of the group identified by
the multicast address.

• Anycast address: A packet is sent to an anycast address and then it is
delivered to “any” one of several possible nodes that are identified
by that address, typically the node that is closest to the sender of the
packet.

The mobile mechanism is more efficient and more reliable.
This is because only one packet needs to be replied to the mobile
mode.

7. In Mobile IPv6 the routing to mobile nodes is done with tunneling
and source routing instead of only tunneling in IPv4. In Mobile IPv4
an ICMP error that is created due to a failure in delivering an
IP packet to the COA will be returned to the home network without
containing the IP address of the original source of the tunneled
IP packet. This is solved in the HA by storing the tunneling
information.
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16.6 Possible Solutions for Micro-Mobility in Mobile
IP Networks

The Mobile IP has been developed for computers that are moving. With
the Mobile IP, the mobile nodes are able to send and receive data despite
their current point of attachment to the Internet. In the standard Mobile IP,
mobile nodes have to report their every movement in the foreign network
to their home networks. This causes a huge amount of signaling traffic and
disturbing latency during handoffs. Because of these problems, several pro-
tocol proposals have been defined to solve this so-called micro-mobility
problem. In all of these solutions the home network does not have to know
the exact location of the mobile node. Instead, the home network only has
to know in which visited network the mobile node is located, and the local
micro-mobility is managed inside the visited network. The mobile node’s
packet loss during and after handoffs may be disturbingly high because the
delay of informing the HA, possibly on the other side of the world, may be
several seconds in the current Internet. Also, for mobiles that are using QoS,
acquiring a new COA on every handoff would trigger the establishment of
new QoS reservations between the HA and the FA. However, most of the
path from mobile node to a correspondent node would be the same before
and after the handoff.

Proposals for the micro-mobility include HMIP, Cellular IP, and
HAWAII. None of these proposals is trying to replace Mobile IP. Instead,
they are enhancements to the Mobile IP.

16.6.1 Cellular IP

Mobile users expect the same level of service quality as wireline users. That
translates to high-speed access with seamless mobility, which it is defined
as the ability of the network to support fast handoff between base stations
with low delay and minimum or zero packet loss. As the number of
mobile subscribers grows, so does the need to provide efficient location
tracking in support of idle users and paging in support of active communica-
tions. In order to achieve scalable location management, the wireless Inter-
net needs to handle the location tracking of active and idle hosts
independently. Support for passive connectivity balances a number of
important design considerations. Mobile IP does not support the notion of
seamless mobility, passive connectivity, or paging. The future wireless
Internet will need to support these requirements in order to deliver service
quality, minimize signaling, and scale to support hundreds of millions of
subscribers.
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16.6.1.1 General

Cellular IP is a micro-mobility protocol that provides seamless mobility sup-
port in limited geographical area. Cellular IP incorporates a number of
important design features present in cellular networks but remains firmly
based on IP design principles. The protocol is specifically designed to sup-
port seamless mobility, passive connectivity, and paging. Also, it is specified
to provide handover support for frequently moving hosts and is intended to
be applied on a local level (e.g., on a campus or in a metropolitan area
network). Cellular IP can interwork with Mobile IP to support wide area
mobility (mobility between Cellular IP networks). Cellular IP access
networks require minimal configuration, thereby easing the deployment
and management of wireless access networks. An important concept in
Cellular IP design is simplicity and the minimal use of explicit signaling,
enabling low-cost implementation of the protocol. Cellular IP employs
per-mobile-host states and hop-by-hop routing to achieve fast handoff
control [6, 8].

16.6.1.2 A Cellular IP Access Network

The universal component of Cellular IP access networks is the BS, which
serves as a wireless access point and router of IP packets. The BS is built on a
regular IP forwarding engine with the exception that IP routing is replaced
by Cellular IP routing and location management. Cellular IP access net-
works are connected to the Internet via gateway routers. Mobile hosts
attached to an access network use the IP address of the gateway as their
Mobile IP COA.

Figure 16.5 illustrates a view of multiple Cellular IP networks that have
access to the Mobile IP–enabled Internet. Packets are first routed to the
host’s HA of the Internet backbone and then tunneled to the gateway. The
gateway detunnels packets and forwards them toward a BS. The Cellular IP
routing protocol ensures that packets are delivered to the host’s actual loca-
tion. Packets transmitted by mobile hosts are first routed toward the gateway
and from there on to the Internet.

Periodically, each BS transmits beacon signals. These signals provide
statistical information related to signal strength that can be used by mobile
nodes to locate the nearest BS. All IP packets transmitted by a mobile node
are routed from the BS to the gateway by hop-by-hop shortest path routing
regardless of the destination address. The nodes used in the Cellular IP net-
work are called Cellular IP nodes. These nodes can route IP packets inside
the Cellular IP network and communicate with mobile nodes via wireless
interface. A Cellular IP node that has a wireless interface can also be called
and BS.
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16.6.2 HAWAII

HAWAII is one of the extension protocols of Mobile IP in which host-
based forwarding entries are installed in specific routers to support intrado-
main micro-mobility and paging functionality. The installation of these
entries is accomplished using specialized path setup schemes. In general, by
using these entries the performance is enhanced. This is due to the reduction
of the mobility-related disruptions to user applications and to the reduction
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(a) Multiple Cellular
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(b) network model of
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of the number of mobility related updates. Furthermore, in HAWAII
mobile nodes retain their network address while moving within the
domain, simplifying QoS support.

Figure 16.5(b) shows a network model of HAWAII that is divided into
hierarchies based on domains. In general, the HAWAII nodes are IP rout-
ers. Each domain has a gateway that is called domain root router and each
host has an IP address and a home domain. When a mobile node moves
within its home domain, its IP address is retained. The packets that are des-
tined to the mobile node can reach the domain root router based on the
subnetwork address of the domain. The root router decapsulates and again
encapsulates the packet to forward it to either the intermediate router or BS,
which decapsulates the packet and finally delivers it to the mobile node. The
received packets are then forwarded to the mobile node by using special
dynamically established paths.

In order to maintain IP routing between the domain root router and the
mobile host, HAWAII establishs special paths as the mobile host moves.
The algorithm used to update selected routers to establish or maintain con-
nectivity with a mobile host is termed a path setup scheme.

There are different path setup schemes, which can be used to dynami-
cally establish paths. The path setup is done by update messages that the
mobile node sends to the gateway in order to create entries (used during the
reserve path) in the intermediate nodes.

Power-Up
This path setup scheme is active during power-up. The mobile host is
assigned a dynamic address through DHCP during power-up. The use of a
dynamic address for mobile hosts is similar to the dial-up model of service
provided by Internet service providers to fixed hosts. The difference is that
users in wireless networks are mobile and the home domain is determined
by where the host is powered up rather than which modem access number is
dialed. Apart from requiring fewer IP addresses than static allocation of IP
addresses, this also results in optional routing with no tunneling as long as
the user does not move out of a domain while powered up.

Micro-Mobility
This path setup scheme is active during handoff. This happens when the
mobile host is handed off from one BS to other. The mobile host maintains
its IP address since this movement is within a HAWAII domain. When the
mobile node can only receive/transmit from/to one BS at a time, this path is
called the forwarding path setup scheme in HAWAII. This path is useful in
networks like TDMA networks where the mobile host cannot listen to two
BSs simultaneously.

In the case of networks such as CDMA, where the mobile host could
listen to multiple BSs simultaneously, this leads to a different algorithm for
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updating the routers and is called a nonforwarding path setup scheme in
HAWAII.

The advantage of custom tailoring these path setup schemes for differ-
ent wireless networks is that disruption to user traffic can be minimized.
This is especially critical in next-generation wireless data networks where
VoIP and other multimedia traffic will likely be carried.

16.6.3 Hierarchical Mobile IP

There are several protocol suggestions that have the same basic idea of hier-
archical structure of visited (foreign) networks. In all these proposals, the
mobile node does not have to inform its HA of every movement it performs
inside the visited network. Instead, there is a network element that takes
care of the mobile node’s registrations.

One of proposals, Mobile IP regional tunnel management, was recently
proposed in the IETF (Figure 16.6). The proposal provides a scheme for
performing registrations locally in the visited (foreign) domain, thereby
reducing the number of signaling messages forwarded to the home network
as well as lowering the signaling latency that occurs when an mobile node
moves from one FA to another. If the foreign network supports regional
tunnel management, there is a special kind of FA called a gateway foreign agent
(GFA). The mobile node uses the GFA’s IP address as its COA when it reg-
isters to the HA. This COA does not change when the mobile node moves
between the foreign agents that are located under the same GFA. After first
registration, the mobile node makes its registrations with the GFA. Regis-
trations are not done with the home agent as long as it is moving under the
same GFA. If the mobile node changes GFA, within or between visited
domains, it must again register with the home agent [3, 8].
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hierarchical Mobile IP.

TE
AM
FL
Y

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Team-Fly® 



There is one extension for Mobile IPv6 that will reduce the amount of
signaling to CNs and the HA and may also improve the performance of
Mobile IPv6 in terms of handoff speed. The proposed hierarchical mobility
management for Mobile IPv6 is extended with a new function which is
mobility anchor point (MAP). It simply provides an optional mobility manage-
ment function that can be located at any level in the hierarchy starting from
the access router (AR). MAP allows for fast handoffs, which will minimize the
packet losses due to handoffs and consequently improve the throughput of
the best-effort services and performance of real-time data services over the
radio interface.

The aim of the hierarchical mobility management model in Mobile
IPv6 is to enhance the network performance while minimizing the impact
on Mobile IPv6 or other IPv6 protocols. This is achieved by using the
Mobile IPv6 protocol combined with layer 2 features to manage both IP
micro- and macro-mobility, leading to rationalization and less complex
implementations in the mobile node and other network nodes.

16.7 Conclusions and Future Directions

Mobile IP will give users a great degree of mobility across private and public
networks. Mobile IP is a newly defined protocol that supports mobile users
but also is compatible with the current IP. It is also a new recommended
Internet protocol designed to support the mobility of a user (host). Host
mobility is becoming important because of the recent blossoming of laptop
computers, PDAs, digital cellular communication, and the high desire to
have continuous network connectivity anywhere the host happens to be
[10]. It is still in the process of being standardized, and there are still many
items that need to be worked on and enhanced, such as the security issue
and the routing issue. It allows a node to change its point of attachment from
one link to another while using the same IP address.

All of the micro-mobility solutions described in this chapter point to the
fact that the Mobile IP is able to handle the macro-mobility between the
networks, but they all define a different micro-mobility support protocol to
be used inside networks. In the worst case this could lead to a situation
where the mobile nodes could not roam to a network that is using an
unknown micro-mobility solution. There are basically two ways of han-
dling this problem. The first is to define a single micro-mobility protocol
that is used everywhere in the Internet. The second is to define how differ-
ent micro-mobility solutions can coexist simultaneously in the Internet.
The most important thing is not which one of these micro-mobility solu-
tion technologies is the best, but rather, that there has to be a solution to
make the coexistence of these micro-mobility protocols in different parts of
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the Internet possible. If coexistence is possible—for example, HAWAII,
Cellular IP, and so forth—then every network administrator can choose
whichever micro-mobility solution it wants to use inside the network, but
this choice will not affect mobile nodes, HA, or the micro-mobility solu-
tions in other parts of the Internet. This would lead to a situation where the
best technologies would probably win the race and become the most
popular.

Security needs are getting active attention and will take advantage of the
deployment efforts underway. The IETF standardization process requires
the working group to rigorously demonstrate interoperability among vari-
ous independent implementations before the protocol can advance. Test
results have given added confidence that the Mobile IP specification is
sound, implementable, and of diverse interest throughout the Internet com-
munity. It is possible that the deployment phase of Mobile IP will track that
of IPv6, or that the requirements for supporting mobility in IPv6 nodes will
give additional impetus to the deployment of both IPv6 and mobile net-
working. The increased user convenience and the reduced need for applica-
tion awareness of mobility can be a major driving force for adoption. Both
IPv6 and Mobile IP have little direct effect on the operating systems of
mobile computers outside of the network layer of the protocol stack, appli-
cation. Mobile computing with Mobile IP is a topic that is surely going to
receive more attention. With so little in the way of research and test net-
works today, it remains to be seen how far and how quickly Mobile IP can
take us. With the popularity of IP-based applications, there are sure to be
plenty forward-thinkers and early investors willing to try and make it
happen, even though numerous technical problems still remain to be
solved. Finally, much effort should be concentrated on the solidity of secu-
rity solutions.
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Chapter 17

IP Micro-Mobility Management
Using Host-Based Routing*
K. Daniel Wong, Hung-Yu Wei, Ashutosh Dutta, Kenneth Young, and
Henning Schulzrinne

17.1 Introduction and Background
Global IP mobility solutions using Mobile IP or SIP are not optimized to
handle micro-mobility management. For micro-mobility situations, low-
latency handoffs are essential to reduce performance degradation. Host-based
routing (HBR) schemes such as HAWAII, Cellular IP, and Micro-Mobility
Protocol (MMP) are one of two main classes of IP micro-mobility manage-
ment schemes; the other is hierarchical Mobile IP–derived schemes. This
chapter discusses HBR schemes and examines their performance. Various
simulation results and prototype system measurements demonstrate the
superiority of HBR schemes over both MIP and hierarchical MIP-derived
micro-mobility schemes in terms of fewer packets dropped per handoff for
UDP traffic and better TCP throughput in various scenarios.

17.1.1 Chapter Overview

An overview of Mobile IP has been provided in Chapter 16. An overview
of SIP for macro-mobility is included in Section 17.1.2. We do not claim
that either Mobile IP or SIP is better for macro-mobility, but merely present
them as alternatives. Both schemes are more suitable for macro-mobility
than micro-mobility, though. Micro-mobility schemes are introduced in
Section 17.1.3, although the introduction of schemes for micro-mobility
based on HBR is deferred to Section 17.2 for more detailed coverage.
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Following that discussion, performance-related issues are explored in Sec-
tion 17.3. Section 17.4 contains selected performance results from our
simulations and prototype test bed that illustrate the performance of HBR
schemes. This is followed by conclusions in Section 17.5. Practical issues
related to the integration of macro-mobility and micro-mobility protocols
are beyond the scope of this chapter, but the reader is referred to [1].

17.1.2 The Application-Layer Macro-Mobility Management
Alternative

A strength of Mobile IP, it being a network layer mobility solution, is that it
is transparent to the applications above it. On the other hand, if the mobility
solution were to be implemented at a higher layer (e.g., separately by each
application), it might arguably be inefficient. However, this argument may
not be as strong if a widely used application layer protocol were to be able to
handle mobility.

Indeed, SIP [2] is rapidly gaining widespread acceptance (e.g., in
IETF and 3GPP) as the signaling protocol of choice for Internet multimedia
and telephony services. It fits into a possible future IP multimedia stack
(Figure 17.1). SIP allows multiple participants to establish sessions consisting
of multiple media streams. SIP components [i.e., user agents, servers (proxy
and redirect), and registrars] provide an application layer mobility solution
while interacting with other network protocols like DNS and DHCP.
While SIP supports personal mobility (see Section 17.1.2.1) as part of its sig-
naling mechanism, it can also be extended to provide support for terminal,
service, and session mobility (Figure 17.2). Handoff, registration,
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multimedia stack.



configuration, dynamic address binding, and location management are key
requirements for an SIP-based mobility scheme [3].

Mobility management in the wireless Internet may involve terminal,
session, service, and/or personal mobility. Mobile IP and its derivatives,
variations, and auxiliary schemes are network layer solutions that provide
continuous media support when nodes move around, handling the terminal
mobility problem. However, Mobile IP and related schemes by themselves
do not provide means of device-independent personal, session, or service
mobility. For delay-sensitive real-time applications, Mobile IP-based solu-
tions suffer from limitations like triangular routing/registration, encapsula-
tion overhead, and need for an HA in the home network. Mobile IP with
route optimization (MIP-RO) alleviates the triangular routing problem but
also tunnels binding updates to the HA. It requires changes in the operating
system of the end hosts. MIPv6 is similar to SIP-based terminal mobility,
updating the IP address on the correspondent host (CH) directly. However, it
needs a 16-byte home address destination option.

Multimedia traffic is real-time or non-real-time, depending on delay
and loss characteristics. Different transport mechanisms may be used for
each type of traffic. Most real-time traffic should be carried over RTP (Real
Time Transport Protocol)/UDP, whereas non-real-time traffic has tradi-
tionally been carried over TCP. SIP-based terminal mobility provides sub-
net and domain handoff while a session is in progress. The SIP-based
scheme provides a different approach for achieving terminal mobility by
means of application layer signaling. This scheme does not rely on the
mechanism of the underlying network components in the network core.
Instead, proxy servers instituted by any third party service providers can
provide mobility support.

When the mobile station moves from one subnet to another within the
same administrative domain, SIP would support subnet handoff during the
session as described below:
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• The mobile host (MH) obtains a new temporary IP address through a
protocol like DHCP.

• The MH reinvites the CH to its new temporary address. The identifier
of the outbound proxy in the visited network is inserted in the SIP
INVITE header.

• In case of domain handoff, a complete registration takes place.

A complete handoff procedure for a SIP session would consist of SIP signal-
ing between the corresponding entities and actual media delivery. Delay
associated with handoff would consist of several factors such as delay due to
layer-2 detection, IP address acquisition by the mobile, activating the SIP
signaling with the new address parameters, and actual delivery of media.

If the MH and CH are situated wide apart, then it may take some time
for the reinvite to reach the CH. It has been proposed [4] that an RTP trans-
lator can be affiliated with a SIP proxy server that would intercept the traffic
and would send the media to the current location of the mobile host. Thus,
RTP translators reduce the end-to-end handoff delay (due to traversal of the
INVITE request) to a one-way delay between the MH and the SIP proxy.
In cases when both communicating hosts move during a session, each side
would have to issue INVITE requests through their respective home proxy
servers, where the MHs register their new location address after the
movement.

While the RTP translator concept may reduce the micro-mobility
problem somewhat, SIP does not in itself provide an optimized, targeted
solution to the micro-mobility problem. Like Mobile IP, it is optimized for
macro-mobility. Based on this brief examination of Mobile IP–based and
SIP-based macro-mobility management, it can be deduced that a highly
desirable property for a micro-mobility scheme is flexibility to work with a
variety of macro-mobility schemes, and not just Mobile IP–based macro-
mobility.

17.1.2.1 SIP Support for Other Types of Mobility

In addition to terminal mobility, SIP also supports other mobility con-
cepts—namely, personal mobility, service mobility, and session mobility.
Arguably, SIP offers a more unified macro-mobility management scheme
than Mobile IP and its variations, which are more limited.

Personal mobility is the ability of users to originate and receive calls and
access the subscribed network services on any terminal in any location in a
transparent manner, and the ability of the network to identify end users as
they move across administrative domains. SIP’s Uniform Resource Indenti-
fier (URI) scheme and registration mechanism are some of the main com-
ponents used in providing personal mobility. A roaming subscriber is
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accessible independent of the device the subscriber uses. Service mobility
refers to the subscriber’s ability to maintain ongoing sessions and obtain
services in a transparent manner regardless of the subscriber’s point of
attachment. Session mobility allows a user to maintain a media session even
while changing terminals such as transferring a session that began on a
mobile device to a desktop PC after entering an office.

17.1.3 Micro-Mobility Management

The requirement that Mobile IP registration (or SIP reinvites) be performed
every time an MH moves between subnets may cause high handoff latency.
Various solutions have been proposed. The proposals generally implicitly or
explicitly use a concept of micro-mobility regions where these regions
comprise numerous subnets, and registrations with the HA are not necessary
for movement of the MH within these regions. Registration with the HA is
still necessary for movement between micro-mobility regions. Typically,
Mobile IP handles the macro-mobility (mobility between micro-mobility
regions), while a micro-mobility scheme handles micro-mobility (mobility
within micro-mobility regions). Micro-mobility management schemes
reduce the high handoff latency of Mobile IP by handling mobility within
micro-mobility regions with low-latency local signaling.

17.1.3.1 Hierarchical Mobility Agent Schemes

Micro-mobility solutions using a hierarchy of mobility agents include
Mobile IP with regional registration (MIP-RR) [5] and TeleMIP/Intradomain
Mobility Management Protocol (IDMP) [6].

MIP-RR involves few modifications to Mobile IP. In a foreign net-
work, the two level mobility hierarchy contains the upper-layer GFA and
several lower-layer regional foreign agents (RFAs). All MHs under the GFA
share the same COA.

Suppose an MH moves between subnets under a GFA with which it is
already registered. As shown in Figure 17.3(b), the MH initiates its registra-
tion with FA2. Then the registration request is sent to GFA1. Since MN is
already registered with GFA1, GFA1 does not initiate a home registration to
HA, but just sends the registration reply to the MH through FA2. Since the
HA does not need to be contacted in this scenario, MIP-RR reduces the
handoff latency.

If the MH changes its GFA, it needs to register with its HA. As shown in
Figure 17.3(a), the MH moves from FA3 to FA2, and its GFA is no longer
GFA2. The MH sends a registration request to its new RFA, which is FA2,
and then GFA1. Because GFA1 is a new GFA, it has to register with the
HA. The HA sends the registration reply all the way through GFA1 and
FA2 to the MH.
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If the MH moves frequently within a GFA domain, it does not need to
perform the time-consuming registration procedure with its HA. There-
fore, the average handoff latency is reduced.

Like MIP-RR, TeleMIP is a hierarchical IP-based architecture that
provides lower handoff latency and signaling overhead than Mobile IP.
TeleMIP uses Mobile IP as a macro-mobility management protocol and can
interwork with SIP-based mobility. IDMP is the micro-mobility protocol
used with TeleMIP (Figure 17.4). IDMP uses multiple COAs that are taken
care of by SAs and the MA at the subnet and domain level, respectively. SAs
are FAs or DHCP servers at the subnet level that provide an MH with a
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Figure 17.3
Mobile IP regional
registration: (a) move-
ment between regions;
(b) movement within a
region.

Figure 17.4
TeleMIP’s IDMP.
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locally scoped address, and they are analogous to MIP-RR RFAs. The
locally scoped address provided by an SA identifies the MH’s location
within the domain. An IDMP MA is similar to a MIP-RR GFA and acts as a
domain-wide point for packet redirection.

The serving MA provides an MH with a global COA that stays constant
as the MH moves within the domain. Unlike MIP-RR, multiple MAs can
be provisioned for load balancing and redundancy within the domain. All
packets from the global Internet are tunneled to the MA (or one of the MAs,
in the case of multiple MAs). The serving MA forwards packets to the MH
using regular IP routing, with the local COA (colocated or FA) as the desti-
nation. It does this by un-encapsulating the packet and then performing a
second encapsulation of the IP packet, with the local COA as the destina-
tion address.

On subsequent movement within the domain, the MH only obtains a
new local COA. At that point, the MH needs only to update its MA with its
new local COA. By limiting intradomain location updates to the MA, it
reduces the latency associated with intradomain mobility. In addition,
IDMP also provides the added advantage (over MIP-RR) of dynamic load
balancing, within a domain.

17.2 HBR Overview

A class of micro-mobility management schemes is that which employs
HBR, including Cellular IP [7], HAWAII [8], and MMP [9]. HBR
schemes for micro-mobility could be considered a class of auxiliary schemes
that deal with the handoff latency problem of Mobile IP. However, they
have grown beyond being just a class of auxiliary schemes (e.g., MMP is
designed to be usable with SIP mobility for real-time traffic, and with a
Mobile IP variant for nonreal-time traffic). This flexibility is an advantage
over micro-mobility schemes based on a hierarchical Mobile IP structure
(e.g., MIP-RR or TeleMIP). A second major advantage of HBR schemes is
that they offer the lowest latency networking rerouting solution for micro-
mobility. This is because hierarchical Mobile IP–derived schemes like
MIP-RR and IDMP only reduce the latency problem inherent in Mobile
IP registration. The GFAs or MAs still need to cover a large area to be scal-
able and cost-effective. Location updates still need to reach them in these
schemes. On the other hand, with HBR schemes, updates take an optimal
path to the closest node that should handle the location/route update,
namely the crossover node, as will be explained shortly. The performance
results in Section 17.4 support these assertions with numerical results.

The distinctive characteristics of HBR schemes for micro-mobility are
that (1) HBR is used within the micro-mobility regions, (2) very low-
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latency handoffs are possible since the update message only needs to propa-
gate to the crossover node, and (3) one or more special nodes (known as
gateways or root nodes) are used as the demarcation point between each
micro-mobility region and the rest of the Internet.

With HBR schemes, forwarding behavior is specified separately for
each host. For example, nodes may route packets according to tables or
caches indexed by unique host identifiers (e.g., their IP address). MMP,
HAWAII, and Cellular IP are examples of HBR where the indexing is by
host IP addresses. HBR differs from group-based routing schemes, where
forwarding behavior is specified for groups of hosts. For example, for
group-based routing, nodes may route packets according to tables or caches
indexed by group identifiers (e.g., IP address prefix and netmask)—that is,
packets with different destination addresses, but where the destination
addresses match the prefix and netmask, will be routed in the same way.

A critical advantage of HBR schemes is that location management and
routing can be integrated. With Mobile IP, location management is handled
by registrations, while routing is overlaid on the existing IP-based network
routing. The location management requires possibly long-latency registra-
tions to a potentially distant HA whenever subnet boundaries are crossed,
while the use of overlay routing over standard IP routing creates problems
like triangular routes and encapsulation overhead. HBR, on the other hand,
gives the power to update routes simultaneously and precisely with location
management, precisely because the routes are host specific and do not affect
routes to/from other MHs when changed. For the lowest latency handoffs,
the intuition would be to update the routing information for an MH at the
closest intersection with the old route (also known as the crossover node),
whenever it performed a handoff. And this is indeed what happens with the
HBR schemes for micro-mobility management.

Rather than present three separate descriptions of the three HBR
schemes (MMP, HAWAII, Cellular IP), a generic, bare-bones HBR
scheme will be introduced in Section 17.2.1, and then differences between
MMP, CIP, and HAWAII will be discussed in Section 17.2.2. This
approach brings out the essence of the HBR schemes before explaining the
minor differences between them. A comparison with ad hoc routing proto-
cols that use HBR-like routing follows in Section 17.2.3.

17.2.1 A Generic HBR Solution for IP Micro-Mobility

A generic HBR scheme is now presented to illustrate the essential workings
of HBR in facilitating low-latency handoffs for IP micro-mobility. Actual
protocols differ from this generic scheme in some aspects. For example,
actual protocols use various enhancements to provide more seamless hand-
offs. There may be multiple nonoverlapping micro-mobility domains in a
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given network. Movement between micro-mobility domains may be han-
dled by a macro-mobility protocol like Mobile IP or SIP.

In the generic HBR scheme, each HBR micro-mobility domain has
one root router that serves as the interface between the micro-mobility
domain and the rest of the network. The other infrastructure nodes in the
HBR micro-mobility domain are arranged in a strict inverse tree structure
beneath the root router. In other words, every node is a child of one and
only one other node (possibly the root router), and may be a parent of
zero, one, or more other nodes. The inverse tree structure can be seen in
Figure 17.5, which shows an abstraction of a generic HBR scheme for IP
micro-mobility. Some of the nodes at the bottom of the hierarchy are BSs,
with wireless interfaces, and whose coverage areas are called cells. Each
infrastructure node other than the root router has one upstream interface
and zero, one, or more downstream interfaces. The upstream interface is the
interface towards the root router, while the downstream interface(s) is/are
towards the BSs and MHs. How nodes know which are the upstream inter-
faces and which are the downstream interfaces is unspecified. However, one
way this may happen is by listening to beacon messages sent periodically
down by the root router (the interface through which the beacon arrives is
recorded as the upstream interface and is used as the next hop for routing of
any packet to the root router; the rest are considered downstream inter-
faces). Another way might be if the HBR scheme is implemented as an
overlay over standard IP routers, as with HAWAII. Alternatively, they may
be preconfigured.

When an MH first enters an HBR micro-mobility domain, the net-
work would use access control mechanisms, such as authentication of the
MH. Some form of macro-mobility signaling would be initiated, so that
macro-mobility can be handled by the relevant protocol. The MH may use
its home IP address, or it may obtain a temporary address for use in the HBR
domain. The temporary address, if applicable, is called a COA, although it is
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Figure 17.5
Abstraction of generic
HBR scheme for IP
micro-mobility
management.



not necessarily exactly like a Mobile IP COA. It may be obtained through
various means, and may be a globally routable address of the root router, or
be colocated. In any case, the MH uses one IP address as long as it is in the
same HBR domain, even when it moves from cell to cell.

Upstream routing of packets (from MH to gateway) is simple: once
packets from a particular MH are admitted into the micro-mobility domain
infrastructure, each node (BSs included, root router excluded) merely for-
wards upstream packets to the root router through their upstream interface.
Therefore, the root router eventually gets upstream packets. It then routes
them normally through the IP-based network, or it sends them back
through its micro-mobility domain infrastructure, depending on the desti-
nation address.

Downstream routing of packets depends on routing caches maintained
in each node. By definition of HBR, there are separate cache entries for
each MH. These entries are set whenever upstream data passes through a
node. The node reads the source IP address to identify the MH, and then
binds it in the cache to the interface address (plus MAC address, if necessary)
of the incoming packet, with the assumption that it is the right interface
(and MAC address) to use for downstream packets destined to that MH. In
order to facilitate simpler handoffs, the cache entries have a soft state and
need to be periodically refreshed. Since it cannot be assumed that upstream
data is always being transmitted, periodic control packets called route
updates are transmitted by each MH to refresh the cache entries after a
period of no upstream transmissions from that MH.

To explain how handoffs are handled, Figure 17.5 shows an MH (the
unattached node at the bottom of the figure) moving from the cell covered
by the BS labeled 1 (BS1) to the cell covered by the base station labeled 2
(BS2). The node marked “X” is the crossover node for this handoff. The
crossover node is defined as the lowest node that is in the upstream of the
paths from both BSs to the root router. In some cases, it may be the root
router itself, but often the crossover node is below the root router. The MH
initiates handoff by sending a route update through the new BS, BS2 in this
case. As this route update propagates up to the root router, for each node
below the crossover node, the routing cache may not have any binding for
the MH, and the appropriate entry is added. At the crossover node, the criti-
cal switch occurs as the binding for the MH is updated to point towards the
interface heading towards BS2. As the route update continues up to the root
router from the crossover node, the routing cache entry at each node is
updated as normal, as though no handoff had occurred.

HBR may not require any signaling with the old BS, BS1, nor any of
the nodes between BS1 and the crossover node (some signaling occurs
through these nodes in HAWAII, though, in one of the enhancements to
provide seamless handoffs). Since the routing caches contain soft-state
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entries, the entries will naturally time out and be removed without needing
additional signaling. This is one of the reasons why soft-state routing cache
entries are used. Another reason is that the MH does not need to perform
any deregistration when it leaves the HBR domain, which it would need to
do to update the routing caches if they had hard-state entries. Furthermore,
if for any reason the MH loses connectivity or crashes, the hard-state entries
would not be removed.

The generic HBR solution could also have some kind of paging scheme
to provide paging gains over Mobile IP (see Section 17.3.1.1). One way this
could be done would be by using paging caches, similar but parallel to the
routing caches. The paging caches would have longer expiry times, so that
they need not be refreshed as often as routing caches. When an MH is idle, it
only needs to send paging updates occasionally.

17.2.2 Comparison Between HBR Schemes

In this section, specific differences between HBR schemes like HAWAII,
Cellular IP, and MMP are discussed. Although each of these protocols has
much in common with the generic HBR scheme just described, their
design goals are not all the same. For HAWAII, the design goals [8] are to
limit disruption to user traffic, enable efficient use of access network
resources, enhance scalability by reducing updates to the HA, provide
intrinsic support for QoS, and enhance reliability. For Cellular IP, the
design principles [7] are to use universal building blocks as nodes, be a
plug-and-play solution, be scalable, minimize the burden on the MH, and
support passive connectivity. For MMP, the design principles are to limit
disruption to user traffic, be robust, reliable, and survivable, enable efficient
use of low-bandwidth access network resources, be a plug-and-play solu-
tion, be scalable, minimize the burden on the MH, support passive connec-
tivity, and facilitate QoS support.

The MH in HAWAII is a Mobile IP client. The HAWAII domain
looks like an FA to the MH, and its root router looks like an FA to the HA
of the MH. On the other hand, the MH in Cellular IP needs to use Cellular
IP signaling (e.g., route updates and the root router takes care of the Mobile
IP signaling). As for MMP, the MH needs to use MMP signaling, and the
root router acts on behalf of the MH to perform signaling for the macro-
mobility scheme, whether it is Mobile IP or SIP. The advantage of having
the MH be an ordinary Mobile IP client is that no changes are needed to
MHs that already have Mobile IP client software. However, this choice is
not made in Cellular IP, since that would go against the “universal building
block” principle because then the BSs would have extra IP-level functional-
ity in addition to Cellular IP node functionality (i.e., they would have to
send updates to the root router on behalf of the MH). Furthermore, this
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would reduce the ability to put together a plug-and-play wireless IP access
network. This second reason applies to MMP as well. Additionally, how-
ever, MMP MHs cannot be Mobile IP MHs, since MMP is designed to
work with several macro-mobility schemes, not just Mobile IP.

Although both Cellular IP and HAWAII are designed to work with
Mobile IP as the macro-mobility management scheme, each works with a
different mode of Mobile IP. In HAWAII, the MH acts as a Mobile IP MH
in colocated COA mode, while in Cellular IP, the gateway acts as an
enhanced FA that takes care of Mobile IP registration on behalf of the MH.
Another major choice is whether the HBR scheme is implemented as an
overlay over standard IP routers running in intradomain routing protocol
(e.g., RIP, OSPF), as with HAWAII, or whether the HBR routing is the
only routing that the HBR nodes are capable of, as with Cellular IP. The
overlay approach allows more sophisticated seamless handoff techniques, as
it allows HBR nodes to communicate with one another to forward buffered
packets, and so on. It also may be able to rely on some of the reliability
mechanisms of the underlying intradomain routing protocol, and may be
easier to implement using existing equipment. However, it is not as light-
weight and scalable over a range of wireless access environments as the
nonoverlay approach, since full-fledged IP routers are used.

One of the design goals of MMP is to be robust, reliable, and survivable.
Because of the efficiency in signaling and distribution of the routing infor-
mation in the generic HBR scheme, only the nodes along the path between
the serving BS and the root router know how to route to the MH. This
could result in disruption in communications if a node or link fails, or if the
root router fails. The problem is shared by Cellular IP, and to some extent,
by HAWAII. With MMP, however, there is the option to use multiple root
routers, and there is also the option for some or all the nodes to have more
than one parent node. This provides for robustness and survivability, at the
cost of a little more complexity and signaling traffic within the HBR
domain.

Another difference between the schemes is in how handoffs are treated.
The basic HBR handoff scheme is equivalent to the hard handoff scheme of
MMP and Cellular IP. Although HBR schemes can achieve fast, low-
latency handoffs by using only their very fast local updates, much faster than
Mobile IP, packets could still be dropped. Therefore, various seamless hand-
off schemes have been proposed to improve performance even further. In
HAWAII, there are four schemes for setting up the new path when handoffs
occur. With the multiple stream forwarding (MSF) and single stream forwarding
(SSF) schemes, the old BS receives the initial handoff message and signals
with the new BS to set up a path with the new BS to forward packets there
that have been buffered at the old BS. Using MSF could result in multiple
out-of-order streams arriving at the BS through the new BS, as some earlier
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packets being forwarded from the old BS to the new BS may arrive later
than newer packets from the crossover node to the new BS for very short
periods of time. SSF is more sophisticated, and results in a single stream of
packets being forwarded to the new BS. The crossover node in this case
needs to be informed by the old BS when it has cleared its buffers of packets
for the MH, and only then would the crossover node switch packets for the
MH over to the new BS. With the other two handoff schemes in HAWAII
—unicast nonforwarding (UNF) and multicast nonforwarding (MNF) —it is the
new BS that receives the initial handoff message. UNF, in the network, is
like the basic hard handoff except that the old BS is informed through sig-
naling from the new BS and it sends an acknowledgment back to the MH.
The difference from simple hard handoff is that the MH is assumed to be
able to communicate with both BSs during the handoff period, to reduce
packet losses associated with hard handoff. As for MNF, it is like UNF
except it uses a special dual-cast scheme (from crossover node to both BSs)
for a short period of time from the time the crossover node receives the
handoff message so the MH does not have to talk to two BSs simultane-
ously. On the other hand, the only seamless handoff scheme with Cellular
IP, semi-soft handoff, is somewhat like MNF. The difference is that the MH
switches back to the old BS after sending the initial handoff message, to
reduce packet loss while the message is traveling to the crossover node.

There are also other differences between the actual protocols, such as
paging schemes, but for more details, the reader is referred to the source
documents (e.g., [10]).

17.2.3 Comparison with Ad Hoc Mobility Schemes

Another class of routing problems where various nonhierarchical, HBR-
like schemes have been proposed for handling mobility is that of ad hoc
routing in mobile ad hoc networks (MANET) [11]. In ad hoc networks, the
nodes are not arranged in a fixed infrastructure, typically because they are
mobile and are constantly changing positions with respect to one another.
The distinction between the fixed infrastructure and mobile hosts may van-
ish, and every node may well be a mobile router. The lack of a fixed infra-
structure makes the route discovery problem more difficult than in the case
of the HBR schemes for micro-mobility management.

A variety of hierarchical routing protocols have been proposed, using
concepts of ad hoc clusters of nodes based on factors like proximity and geo-
graphical location. However, such protocols may depend on assistance from
the GPS or depend on the existence of a core of “backbone” nodes or use
some heuristics for selecting cluster heads. Other ad hoc routing protocols
are nonhierarchical but flat, which is closer to the routing within HBR
micro-mobility domains. Among the flat ad hoc routing protocols, some,
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like AODV routing, are reactive. These differ from the HBR schemes in
that the routes are computed in an on-demand manner, as needed.

The flat, proactive ad hoc routing protocols such as DSDV routing may
be closer to the HBR schemes. In DSDV, all nodes maintain a routing table
that contains separate entries for all the possible destinations, which are peri-
odically refreshed. Two differences between DSDV and HBR for micro-
mobility are noticeable. While in DSDV, all nodes maintain a routing table
for all the destinations; in HBR only the infrastructure nodes maintain these
tables, and then only for MHs being served by one of their children or
descendent nodes. The other difference is that the refresh problem is an
order of magnitude more challenging in DSDV, since the nodes all are
moving. Infrequent transmissions of full dumps are needed, where full
dumps contain all routing information, and periodic transmissions of incre-
mental packets are used to relay information on changes occurring since the
last full dump. On the other hand, for HBR, route updates are always incre-
mental and specific to mobile hosts, very quickly providing up-to-date
information on MH location after movement occurs. Even the periodic
refreshes are meant to be for optimizing network resource utilization more
than to handle significant network topology changes.

Despite these advantages of HBR, ad hoc schemes must still be used in
cases where the mobility situation demands it. However, whenever HBR
can be used, it should be—for example, in less mobile or semi mobile net-
works (e.g., a tactical network where some “infrastructure” nodes move
infrequently and remain on the same hierarchy even after moving)—since it
also has additional advantages over ad hoc schemes. The root router pro-
vides a natural transition point between the micro-mobility region and the
macro network. Moreover, MANETs run into a scalability problem with as
few as 50 to 100 nodes because of all the updating and exchange of route
information that goes on, whereas HBR domains can handle thousands of
nodes.

An interesting and open area of research is where the crossover between
an HBR network and a MANET might occur. For situations where there is
a relatively stable infrastructure, HBR makes sense, whereas ad hoc routing
protocols would need to be used in more mobile, fluid networks. A key
question is how to qualify and quantify what is meant by a relatively stable
infrastructure with core nodes, in which the network can take advantage of
the core nodes to reduce signaling overhead. Ad hoc routing protocols like
CEDAR that assume that core, high-bandwidth backbone nodes can be
found, are closer to HBR in a sense. One could imagine a self-organizing
protocol where nodes perform some self-discovery of the network and
switch into an HBR mode or an ad hoc routing mode depending on certain
conditions. It could periodically check if the conditions have changed, and
switch modes if necessary.
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17.3 Performance Issues
Performance is examined qualitatively in Section 17.3.1. Previously
reported quantitative results are discussed in Section 17.3.2, as a prelude to
discussing our performance results in Section 17.4.

17.3.1 A Qualitative Perspective

The major goal of micro-mobility schemes using HBR is providing fast,
low-latency handoffs. This may result in fewer packets dropped during
handoffs, leading to less disruption of UDP traffic and better TCP through-
put performance.

While obtaining significant reductions in handoff latency compared to
MIP is a major accomplishment of micro-mobility management schemes,
other advantages have been claimed. These include:

• Reduction in signaling overhead through paging concepts;

• Reduction in packet header overhead in the low-bandwidth radio ac-
cess network through not using encapsulation;

• Easier integration with QoS provisioning;

• Better use of scarce IP address resources by using fewer IP addresses
than Mobile IP or hierarchical Mobile IP derivatives

These advantages will be discussed, qualitatively, in Sections 17.3.1.1 to
17.3.1.4. Other issues, such as scalability, will be discussed in Sections
17.3.1.5 to 17.3.1.6.

17.3.1.1 Paging Gains

The idea behind paging gains is that Mobile IP does not differentiate
between active and idle MHs. It requires that MHs go through the registra-
tion process whenever MHs move between subnets, regardless of the activ-
ity level of the MH. There are two problems with this. First, the signaling
overhead is high, even if the MH is idle (communications-wise) but moving
around rapidly. Second, each of the registrations with movement between
subnets would consume power from the MH’s battery. The first of these
problems is largely dealt within an HBR domain even without paging,
because macro-mobility signaling would not need to be invoked upon
every handoff occurring. The second problem, however, can be dealt with
using an idea (paging) borrowed from traditional wireless cellular networks.

Cellular mobile networks have long differentiated between active and
idle states of an MH. When an MH is idle, it registers less often with the
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network, the trade-off being that the network knows the MH’s position
with less precision and needs to page the MH to reach it when it needs to
communicate with it. The less often the MH registers, the less precisely
the network will know its position and the larger the paging area. The
HBR schemes implement variants of the paging concept. However, this
is not a fundamental flaw of Mobile IP, nor a fundamental advantage of
HBR schemes. Moreover, a paging extension to Mobile IP has been
proposed [12].

17.3.1.2 Reduction in Packet Header Overhead

Mobile IP adds at least 8 to 12 bytes per packet for minimal encapsulation,
and more for alternative encapsulation schemes. With small packets, this can
make a significant difference compared to a scheme without encapsulation
overhead [13]. Since micro-mobility regions are often in wireless access net-
works where bandwidth efficiency may be at a premium, it is an advantage
of HBR schemes that there is no encapsulation overhead. This advantage is
over Mobile IP, and also over other non-HBR micro-mobility schemes
that use encapsulation, like TeleMIP/IDMP and MIP-RR.

17.3.1.3 QoS

In the IntServ model for providing QoS, resource reservation protocols like
RSVP are used to reserve network resources. The resource reservation,
however, assumes that the endpoints have unchanging IP addresses. When
an endpoint changes IP address (e.g., an MH obtains a new COA), the old
reservations cannot be used, and new reservations need to be made. With
HBR schemes, MHs keep the same IP address within an HBR domain,
providing a more stable endpoint for RSVP than Mobile IP does.

17.3.1.4 Use of IP Addresses

There is a shortage of IP addresses in the IPv4 address space. Using Mobile
IP for micro-mobility would require a pool of IP addresses to be set aside for
use as COAs in every subnet. Since MHs with HBR can keep one IP
address as they move within an HBR domain, a pool of COAs can be set
aside for the entire HBR domain, if necessary, resulting in a more efficient
use of IP addresses.

17.3.1.5 Scalability

HBR has a potential scalability problem in that the forwarding cache grows
linearly with the number of hosts. To deal with the scalability problem, one
solution is to use a group-based routing scheme. The Internet is an example
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of a network with group-based routing. Furthermore, the groups are
hierarchical, with smaller groups as subsets of larger groups, providing a very
efficient and flexible way to specify routing behavior. At the minimum, a
routing table may contain a default route that specifies how to route all
packets.

The Internet uses a hierarchical routing scheme because HBR does not
scale. An alternative way to deal with the scalability issue is to restrict the
number of hosts involved, for example, to just the hosts roaming within a
certain region. HBR works for micro-mobility because it is confined to a
definite region, with a gateway between the micro-mobility region and the
rest of the Internet.

17.3.1.6 Communications Between Two MHs in the Same HBR Domain

For cases where the CH is not in the same HBR domain as the MH, the
routing within the HBR domain is optimal in both directions. Uplink pack-
ets go straight to the root router as they should, and downlink packets go
straight to the correct BS, as they should. However, what happens when the
CH is also an MH in the same HBR domain? The way that CIP, HAWAII,
and MMP have been specified at this time, the route would be through the
root router and down to the other BS. Even if the two MHs had a crossover
node that was the direct parent of their respective BSs, packets would still go
to the root router. The reason is that the HBR nodes along the path simply
forward any uplink packets to the root router regardless of final destination.

Should this routing “inefficiency” be removed? A straightforward solu-
tion might be to check the destination address of every uplink packet with
the contents of the routing cache to see if it should be forwarded down
rather than to the root router. The problem, however, is that the uplink for-
warding would become less efficient. It is unclear if the trade-off is worth-
while, given that the percentage of traffic from one MH to another in the
same domain might be very low. Even if that percentage is not that low, the
“inefficient” route through the root router is not a serious inefficiency
because the added latency would not be very high and would be naturally
bounded by the size of the HBR domain. Nevertheless, a solution has been
proposed that introduces the concepts of optimizing Cellular IP node,
proxy route-update packet and optimizing teardown packet [14].

17.3.2 Quantifying Performance

Attempts have also been made to quantify the performance of HBR
schemes. Reference [7] describes an experimental prototype and measure-
ments made thereupon, which show that TCP throughput decreases as the
handoff rate increases. Measurements also show how semi soft handoff (also
known as advanced binding handoff) performs better than hard handoffs,
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experiencing less of a TCP throughput decrease as the handoff rate
increases. Reference [8] provides performance results using a novel network
simulator developed at Harvard University. It compares HAWAII with
Mobile IP in terms of average number of dropped packets (UDP case) per
handoff. TCP throughput of HAWAII is compared with that of Mobile IP
as handoff frequency varies from 0.5 to 4 times per second.

While the first-order performance improvements are based on much
reduced handoff latency (over Mobile IP) using HBR, second-order per-
formance improvements may be available through various additional
optimizations. For example, attempts at seamless (or almost seamless) hand-
offs, including semi-soft, MNF, UNF, MSF, SSF, can further reduce packet
losses, at the cost of additional complexity. In this chapter, we focus more
on the performance improvement related to reduced handoff latency over
Mobile IP. Our simulation results extend, as well as complement, the per-
formance results of [7, 8].

17.4 Performance Results

In this section, performance results (mostly from computer simulations
using NS2, but also including some analytical and laboratory prototype
results) are discussed. Section 17.4.1 introduces the simulation environ-
ment. Various results are discussed in Section 17.4.2, which is divided into
two main types of simulations: UDP simulations and TCP simulations.
Finally, Section 17.4.3 describes some measurement results from the labora-
tory prototyping.

17.4.1 Simulation Environment

The base simulation setup for our simulations of HBR schemes for micro-
mobility management is illustrated in Figure 17.6. A simple wireless model
is used that assumes perfect overlapping coverage, no propagation delay, and
no transmission errors. Furthermore, handoffs are smooth and instantaneous
at layer 2 and below. The link latency for the plain (straight-line) links in the
micro-mobility domain are 2 ms, whereas the link latency of the dash-dot
links in the Internet are 10 ms. The link bandwidths are 375 Kbps within the
micro-mobility region, and 1.544 Mbps in the “Internet.” Routing and
paging cache entries need to be refreshed, and the route update and paging
update intervals used are 3 and 60 seconds, respectively. The size of each
update packet was 100 bytes. Lightly loaded network conditions were simu-
lated, with only one MH and one CH. TCP Tahoe was used as the transport
protocol, with a flat application data rate of 200 Kbps. The application is
assumed to not be delay sensitive (i.e., it is equally acceptable for the
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instantaneous throughput to fluctuate a lot as it is for the instantaneous
throughput to be relatively constant, provided that the average throughput
is the same). The handoff rate is once every 5 seconds on average, with
exponentially distributed interhandoff intervals, and the handoffs are back
and forth between the two base stations labeled BS1 and BS2. Each simula-
tion was run at least as long as needed for 200 handoffs to occur.

Simulations were run comparing performance in terms of (1) average
number of packets dropped per handoff for UDP traffic and (2) the TCP
throughput. In different simulations, the effects of varying link latencies,
handoff frequencies, application data rate, link bandwidths and other
parameters were investigated. While TCP Tahoe was the default TCP used,
TCP Reno was also simulated for comparison. Since there have been vari-
ous seamless handoff schemes proposed, it has been decided that for this
chapter only the basic HBR hard handoff and one representative seamless
handoff scheme, the semi-soft handoff scheme, be simulated. The reason for
including basic HBR hard handoff is to bring out the performance gains of
HBR schemes resulting simply from the low-latency route updates even
without any auxiliary schemes for seamless handoffs. The reason for includ-
ing one representative seamless handoff scheme is merely to confirm and
illustrate that such schemes do indeed help further improve performance. In
this, the choice of semi soft handoffs is somewhat arbitrary, partly because its
performance is expected to be somewhat moderate compared with the
other seamless handoff schemes.

The performance of HBR schemes has been compared with the per-
formance of Mobile IP where the base simulation setup for Mobile IP simu-
lations is shown in Figure 17.7. The wireless model, handoff model, and
other parameters are almost identical to those for the HBR simulations, and
the topology is similar to that in Figure 17.6, in order to allow for meaning-
ful comparisons. Each BS now becomes a different subnet and has either an
FA or an HA. The Mobile IP registration request and reply messages are
each 100 bytes long. Minimal encapsulation is simulated, adding only 12
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Base simulation setup
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mobility simulations.



bytes to the unencapsulated packets. MIP periodic reregistrations are not
simulated in this model because the intervals typically are long, in the order
of many minutes, and so would hardly impact the simulation results. As for
the dashed link, the link latency on that link was varied (from the original 2
ms to 10 ms to 100 ms), to simulate the real possibility that the HA is further
away. It should be noted that the case where the dashed link has only 2 ms
of latency should be useful to indicate the performance of either (1)
MIP where the HA is very close to the FA, or (2) micro-mobility manage-
ment by MIP-RR or TeleMIP/IDMP (without seamless handoff enhance-
ments). In the case of MIP-RR or TeleMIP/IDMP, the HA in Figure 17.7
would be analogous to the GFA or the MA, in that it is very close to the
FA (which would be the RFA or SA for MIP-RR or IDMP, respectively).

17.4.2 Simulation Results

17.4.2.1 CBR UDP Traffic

CBR UDP traffic was applied from CH to MH to investigate HBR per-
formance compared with Mobile IP, in terms of number of packets dropped
per handoff. The simulation environment was as described in Section
17.4.1. It could be expected that the results would be little impacted by
varying the handoff rates, for reasonable handoff rates (not too large).
Indeed, simulations verified this assumption. Recall that in the base case for
both HBR and Mobile IP simulations (described in Section 17.4.1), the
application data rate is 200 Kbps. For the base UDP simulations, this rate is
accomplished by sending packets of 1,000 bytes every 40 ms. This can be
described as a “heavy traffic” scenario, since the 375-Kbps links are more
than 50% loaded. A “light traffic” scenario will also be investigated next,
where the application data rate is 20 Kbps.

Some results for the simulations in the heavy traffic scenario are shown
in Figure 17.8. As can be expected, increasing the link bandwidth would
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decrease the number of packets dropped per handoff, because the packets
spend less time in transit. Similarly, increasing the size of the update packets
would increase the number of packets dropped per handoff, as the update
packets will take longer to arrive at their destination. These two effects were
investigated by simulating micro-mobility domains with 10 times larger
bandwidths, as well as cases of 10 times larger update packets. The plots
marked “3.75 Mbps” have micro-mobility domains with link bandwidths
of 3.75 Mbps, while the plots marked “1 kbyte” use large update packets 1
KB long. Curves whose labels are prefixed by “MIP” are those in which
Mobile IP was run, and the rest use HBR by default (this statement applies
to the rest of the performance results as well, not just this figure). The x-axis
shows the link latency, which is the transmission latency of the straight-line
links in the simulation setup. The y-axis shows the packets dropped per
handoff.

Since this is a heavy traffic scenario, the number of packets dropped per
handoff can be quite significant. However, it is the relative performance of
HBR and Mobile IP that is of interest. With Mobile IP, the performance is
worse (more packets dropped per handoff), even for this best-case Mobile
IP scenario where the FA and HA are close together. Also noteworthy is the
spread between the performance of the different cases when the link band-
widths are modified and/or the update packet size is modified. With HBR,
the spread is very slight, from the best case (large link bandwidths and regu-
lar size update packets) to the worst case (regular size bandwidths and large
update packets). With Mobile IP, the spread is much more pronounced,
showing that it is much more sensitive to the settings of such variables.

Looking next at a light traffic scenario, two ways of reducing the traffic
load are compared. First, reducing the size of the UDP packets 10-fold but
keeping the rate of the packets at one every 40 ms can reduce traffic load
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Figure 17.8
Packets dropped per
handoff in a heavy-
traffic scenario.



from 200 Kbps to 20 Kbps. Second, keeping the same packet size (1,000
bytes) but reducing the rate of the packets 10-fold can also reduce traffic
load to 20 Kbps. As would be expected, the number of packets dropped per
handoff in the first case would be significantly higher than in the second
case. Indeed, this is the case, as illustrated in Figure 17.9. In this figure,
“light” refers to the light traffic scenario, “sp” refers to short packets, and
“lr” refers to low rate (the two ways to reduce the traffic load). It can be seen
that for both HBR and Mobile IP, sp has more dropped packets per handoff.
However, as in the heavy traffic scenario, the variation is greater for Mobile
IP, in addition to the actual numbers being worse.

Having had a flavor of some simulation results, it is appropriate to
address the issue of how generally the results can be interpreted. One ques-
tion that arises is whether the results would be limited only to the unlikely
case that an MH just moves back and forth between two BSs, rather than
more realistic movement (e.g., randomly moving between all four BSs in
the base simulation setup). This is a valid question, but the “to-and-fro”
movement results are more generally useful because they can be extended to
more general movement patterns according to the following methodology:

• Suppose the HBR domain is an n-tier domain, so the crossover node
could be one level above the BSs, or up to n levels above the BSs.

• For each level from i = 1 to n, to-and-fro handoffs are simulated be-
tween any two BSs whose crossover node is i levels above the BSs. Let
λi be the number of packets dropped per handoff.

• Given the HBR domain (or subregion within it) and mobility pattern,
compute E[hi], the expected number of ith-tier handoffs, for each i = 1
to n, and define h E hii

n
=

=∑ [ ]
1

.

• The overall expected number of packets dropped per handoff is then
computed as the weighted average

λ λ=
=
∑ E h

h
i

i

n

i

[ ]

1

(17.1)

For example, for our base simulation setup, n = 2. For a handoff distribution
that is uniform over the other three BSs, the crossover node would be two
levels up for two of them and one level up for the other BS. Hence, the
result λ2 should be weighted by 2/3 and λ1 by 1/3. It would be expected that
the resulting value would be similar to what could be obtained by actually
simulating handoffs under such conditions of random motion. Figure 17.10
shows the results. The curve labeled “1-up” is for to-and-from handoffs
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when the crossover node is one level above the BSs. The curve labeled
“2-up” is similarly for to-and-fro handoffs when the crossover node is two
levels above the BSs. The curve labeled “analytical” is where the perform-
ance in the more general random case is computed analytically according to
(17.1). The curve labeled “random” is for the same case, but with results
from actual simulations. It can be seen that “analytical” and “random” are
almost the same curve, demonstrating that the analytical methodology
works. One other curve can be seen in the figure, labeled “analytical gradi-
ent.” This was obtained for the case where the 2-up simulation results were
not used, but a 2-up scenario was emulated by simulating a 1-up scenario
with double the link latency (up to 0.1 second instead of 0.05 second). The
reason this underestimates the actual number of packets dropped per hand-
off for the random case is that it excludes the time for store-and-forward,
and processing, at the intermediate nodes (just one such node in this case).
Since this time is relatively constant, the offset of the resulting estimate from
the real values is also roughly constant. Nevertheless, it at least provides the
gradient of the correct curve and so is labeled “analytical gradient.”
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Figure 17.9
Packets dropped per
handoff in a light-
traffic scenario.

Figure 17.10
Comparing simula-
tions of random hand-
offs with analytical
model.



17.4.2.2 TCP Traffic

TCP throughput versus link latency is shown in Figure 17.11. “Base HBR”
and “base MIP” are the results for the base simulations already described.
“HBR semisoft” is for the case where the semi soft handoff scheme is used
to further reduce handoff latencies. The figure shows the TCP throughput
as link latency (of the straight-line links in Figure 17.6 and Figure 17.7) var-
ies. HBR with semi-soft handoffs tolerates the most link latency and pro-
vides the highest throughput for any given link latency. Base Mobile IP
shows a sharp deterioration in TCP throughput, which gets worse as the
HA moves further away (not shown in this figure), which is more realistic.

The remaining curve in Figure 17.11 is labeled “flood MM.” In this
case, the root router floods the whole HBR domain with downstream
packets, and upstream packets can arrive from any BS to the root router.
This is not an HBR scheme, but is included to act as a performance bound.
It is expected that no packets would be lost, since every BS is receiving the
same stream, except for packets actually in the middle of being transmitted
over the air when a handoff occurs. Notice that the throughput of flood
MM starts to decrease at a link latency of just over 0.15 second. It may be
conjecture that the reason is because that is where it runs into the so-called
bandwidth-delay product bound. The TCP window size in the simulations
is 20 KB, so the TCP “pipe” from sender to receiver can only hold that
much data. Let link latency (in the HBR domain) be x seconds, and recall
that the link latency of the “Internet” dash-dot links is 0.01 second. There
are two of each type of link between the CH and MH. Therefore, the
bandwidth-delay product from sender to receiver is (in kilobits)

β = × × + ×2 001 1 544 2 375. , x (17.2)

In order to be within the window size constraint, it is necessary that
β < 160, and so x < 0.1722. It would be expected, however, that the

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

382 IP MICRO-MOBILITY MANAGEMENT USING HOST-BASED ROUTING

Figure 17.11
TCP throughput
versus link latency.



throughput would start dropping for link latencies even a little less than
0.1722 second because the sender needs to allow time for acknowledgments
from the receiver (ideally, therefore, it would need the bandwidth-delay
product to be slightly less than the window size to allow room for it to keep
sending without interruptions while waiting for the ACKs). Therefore, the
performance of “flood MM” is reasonable and shows the bounds in per-
formance for this scenario. It can be seen that HBR SS gets the closest to this
bound. Furthermore, it can be expected that “flood MM” will not perform
as well when there are multiple MHs, as flooding will affect other MHs the
most, whereas HBR SS would still provide good results.

As in Section 17.4.2.1 for UDP, the results of the to-and-fro handoffs
are also compared with that of actually simulating random handoffs, where
the MH hands off from any BS with a uniform distribution to any of the
other three. In Figure 17.12, the results are plotted for both HBR (with
hard handoffs) and HBR SS (with semisoft handoffs). For “base HBR ran-
dom” and “HBR SS random,” the link latency is as given on the x-axis. For
“base HBR to-and-fro” and “HBR SS to-and-fro,” the actual link latencies
used for the points on the curve are 5/3 the values on the x-axis.

This is because for the random handoff cases, the crossover node is
expected to be two levels above the BSs two-thirds of the time and one level
above the BSs one-third of the time; and through a similar reasoning process
as for the UDP simulations, the 5/3 weighting factor for the to-and-fro
simulations can be derived. Unlike the case of the UDP simulations, it is not
expected that the curves will line up so well. The reason is that the number
of packets dropped per handoff in the UDP simulations is linearly related to
the handoff latencies, whereas the relationship for the TCP case is nonlinear.
The results confirm this. Therefore, for TCP simulations, to-and-fro simu-
lations may be useful to get an approximate understanding of performance
for specific handoff situations like random handoffs, but actual simulations
of the actual handoff situations are necessary to get specific performance
results for specific scenarios.
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Although packets dropped per handoff is a useful performance indicator
for UDP traffic, packet retransmission behavior is arguably more useful for
TCP traffic. This is because throughput is more closely related to the packet
transmission and retransmission behavior. Slight differences in number of
packets dropped may result in timeouts occurring in one situation and not
another, resulting in rather significant differences in packet retransmission
behavior, and hence in throughput performance. The packet retransmission
behavior for the different schemes is illustrated in Figure 17.13. For each of
the three schemes (base HBR, base Mobile IP, and HBR SS), both the
retransmit ratio and the number of retransmissions per handoff are plotted.
The retransmit ratio refers to the ratio of retransmitted packets to total trans-
mitted packets, and it is plotted as vertical bars with the values on the left
y-axis. The values for the number of retransmissions per handoff, on the
other hand, are plotted as regular curves, with the values on the right y-axis.
The results for “flood MM” were also computed, but not plotted in the fig-
ure, because zero retransmissions occur throughout. Even the throughput
decline for higher latencies is due to the bandwidth-delay product being
constrained by the window size, not packet losses.

Looking at the retransmissions per handoff, it can be seen that all three
curves follow the same basic pattern of increasing first, and then decreasing.
The reason is that as the link latency increases, TCP is able to keep up with
the increasing number of dropped packets by increasing the retransmissions
and varying the instantaneous throughput so that can exceed 25 Kbps,
allowing the average throughput to be still about 25 Kbps. There is a point,
however, where TCP cannot “catch up” because of too many dropped
packets, and the (average) throughput drops as a result. Since the average
rate of packets is decreasing in this phase, the number of dropped packets per
handoff, and retransmitted packets per handoff, also declines. It is interesting
to note that Mobile IP has the worse performance in that the peak retrans-
mission per handoff is the highest, and it occurs with the smallest link
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Figure 17.13
Packet retransmission
behavior.
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latency before entering the declining throughput phase. Similarly,
HBR SS performs the best in having the lowest peak occurring with the
largest link latency. As for the retransmit ratios, these tend to increase as link
latency increases. In the worst case, with Mobile IP, somewhere between a
link latency of 0.2 second and 0.25 second, over one-fourth of the packets
arriving at the MH are retransmitted packets.

In order to see how the TCP throughput is affected by the network
latency between the HA and FA in Mobile IP, the latency on the dashed
link in Figure 17.7 is varied from the base value of 2 ms to 100 ms to 500 ms.
The resulting TCP throughput is shown in Figure 17.14, where the dashed
link has a latency of 100 ms and 500 ms for Mobile IP 0.1 and MIP 0.5,
respectively. These are not unreasonable values for Mobile IP, where HA
and FA could be very far apart. The resulting degradation on performance is
evident. The performance of “base HBR” is also included in the figure for
reference. As expected, in this region where the link latency is 0.05 second
or less, HBR can achieve 25 Kbps throughput, unlike Mobile IP with the
various latencies.

In the base simulations, the handoff rate is one handoff every 5 seconds
on the average. To investigate the impact of different handoff rates, simula-
tions were run (for HBR, HBR SS, and Mobile IP) with three average
handoff intervals: 1 second, 5 seconds, and 10 seconds. The results are plot-
ted in Figure 17.15. The solid lines show the performance of HBR. The
dashed lines show the performance of HBR SS. The dotted lines show the
performance of MIP. For each of these cases, the lines marked with crosses
show the performance with handoff interval of 10 seconds, the lines with
circles show the performance with handoff interval of 5 seconds, and the
lines with triangles show the performance with handoff interval of 1 second.
By looking at the three curves with crosses, it can be seen that the best per-
formance is with the longer handoff intervals; whereas by looking at the
three curves with triangles, it can be seen that the worst performance is with
the shorter handoff intervals. This is expected because the more frequent the



handoffs, the more frequent the dropping of packets during handoff, result-
ing in more frequent transition of TCP into fast retransmit and slow start. It
should also be noticed from the figure that for any given handoff rate, HBR
SS performs best, followed by HBR, and then by Mobile IP.

Simulations were also run with TCP Reno. TCP Reno improves on
the performance of TCP Tahoe when single packets are dropped, because
of how it deals with congestion. In both cases, lost packets would result in
duplicate ACKs being sent back to the transmitter, resulting in a retransmis-
sion of the lost packet (the fast retransmit algorithm). However, this is fol-
lowed by slow start with TCP Tahoe, which can have a big impact on the
TCP throughput. With TCP Reno instead, the fast recovery algorithm is
used, going back to congestion avoidance instead of slow start. Despite per-
forming better with single dropped packets, it has been previously found
that TCP Reno performs poorly in general when multiple consecutive
packets are dropped [15]. It was verified that this is the case for TCP Reno
over HBR and Mobile IP as well.

Various other simulations were also run. These include cases where the
basic simulation topology is modified, through vertical expansion (adding
more layers of hierarchy) and horizontal expansion (adding more leaf nodes
to each parent node). Also, cases of uneven link latencies have been
explored. The results are similar to those with the basic simulation
environment.

17.4.3 Results from Laboratory Prototype

The laboratory prototype used is shown in Figure 17.16. The purpose of the
prototype was to confirm the simulation results with actual measurements
performed on a prototype implementation. The nodes labeled “root node,”
“HBR BS1,” and “HBR BS2” run the Linux (kernel 2.2.14) operating sys-
tem, as do the MH and CH. The router is a standard Cisco router. The
HBR prototype is based on the CIP version 1.1 software from Columbia
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Effect of varying
handoff rate.



University (http://comet.ctr.columbia.edu/cellularip), while the Mobile
IP prototype is based on the Sun Laboratories Mobile IP prototype
(http://playground.sun.com/pub/mobile-ip/sunlabs).

If the HBR measurements are performed with one set of platforms and
the Mobile IP measurements with another, then some irrelevant differences
might creep in—for example, differences in processor speeds, cross-traffic,
and so forth—that would reduce the accuracy of the comparisons. In order
to reduce irrelevant differences, both the HBR scheme and Mobile IP were
therefore run on the same platforms and with the same hardware configura-
tion and network connections. Switching back and forth between HBR
and Mobile IP is a matter of typing a few commands to change a few inter-
face configurations and routing table entries, and turn IP forwarding off (for
HBR, the routing/paging caches are used instead) or on (for Mobile IP).
Since the same hardware was used, both setups (HBR and Mobile IP) are
shown on the same diagram (Figure 17.16). Where the functionality differs,
the Mobile IP functionality is shown in square brackets beneath the HBR
functionality (e.g., HBR BS1 becomes the BS with HA in the Mobile
IP case).

TCP throughput between MH and CH was measured for both HBR
and Mobile IP, using ttcp. Some of these results are shown in Figure 17.17.
The values are averages over several measurements made at the ttcp receiv-
ing process, for CH to MH communications. The throughput of MH to
CH traffic has also been measured and shows similar behavior. Throughput
with Mobile IP for more than six handoffs per minute has not been included
because the results become unstable in that region.

Measurements of TCP throughput were also made for traffic from the
MH to the CH (Figure 17.18). The throughput degradations using Mobile
IP with an increasing number of handoffs per minute are similar in this case
as the previous. However, HBR performs better in this upstream direction.
This is because even before the crossover node is aware of the handoffs, data
packets following the handoff message are already taking the right path up to
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Figure 17.16
Laboratory prototype
configuration.



the gateway (TCP acknowledgments may be lost during this time, though,
accounting for the slight degradation in throughput as the handoff rate
increases). Typically, the studies on HBR schemes focus on the downstream
to the MH, because that is more critical for many applications (e.g., MH
obtaining streaming video from a network server). It should be noted, how-
ever, that HBR schemes can perform even better in the upstream (this asser-
tion is based on the assumption that data packets can immediately follow a
route update packet). If security measures are in place that do not allow that,
then upstream performance will be affected.

17.5 Conclusions and Future Directions

This chapter deals with HBR schemes, and in particular on how they are
designed for reducing IP-level handoff latency to possibly orders of magni-
tude less than what may be experienced with pure macro-mobility schemes
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Figure 17.17
TCP throughput for
data transfer from the
CH to the MH.

Figure 17.18
TCP throughput for
data transfer from the
MH to the CH.



based on Mobile IP and its variants, or SIP. This minimizes IP-level handoff
disruptions, resulting in significantly fewer dropped packets and higher
throughput. This chapter has provided an overview of the macro-mobility
schemes and their shortcomings, especially where the shortcomings relate to
handoff latency problems and the fact that they are not optimized to handle
micro-mobility. An overview of two classes of micro-mobility schemes has
been provided. The first class is the hierarchical Mobile IP-derived schemes
like Mobile IP-RR and TeleMIP/IDMP. The second class is that of the
HBR schemes. First, a generic HBR scheme is described that contains the
essential features of the HBR schemes. Second, differences between actual
HBR schemes like MMP, Cellular IP and HAWAII are explained. Some of
the differences arise from differences in the design objectives, and the range
of implementations of HBR schemes should provide network architects
with sufficient flexibility to choose a micro-mobility solution that best fits a
particular network. Third, comparisons are made between HBR domains
and MANET. It was concluded that for certain types of very mobile net-
works, MANET ad hoc routing protocols must be used, but where a certain
degree of fixed infrastructure exists that can support the HBR micro-
mobility schemes, HBR would be preferred, because of reasons such as scal-
ability and a more efficient distribution of routing information.

Next, performance issues of HBR micro-mobility schemes are dis-
cussed. In addition to providing the lowest latency handoffs of all the proto-
cols discussed, the HBR schemes also (1) reduce signaling overhead through
paging concepts, (2) improve bandwidth efficiency in the low-bandwidth
radio access network by not using encapsulation in the radio access network,
(3) facilitate QoS reservations by using an unchanging IP address while
moving within the HBR domain, and (4) use IP address resources more
efficiently than other schemes like Mobile IP with colocated COA. Results
of simulations and laboratory prototype measurements are also reported.
The goal of the performance studies reported in this chapter is to demon-
strate the improvements of using HBR over Mobile IP for micro-mobility
management. It is also explained how the Mobile IP results could be applied
to hierarchical Mobile IP–derived schemes like MIP-RR, demonstrating
that HBR performs better because of the lowest latency handoffs it pro-
vides. One implication of the simulation results is that using TCP over an IP
micro-mobility management scheme magnifies the differences in handoff
latencies between the schemes, because of the workings of the congestion
control mechanisms like slow start.

Close to the top of the list of further simulations to do are simulations
where there are multiple MHs in an HBR domain, where the traffic
to/from other MHs would impact the performance of each MH. One
expectation is that “flooding” micro-mobility management might not per-
form as well as it did in the results in this chapter (which is the best-case sce-
nario for using flooding), because it would have the most impact on other
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MHs, so it would not be practical. Further study is needed on transport pro-
tocols other than TCP, such as RTP and SCTP. Several modifications of
TCP itself have been proposed for the problem of TCP interpreting errors
and delays on wireless links as congestion [16]. The performance of such
schemes over HBR micro-mobility schemes might be worth investigating.

This chapter has focused on the routing aspects of HBR schemes.
However, it is very important to consider the implications of using HBR
schemes together with schemes for QoS and security. Additionally, net-
work management issues related to the HBR schemes should be investi-
gated. HBR schemes may be more challenging to implement commercially
than some other micro-mobility schemes, but they can be implemented
slowly, in steps. Additional practical considerations are beyond the scope of
this chapter. It is hoped, however, that the good performance of HBR
schemes for IP micro-mobility management would serve as an incentive for
further investigation in standards bodies like the IETF, and for engineers to
work out the implementation issues.
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Chapter 18

Handoff Initiation in Mobile IPv6
Torben W. Andersen, Anders Lildballe, and Brian Nielsen

18.1 Introduction

The IP is expected to become the main carrier of traffic to mobile and wire-
less nodes. This includes ordinary data traffic like HTTP, FTP, and e-mail,
as well as voice, video, and other time-sensitive data. To support mobile
users, the basic Internet protocols have been extended with protocols
(Mobile IP) for intercepting and forwarding packets to a mobile and possi-
bly roaming node. Seamless roaming requires that users and applications do
not experience loss of connectivity or any noticeable hiccups in traffic. This
is not only important for time-sensitive traffic, but also for TCP-based traf-
fic, as TCP performance is highly sensitive to packet loss and reordering.

It is therefore imperative that a handoff is initiated in such a way that
network connectivity is maintained for the longest possible period of time,
and that the handoff latency and packet loss is minimized. However, little is
known about the performance of the Mobile IPs in an actual network. In
particular, it is not understood how different handoff initiation algorithms
influence essential performance metrics like the packet loss and the duration
of a handoff.

To improve this situation this chapter studies the performance of two
basic handoff initiation algorithms: eager cell switching (ECS) and lazy cell
switching (LCS) [1]. The study uses both a theoretical approach that derives a
mathematical model for handoff latency, and an empirical approach that
includes experiments in a Mobile IPv6 test bed and an office building. The
chapter also compares ECS and LCS with a novel proactive strategy, para-
metric cell switching (PCS), that considers link layer information about signal
quality.
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18.1.1 Mobile IPv6 Operation

A Mobile IP node is associated with a permanent home network and is
assigned a static IP home address of the home network. The home address
identifies the node globally. When the node is attached to a foreign net-
work, it selects one router as its default router, and obtains an additional IP
address, the COA, which identifies the current location of the mobile node.
The network to which the mobile node is currently attached is called its pri-
mary network. In the basic mode of operation, a correspondent node send-
ing packets to the mobile node addresses these to its home address. A router
serving as HA must be present at the home network. The HA is responsible
for tunneling IP packets sent to the home address to the mobile nodes cur-
rent COA. The result is the triangular routing depicted in Figure 18.1.

A handoff in Mobile IP occurs when the mobile node switches from
one (foreign) network to another, and thus obtains a new COA. It then reg-
isters the new COA at the HA by sending it a binding update message. The
HA adds this to its binding cache and replies with a binding acknowledg-
ment. Thus, packets tunneled after the mobile node has changed networks
but before the binding update has reached the HA may be lost. The mobile
node may also decide to send binding updates to the correspondent node(s),
allowing it to address the mobile node directly and thereby bypass the HA.
This avoids triangular routing, and is referred to as route optimization.

To discover new networks, the mobile node listens for router advertise-
ments broadcast periodically from access routers. A router advertisement
contains the network prefix of the advertised network and a lifetime denot-
ing how long this prefix can be considered valid. The mobile node may then
use stateful or stateless autoconfiguration to generate its new COA. In state-
less autoconfiguration a host generates its own IP address based on the net-
work prefix learned through router advertisements and the IEEE 802
address of its network interface. Stateful autoconfiguration involves addi-
tional communication with a DHCP server, but also allows configuration of
other network services such as DNS.
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Figure 18.1
Basic Mobile IP
operation.
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A handoff algorithm has three major responsibilities: (1) detecting and
quality assessing available networks, (2) deciding whether to perform a
handoff, and (3) executing the handoff. Handoff initiation consists of the
first two activities. A seamless handoff requires that no packets are lost as a
consequence of the handoff. In general, it is also desirable that packets are
not reordered, duplicated, or extraordinarily delayed.

18.1.2 Handoff Initiation

The Mobile IPv6 specification [2] contains only a weak specification of
handoff initiation algorithms. Two conceptually simple handoff initiation
algorithms that have gained considerable interest are ECS and LCS [1]. Both
operate at the network layer without requiring information from the lower
(link) layers.

First consider the scenarios depicted in Figure 18.2. Here the ranges of
two wireless networks (1 and 2) are depicted as circles. A mobile user moves
from point A to point B. In the situation shown in Figure 18.2(a), where the
networks do not overlap, no Mobile IP handoff initiation algorithm could
avoid losing packets (one might imagine a very elaborate infrastructure
where packets were multicast to all possible handoff targets and that packets
could be stored there until the mobile node arrives, but even then a long
period without network access would most likely be noted by the user). In
contrast, if the networks overlap sufficiently as shown in Figure 18.2(b),
seamless handoff is possible. Figure 18.2(c) shows that there are situations
where a handoff is possible, but not desirable.

ECS proactively initiates a handoff every time a new network prefix is
learned in a router advertisement. Conversely, LCS acts reactively by not
initiating a handoff before the primary network is confirmed to be unreach-
able. When the lifetime of the primary network expires, LCS probes the
current default router to see if it is still reachable. If not, a handoff to another
network is initiated.

Consider what happens when ECS and LCS are subjected to the move-
ment in Figure 18.2(b). Figure 18.3 illustrates a timeline for LCS where

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

18.1 Introduction 395

Figure 18.2 A node moves from point A to B: (a) no seamless handoff is possible, (b) seamless handoff theoretically
possible, and (c) seamless handoff possible, but should not be performed.



significant events have been pointed out. The first event is that network 2
gets within range. However, the mobile node cannot, in general, observe
this before it receives a router advertisement from network 2. This results in
a network discovery delay. LCS does not yet perform a handoff. Next, net-
work 1 gets out of range. This cannot, in general, be detected immediately,
as this requires active communication with the base station, and it gives rise
to a network loss discovery delay. LCS declares the network unreachable
when the lifetime of the last received router advertisement has expired and
the following probing is unsuccessful. LCS then hands off to one of the
alternative networks known to it through router advertisements—in this
case network 2—and thus establishes a new point of attachment. Thus, LCS
will lose packets in the handoff latency interval.

The behavior of ECS is illustrated in Figure 18.4. ECS hands off imme-
diately when a new network is discovered. If the mobile node has an inter-
face that is capable of receiving from the old network while attaching to the
new, a seamless handoff can be performed provided a sufficient network
overlap.

The performance of ECS thus depends on the frequency with which
access routers are broadcasting router advertisements. Similarly, LCS also
depends on the frequency of broadcasted router advertisements, but addi-
tionally depends on the lifetime of network prefixes and probing time. The
theory and data needed to decide what handoff initiation algorithms to use
in what circumstances, how to tune protocol parameters, and where to put
optimization efforts, are missing.

Both ECS and LCS are very simple-minded approaches. PCS is our
proposal for a more intelligent handoff initiation algorithm that also consid-
ers measured signal-to-noise ratio and round-trip time to access routers.
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Periodically (currently every 0.5 second) the algorithm sends an echo
request to the default router at all available networks. The default routers are
expected to reply to the echo. These echo requests are sent for three reasons:

1. It is only possible to measure the SNR of a link to a network if there
is traffic at the network.

2. It can be determined faster that a network has become unreachable
than by monitoring the lifetime of network prefixes.

3. The round-trip time is an indication of the capacity of a network.

Parametric cell switching only performs handoff when a significantly
better network is available [3]. The cost of using the PCS algorithm is a
slightly increased network load.

18.1.3 Handoff Performance

There are a number of important metrics that should be considered when
evaluating the performance of a handoff initiation strategy as experienced by
a mobile node:

• Handoff latency: The handoff latency is the period of time where the
mobile node is potentially unreachable. In general, it is caused by the
time used to discover a new network, obtain and validate a new COA,
obtain authorization to access the new network, make the decision
that a handoff should be initiated, and, finally, execute the handoff,
which involves notifying the home agent of the new COA and await-
ing the acknowledgment from the HA.

• Number of performed handoffs: The more handoffs a given strategy will
perform in a given scenario, the more likely it is that the user will ob-
serve them, and the more the network is loaded by signaling messages.

• User value: When several networks are candidates as target for a hand-
off, the one most optimal from the user’s perspective should be cho-
sen. This may be the network that offers the most bandwidth, cheapest
price, the most stable connection, and so on.

18.1.4 Comparison with Other IP Mobility Schemes

The basic mobility concept of IPv6 is very similar to that of IPv4. However,
the required support for mobility is better embedded in the core IPv6 pro-
tocols. Besides expanding the address space, IPv6 provides stateless auto-
configuration, (proxy) neighbor discovery, and more flexible header exten-
sions and options. For instance, the home address option is used in a packet
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sent by a mobile host to inform the receiver about the mobile node’s home
address, which is the real source address of the message. The mobile node
cannot use its home address as source because a router performing ingress
filtering will drop packets with a source address that contains a network pre-
fix different from the prefix of the router’s interface at which the packet
arrived. The binding update option is used to inform the home agent, and
possibly also corresponding nodes (for route optimization), about its current
COA. The routing header is used to specify a set of intermediate nodes the
packet must traverse on its path to its destination. It reduces the tunneling
overhead and simplifies treatment of forwarded ICMP packets.

The main architectural difference is that the foreign agent that assigns
COAs and forwards tunneled messages received from the HA to the mobile
node in Mobile IPv4 is absent in IPv6.

Currently, most work on handoff in Mobile IP is concerned with hand-
off execution using micro-mobility schemes such as HAWAII [4] and Cel-
lular IP [5]. Micro-mobility aims at reducing the network load and handoff
latency in environments of limited geographical span but with many fre-
quently migrating nodes by minimizing and localizing the propagation of
binding updates and binding acknowledgments.

For example, in Cellular IP a wireless access network consisting of a
collection of interconnected Cellular IP nodes functioning as simple routers
and base stations provides Internet access to wireless nodes via a gateway.
The required signaling for an intra-access network handoff is purely local.
Each Cellular IP node maintains a routing cache that maps the home address
of the mobile node to the last of its neighbors that forwarded a packet sent
by the mobile node (i.e., the cellular IP nodes maintains a soft-state path
from the mobile node to the gateway, and uses the reverse path as route to
the mobile node). Active mobile nodes refresh the path by periodically
sending real or dummy packets containing a route update option. After
handoff, the new path is established automatically by the transmitted route
update packets. The locations of idle nodes are not tracked accurately.
Rather, idle nodes are paged when needed. This reduces the network load.
When handoff to another access network is needed, Mobile IPv6 is used.

In a hard handoff the packets transmitted via the old path are lost until
the route update reaches the crossover point of the new and old path. Cellu-
lar IP also provides a semisoft handoff mechanism that can be used to reduce
packet loss during a handoff. The mobile node can request in its route
update packet that packets are to be forwarded along both the old and new
route (i.e., normal message forwarding is turned into a multicast operation).

Like Mobile IP, handoffs are initiated by the mobile node based on its
knowledge of available networks that it has learned from beacon signals
similar to Mobile IP router advertisements emitted periodically by base sta-
tions. No particular handoff initiation strategy seems to be assumed or
proposed.
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While reducing handoff execution time is important, this is insufficient
to obtain seamless handoffs, especially when the network topology is not
controllable, as is the case in the Internet. It seems beneficial to take a proac-
tive approach to handoff initiation that has the potential of reducing the
packet loss to zero. This strategy has also proven successful in existing wire-
less networks such as GSM [6].

18.2 Mathematical Models

Because the focus of the models is the performance of handoff initiation
algorithms, they do not include the propagation delay of binding updates
and binding acknowledgments used in the complete handoff procedure.
The handoff (initiation) latency is the time from the current primary net-
work gets out of range until an event occurs at the mobile node that triggers
it to perform a handoff. To obtain the total handoff latency, the round-trip
time to the HA must be added to the numbers stated in this chapter. A typi-
cal number used for the continental United States is approximately 200 ms.

The goal is to predict the variation in handoff latency and its average as a
function of the primary protocol parameters. The variation in latency is
important to real-time sensitive traffic because it also indicates the best and
worst case amount of time the mobile node risks being unreachable. The
idea, therefore, is to derive a density function from which average and varia-
tion of handoff latency can be computed.

18.2.1 Basic Definitions

The mathematical models assume perfect cell boundaries (i.e., getting
within range of a new network coincides with leaving the range of the pri-
mary network). According to [7], a router must pick a random delay
between each broadcast of an unsolicited router advertisement in order to
avoid routers synchronizing. The minimum possible time between two
consecutive router advertisements is denoted Rmin and the maximum time
between two consecutive router advertisements Rmax, meaning that the
period between any two router advertisements must be found in the interval
[Rmin, Rmax]. An additional simplifying assumption is that all access routers
broadcast with the same frequency range. The time at which a mobile node
enters the range of a new network is denoted by Ctime.

The lifetime of broadcasted network prefixes is denoted by T1. It is
assumed that the time it takes to probe a default router is distributed uni-
formly within the interval [Qmin, Qmax].
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18.2.2 Eager Cell Switching

For ECS the theoretical handoff latency Leager is the period from getting out
of range of the primary network until the reception of a router advertise-
ment from a new network. This is illustrated in Figure 18.5(a).

The goal is a density function for Leager that can be used to derive the
average value of Leager. Because the primary variables Ctime and R are random
but dependent, their joint density function P c rC Rtime time ,, ( ) must first be com-
puted. It can be expressed as

P c r P c r P rC R C R Rtime time time time, , |( ) ( | ) ( )= ⋅ (18.1)

where P c rC Rtime time| ( | ) is the probability distribution for Ctime given R. As Ctime

is evenly distributed in the interval [0, R], the probability distribution
P c rC Rtime time| ( | ) can be calculated as

P c r
rC R c rtime timetime| [ , ]( | ) = ⋅ ∈
1

1 0 (18.2)

where 1 0c rtime ∈[ , ] is an indicator function with a value of 1 when c rtime ∈[ , ]0
and 0 otherwise.

The density function PR(r) expresses the probability that Ctime should
occur in an interval of size R = r. Intuitively, the probability of Ctime occur-
ring in an interval is proportional to the size of the interval. When the inter-
val size is given as r, the function f r r r R R( ) [ , ]min max

= ⋅ ∈1 exhibits this intuitive

property. The density function PR(r) is obtained as f(r) divided with the area
of f(r). This yields

P r
r

r dr

r

R R

R

R

R r R R( )

min

max min max[ , ]

max min

= ⋅

=
−

⋅

∫
∈1

2
1

2 2 r R R∈[ , ]min max

(18.3)
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The joint density function P c rC Rtime time, ( , ) obtained by combining these
results becomes

P c r P c r P r

R R

C R C R Rtime time time time, , |

max

( ) ( | ) ( )= ⋅

=
−
2

2
min

[ , ] [ , ]max min2 01 1⋅ ⋅∈ ∈c r r R Rtime

(18.4)

The density function P lL eager
( ) for Leager can be obtained by integrating

over the joint density function P c rC Rtime time, ,( ) for all possible values of ctime and

r. As r can be expressed as r = ctime + l (which follows from l = r – ctime), we
have

P l P c c l dc

R

L C Reager time time time time( ) ( , ),

max

= +

=

−∞

∞
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2

2 2 0 01

2
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2
2 2 x
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(18.5)

In Figure 18.5(b) the density function P lL eager
( ) from (18.5) is plotted.

Observe that when using ECS, the handoff latency is bounded by the value
of Rmax and that there is the highest probability of obtaining handoff laten-
cies in the range [0, Rmin].

Given the density function P lL eager
( ) it is easy to obtain the average value

of Leager, denoted by L eager , by integrating over the product of Leager = l and

P lL eager
( ) for all possible values of Leager:

L l P l dl

R R

R R

L

R

eager eager
= ⋅

=
−
−

∫0

3 3

23

max

( )

(
max min

max min )2

(18.6)

18.2.3 Lazy Cell Switching

For LCS the theoretical handoff latency Llazy is the time from leaving the
range of the primary network until concluding that the primary network is
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unreachable. This occurs when the lifetime of the primary network has
expired and probing it has failed. Figure 18.6 depicts the used model where
the last router advertisement from the primary network was received at time
0. The goal is a density function for Llazy that can be used to calculate the
average value of Llazy.

Intuitively, the handoff latency consists of the remaining lifetime of the
primary network plus the probing time Q used to determine that the pri-
mary network is unreachable. The remaining lifetime is the lifetime T1 of
the last router advertisement minus the time the network was reachable,
Ctime. The handoff latency Llazy can thus be expressed as

L Lifetime remaining of primary network Q

T Ctime

lazy = +

= −1 +Q
(18.7)

Because Q is assumed to be uniformly distributed within the interval [Qmin,
Qmax] the density function for Q is

P q
Q QQ q Q Q( )

max min
[ , ]min max

=
−

⋅ ∈
1

1 (18.8)

Using a similar line of reasoning and method of calculation as outlined for
ECS, the density function for LCS denoted P lL lazy

( ) can be computed. That
is, the joint density function of the involved parameters is integrated for all
possible values. However, the intermediate calculations are more involved,
and only the result is stated in (18.9). Further details on its derivation can be
found in [8].

P l P l l P T l dlL Q np C np nplazy time
( ) ( ) ( )= − ⋅ −

−∞

∞

∫ 1 ,

whereP l P lC Ltime eager
( ) ( )=

and l T cnp = −1 time (18.9)
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The average handoff latency L lazy can be computed by integrating over
the density function, or more simply, directly from (18.7) that states that
L T C Qlazy time= − +1 . The average latency L lazy can be computed as the
average remaining lifetime plus the average probing time Q :

L T C Q

T
R R

R R
Q

lazy time= − +

= −
−
−

+

1

1

3 3

2 23

1

2
max min

max min( )
( max min )−Q

(18.10)

The average remaining lifetime of the primary network is the lifetime of
the last received router advertisement minus the average amount of time
that the primary network was reachable. On average, the primary network
is reachable for an amount of time corresponding to the time used to dis-
cover a new network. This corresponds exactly to the average handoff
latency for ECS. Thus, C time equals L eager calculated in (18.6).

18.3 Experimental Results in Test Bed

Section 18.2 presented the mathematical models needed to compute the
handoff latency as a function of essential protocol parameters. This section
presents the design of a Mobile IPv6 testbed and compares the theoretically
predicted handoff latency with the handoff latency experienced by a mobile
node in the Mobile IPv6 test bed.

18.3.1 The Mobile IPv6 Test Bed

The test bed is depicted in Figure 18.7 and consist of four nodes: three rout-
ers and one host. The three routers (iridium, platin, and nikkel) are assigned
an IPv6 prefix for each network device. The mobile node (lantan) is manu-
ally assigned an IPv6 address at the fec0:0:0:1::/64 network, its home
network. When lantan is not at its home network, it uses stateless auto-
configuration to obtain an IPv6 address as its COA. The home agent is
located at iridium, which also hosts an application corresponding with an
application at the mobile node. The mobile node can roam between the
two ARs platin and nikkel. The link media used in the experiments
reported here are standard 802.3 10-Mbps Ethernet devices. However, the
test bed also runs 802.11b 11-Mbps WLAN connections. The connection
between the ARs platin and nikkel allows them to coordinate on whom
should offer access to the mobile node. It also allows experiments with route
optimizations because it offers an alternative path to the mobile node.
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All nodes run FreeBSD version 4.1 [9]. On top of FreeBSD, the KAME
package [10] is installed. The KAME package includes Mobile IPv6 support
and IPsec support. The KAME package installed is the weekly snap-release
of 25/9-2000. A snap-release is the newest version of the package and may
include functionality that is still under development and is not fully tested.
The Mobile IPv6 code supplied with KAME is an example of such func-
tionality. The Mobile IPv6 implementation included in KAME can be con-
figured to use either the ECS or the LCS handoff initiation algorithm.

18.3.2 Experimental Approach

Two different scenarios have been emulated in the testbed. In the no network
overlap scenario, perfect cell boundaries are assumed. A mobile node moving
out of the range of one network therefore coincides with the mobile node
moving within range of another network. This scenario corresponds to the
one for which mathematical models were derived in Section 18.2. In the
network overlap scenario, cell boundaries are overlapping between the two
networks and the mobile node is always able to reach at least one network.
This scenario was applied to investigate whether ECS was able to avoid
packet loss when able to receive and send packets via two networks at the
same time. LCS behaves identically in both scenarios.

The mobile node moving in and out of the range of a network has been
emulated by operating a firewall at the ARs. When the firewall is enabled,
the mobile node is not able to receive or send any traffic through that par-
ticular AR. Accordingly, when the firewall is disabled, all traffic is allowed
to pass to and from the mobile node.

To determine the handoff latency in an experiment we applied the fol-
lowing method:

• UDP packets are sent from the correspondent node to the mobile
node. Each packet contains a send timestamp and a sequence number.
The UDP packets are sent with a random interval between 95 and 105
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ms. The interval is randomized to make sure the network does not ad-
just itself to any particular sending frequency.

• The UDP packets are received and timestamped at the mobile node.
The sequence number and the send and receive timestamp are stored
upon reception of a packet as an entry in a log file.

• A handoff is registered from packets missing in the log file. We com-
pute the measured handoff latency by multiplying the number of lost
packets with the average period between sending packets (0.1 second).
The precision of the measured latency is thus 0.1 second. If a handoff is
performed without losing packets, it will not be registered. Both the
average and the frequency distribution of handoff latencies can be
computed by inspecting the log.

By reducing the interval between UDP packets (increasing frequency),
a higher accuracy will be obtained and the measured latencies will approach
the theoretical latencies defined in Section 18.2. The interval of 95 to 105
ms was chosen to avoid too many UDP packets being sent. Due to a mem-
ory leakage in the KAME Mobile IPv6 software, only a limited number of
packets can be sent from a correspondent node before it crashes. In the
experiments presented in this chapter it was possible to perform 300 to 400
handoffs in sequence before the correspondent node crashed. Further confi-
dence in the mathematical models has been obtained by implementing a
simulator in JAVA. This simulator has confirmed the theoretically predicted
density functions for a range of configurations for both ECS and LCS.

18.3.3 Overview of Performed Experiments

The Mobile IPv6 test bed has been used to perform the following
experiments:

• Default configuration: In this experiment the router advertisement inter-
val and network prefix lifetime is set as recommended in [2]. This
means a router advertisement interval randomly chosen between 0.5
and 1.5 second and a lifetime of 4 second. The purpose of this experi-
ment is to reveal handoff latency using the default configuration. In
the latest versions of the Mobile IPv6 specification [3] the minimum
time between router advertisements has been reduced from 0.5 sec-
onds to 0.05 second. However, this change has little impact on the re-
sults of this chapter.

• Latency as a function of router advertisement interval: Handoff performance
is measured for different router advertisements interval, but with an
identical network prefix lifetime. The purpose of this experiment is to
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investigate how the interval between sending router advertisements
affects the handoff latency.

• Latency as a function of network prefix lifetime: In this experiment the
handoff latency is measured for different network prefix lifetimes, but
with a fixed range for the intervals between sending router advertise-
ments. The purpose is to investigate how the lifetime of router adver-
tisements affects the handoff latency.

All experiments have been performed using both the network overlap and
the no network overlap scenario. Only a selection of the empirically
obtained results can be presented here. The full set of results is given in [8].
All plots also show the theoretically predicted handoff latency such that the
theoretical and empirical results can easily be compared.

18.3.4 Default Settings

First, the theoretically predicted probability distributions are compared with
the measured frequency distributions using the default configuration of
access routers in the no overlap scenario. Next, their performance is com-
pared numerically.

The histogram in Figure 18.8(a) depicts the frequency distribution of
the experimentally measured handoff latencies for ECS. The continuous
line shows the theoretically predicted density function. The observed hand-
off latencies lie in the range 0.1 to 1.5 seconds. Also note that no handoff
latencies in the interval [0,0.1] are present. This is caused by the experimen-
tal setup in which the precision is limited by the frequency of packets from
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Figure 18.8 Frequency distribution for handoff latency (a) using ECS and default configuration in the no network over-
lap scenario, and (b) using LCS and default configuration in the no network overlap scenario.



the corresponding node (i.e., latencies below 0.1 second cannot be
observed). Instead, these handoff latencies are recorded in the [0.1,0.2]
interval. In conclusion, the experimental results for ECS conforms well to
those predicted by the mathematical models.

Figure 18.8(b) depicts the histogram obtained for LCS. Here the
observed latencies range from 2.5 seconds to 5 seconds with most values
centered around 4 seconds. It can be seen that LCS is generally unable to
avoid packet loss as it does not initiate a handoff until after the primary net-
work has become unavailable. In conclusion, the empirically obtained fre-
quency distribution conforms well to the density function predicted by the
mathematical model. The comparison of ECS and LCS is summarized in
Table 18.1.

When no overlap between network ranges exists, ECS yields an average
handoff latency of 0.54 second. This corresponds to the time it takes to dis-
cover the new network. LCS yields a much worse latency with an average
of 3.96 seconds. Also, best- and worst-case values are higher. With respect
to handoff latency, ECS outperforms LCS. Furthermore, the experiments
with overlapping networks show that ECS is able to avoid packet loss alto-
gether during a handoff, provided that a sufficient overlap between network
ranges exists.

A disadvantage of ECS, however, is that it always performs a handoff
when discovering a new network, whether or not this offers stable connec-
tivity. Consequently, ECS will likely perform many unnecessary handoffs
resulting in an increased network load and loss of connectivity. In conclu-
sion, both ECS and LCS have serious performance deficiencies, but the per-
formance of ECS indicates that proactive handoff initiation has the potential
to avoid packet loss.

18.3.5 Varying Advertisement Frequency

One of the primary protocol parameters is the frequency of router advertise-
ments. Its effect on handoff latency is shown in Figure 18.9, which plots
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Table 18.1 Summary of Expected and Actual Results for the No Network Overlap Scenario
Using Default Router Configuration

Handoff
Strategy L [s] (Theory) Latency [s]

Avg. Min. Max. Avg. Min. Max.

Eager 0.54 0 1.5 0.54 0.10 1.52

Lazy 3.96 2.5 5.0 3.97 2.54 4.97

Note: The probing time Q for LCS is assumed to be in the interval [0,1].



average handoff latency as a function of the interval between broadcasting
router advertisements.

ECS behaves like what would be expected intuitively—that is, a higher
frequency implies that networks are discovered sooner, which again implies
faster handoffs. Surprisingly, however, observe that the LCS latency is actu-
ally decreasing when the interval between broadcasting router advertise-
ments is increased. The explanation for this is that the lifetime is fixed at a
constant value of 5 seconds in this experiment. This result thus indicates that
the handoff latency for LCS can be minimized by configuring ARs with a
prefix lifetime very close to the maximum interval between broadcasting
router advertisements.

18.4 Optimizing Protocol Configuration

This section demonstrates that the default configuration of access routers
proposed in [2] does not result in optimal handoff performance for either
ECS or LCS. In [2] it is suggested that a router should broadcast unsolicited
router advertisements distanced by a random period chosen from the inter-
val [0.5,1.5]. This gives an average network load of one router advertise-
ment every second. In later versions of the Mobile IPv6 specification [3],
the default configuration has changed the router advertisement period to
[0.05,1.5] seconds. This gives a slight increase in average network load to
1.3 router advertisements per second. Using these values, our theoretical
models predict that the average handoff initiation latency for ECS is 0.5 sec-
ond and for LCS is 4 seconds (i.e., a small improvement for ECS and a small
drawback for LCS). As demonstrated in the following, however, the models
can be used to find a new set of parameters that reduce handoff latency with-
out increasing the network load. Similarly, the models can be used to find
the optimal settings should an increased network load be accepted.

Using the same network load as the suggested rate of an average of one
advertisement per second, the average ECS latency L eager can be minimized
by adjusting Rmin and Rmax in (18.6) subject to the constraint that the sum of
Rmin and Rmax must equal 2. Close inspection reveals that ECS performs best
when Rmin and Rmax are configured with values as close together as possible.
Optimal performance for ECS can therefore be obtained when both Rmin

and Rmax are set to a value of 1.
The same method applied to LCS reveals that LCS performs better

when Rmin and Rmax are configured with values far from each other. For
LCS, then, optimal performance can be obtained by configuring Rmin to a
value of 0 and Rmax to a value of 2. This is in direct contradiction to the opti-
mal configuration for ECS. However, for LCS the dominating factor for the
handoff latency is the lifetime of broadcasted network prefixes. As this
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lifetime cannot be configured to be lower than the value of Rmax, a reduction
of Rmax (which is the case when Rmin and Rmax is configured to have values
close to each other) can also benefit the performance of LCS, if the lifetime
is configured close to the value of Rmax.

In Table 18.2 theoretical values of handoff latency for three different
configurations of access routers are shown. The probing time for LCS is
assumed to be in the interval [0,1].

Observe that both ECS and LCS perform better with the proposed
configuration of access routers with Rmin = 0.9 and Rmax = 1.1. For ECS the
average handoff latency is reduced from 0.54 second to 0.50 second, and the
worst-case handoff latency is reduced from 1.5 seconds to 1.1 seconds.
Similarly, for LCS the average handoff latency is reduced from 3.96 seconds
to 1.1 seconds and the worst-case handoff latency is reduced from 5.0 to 2.1
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Figure 18.9
The average handoff
latency as a function of
router advertisement
interval for ECS and
LCS in the no net-
work overlap scenario.

Table 18.2 The Mathematically Predicted Handoff Latency in the No Network Overlap
Scenario for Different Configurations

Handoff
Strategy Router Configuration L [s] (Theory)

Rmin Rmax T1 Avg. Min. Max.

Eager 0.5 1.5 4 0.54 0 1.5

Lazy 0.5 1.5 4 3.96 2.5 5.0

Eager 0.9 1.1 1.1 0.5 0 1.1

Lazy 0.9 1.1 1.1 1.1 0 2.1

Lazy 0 2 2 1.83 0 3.0



seconds. The new proposed settings thus simultaneously improve on aver-
age, best, and worst case for both ECS and LCS.

Observe from the last row in Table 18.2 that for LCS the advantage of
configuring Rmin and Rmax far from each other is outweighed by the fact that
the lifetime T1 has to be configured at a higher value.

The performance of the new settings has been tried out in the test bed.
The experiment confirmed the theoretically predicted values [8].

An alternative to reducing the lifetime of router advertisement messages
is to exploit the advertisement interval option in router advertisements pro-
posed in [2]. This option contains the maximum time (Rmax) between router
advertisements that mobile nodes should expect. This would allow a mobile
node to probe its default router if no router advertisement has been received
for a period corresponding to the value of Rmax. This, in effect, forces LCS to
become more proactive.

18.5 Building Wide Experiment
The following simple experiment compares the handoff performance of
ECS, LCS, and parametric cell switching handoff initiation algorithms in a
more realistic scenario than the Mobile IPv6 test bed.

18.5.1 Experimental Setup

Three ARs (nikkel, blue, and vismut) are all installed with 802.11b WLAN
network devices and are configured with the improved router configura-
tion: Rmin = 0.9 second, Rmax = 1.1 second, and T1 = 2 seconds (the value
permitted in the test bed nearest the desired 1.1 seconds). These three access
routers have been deployed at Departments of Computer Science in three
different locations. The mobile node lat11 is carried at normal walking
velocity along an approximately 2-minute walk. A single walk was per-
formed for each of the handoff initiation algorithms.

During the experiment, a program at iridium that acts as home agent
and correspondent node sends UDP packets with intervals randomized
between 95 and 105 ms. A program at the mobile node lat11 receives the
packets and counts the number of dropped packets and performed handoffs.
In addition, it measures the signal-to-noise ratio for each of the three net-
works once every second during the walk. Figure 18.10 plots the signal-to-
noise ratios measured along the path.

18.5.2 Results

Table 18.3 summarizes the results. Surprisingly, it can be observed that ECS
shows the poorest performance. ECS drops many packets presumably
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because it initiates many handoffs as each network disappears and reappears
several times along the path. Often it tries to perform handoffs to networks
that are only sporadically available. LCS performs much better. It has
reduced the number of handoffs significantly and lost only 10 packets. These
were found to be single packets dropped when approaching the maximum
range of the primary network.

PCS shows excellent performance. It keeps the number of handoffs at
only two handoffs in this scenario. The number of handoffs is optimal
because PCS only initiates a handoff when a network is present that has sig-
nificantly better signal-to-noise ratio than the primary network and has a
stable low round-trip time to the access router. In this scenario the SNR
behaves in a way that gives PCS opportunity to hand off to a new network
before the connection to the primary network becomes unstable.

More importantly, the results show that it is possible to achieve very
good handoff performance using Mobile IP, but also that this requires a
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Figure 18.10
Measured signal-to-
noise ratios from the
three access routers
when the mobile node
is moved along the
walking path. The
numbers along the x-
axis corresponds to dif-
ferent locations along
the walking path.

Table 18.3 Summary of Results for Building Wide Experiment

Handoff
Strategy

Number of
Attempted
Handoffs

Number of
Lost Packets

Average
Latency [s]

Maximum
Latency [s]

Eager 24 48 0.14 0.41

Lazy 3 10 0.10 0.10

Param 2 0 0.00 0.00



more intelligent (proactive) initiation algorithms than the proposed eager
and lazy cell switching.

18.6 Conclusions and Future Directions

The mathematical models for the ECS and the LCS handoff initiation algo-
rithms were found to be able to predict handoff performance. Using a test-
bed installed with FreeBSD 4.1 and the KAME Mobile IPv6 software, these
models were shown to accurately reflect the handoff latency experienced by
an actual roaming node. The mathematical models were also used to opti-
mize Mobile IPv6 protocol configuration to reduce the handoff latency
without increasing network load due to router advertisements.

The mathematical models have a perspective beyond academic satisfac-
tion and protocol optimization. They can, for instance, be used to calculate
how much cells should overlap. If seamless handoff should be possible they
must overlap by at least the duration it takes to initiate and perform a hand-
off. Translating the amount of overlap measured in time to one measured in
geographical distance requires assumptions about the speed with which
users move. The models offer a way of relating protocol parameters with
assumptions for movement speed and requirements for cell overlap.

Both existing handoff initiation strategies, ECS and LCS, have serious
performance lacks, but ECS has the potential to avoid packet loss. But as ini-
tial results from the building-wide experiment indicate, ECS does not
perform well in an actual wireless network because sporadic router adver-
tisements from new but unstable networks barely within reach cause ECS to
handoff to the new network. A more intelligent algorithm is needed. Para-
metric cell switching, which takes signal quality into account as well as the
throughput and price of a link, indicates that good performance is possible
using Mobile IP. It would be interesting to investigate if the technique can
be further improved by additional parameters such as measured bit error rate
or media type. One might even consider (BS) topology information that
could be broadcasted from access routers or made available upon request.

Further work should include a more complete study than presented
here to determine the number of performed handoffs in various cell con-
figurations and movement patterns, possibly performed as a simulation
study. Also the behavior in a wide area setting should be investigated more
thoroughly.

More work should also be done on how AAA can be done such that a
limited overhead is added to a handoff. This may involve using techniques
like obtaining authorization concurrently with the home agent binding
update, using preauthorization, allowing time limited access while authori-
zation is ongoing, or using smart card technology.
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Chapter 19

Location Independent Network
Architecture and Mobility Handling
in IPv6
Masahiro Ishiyama, Mitsunobu Kunishi, and Fumio Teraoka

19.1 Introduction
Mobile computing devices are evolving very rapidly, and nowadays a great
number of people access the Internet through various types of mobile termi-
nals. The number of Internet access points is expected to increase, and wire-
less access links such as IEEE 802.11 and Bluetooth are expected to become
more widely deployed. This is paving the way for a real mobile computing
environment in which portable devices can access the Internet and commu-
nicate with each other while on the move. It would be too restrictive, how-
ever, to adopt a usage model in which only the receiving terminals are
mobile and the sources of information (e.g., Web servers) are fixed. There-
fore, demand for a protocol that enables bidirectional peer-to-peer commu-
nications is emerging. IPv6 [1] is the protocol that enables such
communication; however, IPv6 does not include a mobility support
mechanism—it needs an additional protocol to support mobile nodes. To
support mobility in IPv6, Mobile IPv6 [2] has been proposed and is being
discussed within the IETF. However, Mobile IPv6 has several fundamental
problems.

For example, it is very difficult to make Mobile IPv6 fault tolerant.
MIPv6 needs a dedicated router, an HA, that is in charge of forwarding
packets to a mobile node for mobile communications. The home agent is a
single point of failure in Mobile IPv6. While managing of HAs in a distrib-
uted manner is a prerequisite, it is very difficult in the current Mobile IPv6
specification to scale them in a distributed fashion.
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MIPv6 does not contain the concept of a node identifier. MIPv6 intro-
duces the home address that is a fixed address independent of the location of
a mobile node. Although it may work as a means to identify a node in a lim-
ited context, it is not a node identifier. The home address depends of the
location of its HA, and if the network to which the HA belongs is renum-
bered, the home address must also be renumbered.

Mobile IPv6 has a packet length overhead. It uses optional headers for
all packets that a mobile node sends, so it consumes more bandwidth and the
transmission delay is greater then IPv6.

These problems arise from the fact that MIPv6 was not developed based
on architectural considerations on providing mobility, but rather it was built
as a simple extension of IPv6 from the viewpoint of routing.

In this chapter “mobility” is defined as the functionality that satisfies the
following two capabilities: (1) communication with nodes regardless of their
location; (2) continuation of communication even if a correspondent node
changes its location. From the mobility viewpoint, the fundamental prob-
lem of conventional network architectures is in the duality of the network
address. For example, in both IPv4 and IPv6, an IP address has two mean-
ings: the node identifier and the interface locator. The IP address specifies
not only the identity of the node but also the point of attachment to the
Internet. The IP address of the node changes if the node moves to another
subnet. Consequently, the identity of the node is no longer preserved. This
problem inherent in conventional network architectures is caused by assign-
ing an address to the network interface of a node, not to the node itself. The
locator of the network interface is regarded as the identifier of the node. In
other words, there is no notion of a node identifier in the current Internet
architecture.

This chapter introduces the location independent network architecture
(LINA) [3], which employs separation of identifier and locator to support
node mobility. There have been some network protocols based on the sepa-
ration of the node identifier and the interface locator, such as Xerox Inter-
net Datagram [4], VIP [5, 6], and the GSE proposal for IPv6. However, an
entire network architecture covering the layers from network to application
and considering node identity has not appeared yet. The primary goal of
LINA is to build an encompassing network architecture that is applicable to
the design of practical protocols. This chapter also introduces a new
mobility support protocol called location independent networking for
IPv6 (LIN6), which was designed by applying LINA to IPv6. LIN6
provides mobility to IPv6 without impacting the existing IPv6 infrastruc-
ture and maintains compatibility with traditional IPv6. LIN6 has several
advantages compared to Mobile IPv6 in terms of performance and system
stability.
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19.2 LINA
This section introduces a new network architecture called LINA. LINA is
based on the idea of separating the identifier and the locator of a node. In the
application layer, a target node can be specified by its identifier in addition
to the conventional model in which the target node is specified by the loca-
tor. The network layer is divided into two sublayers: the identification
sublayer and the delivery sublayer. When the application specifies a target
node, the identification sublayer maps the identifier to the corresponding
locator, and then the delivery sublayer “embeds” the identifier in the loca-
tor. This embedding of identifiers into locators is done based on the new
addressing model called embedded addressing.

19.2.1 Basic Concept

As described above, in conventional network architectures including
IPv4/IPv6, the network address of a node denotes its identity as well as its
location. This is a critical problem for supporting mobility at the network
layer because there is no location independent identity for a mobile node.
To solve this problem, LINA introduces two entities in the network layer to
support node mobility.

• Interface locator: uniquely identifies the node’s current point of attach-
ment to the network. It is assigned to the network interface of a node
and is used to route a packet to the network interface.

• Node identifier: signifies the identity of the node. It is assigned to the
node itself and does not change even if the point of attachment to the
network changes and a new interface locator is assigned to the net-
work interface of the node.

Figure 19.1 depicts the basic communication model based on LINA.
The network layer is divided into two sublayers: the identification sublayer
and the delivery sublayer. The identification sublayer converts the node
identifier and the interface locator mutually while the delivery sublayer
delivers the packet destined to the interface locator. An application program
can specify a target node by either a node identifier [Figure 19.1(a)] or an
interface locator [Figure 19.1(b)].

In case (a), an application wants to communicate with a node specified
by the node identifier. This means that an application wants to communi-
cate with a particular node regardless of its location. The transport layer
maintains the connection with the pair of node identifiers. The identifica-
tion sublayer in the network layer converts the node identifier to the appro-
priate interface locator, and the delivery sublayer delivers the packet. In this
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case, mobility is supported because the node identifier never changes even
when the node moves.

In case (b), an application wants to communicate with a node located at
the point specified by the interface locator. This means that an application
wants to communicate with a node at the particular location of the network
regardless of its identity. The transport layer maintains the connection
between the pair of interface locators. The identification sublayer is
bypassed, and the delivery sublayer delivers the packet. In this case mobility
is not supported between nodes and the transport connection will reset if
one of the nodes moves.

Specifying an interface locator at the application layer has several advan-
tages. This feature can be used in the following cases:

• An application wants to directly specify an interface. For example, a
target node has several interfaces, and the application wants to com-
municate through a specific interface of the target node.

• An application wants to communicate with a particular node without
identity. For example, a node wants to communicate with the node
that is present at a particular location regardless of its identity.

19.2.2 Embedded Addressing Model

On the basis of the layering model described above, the network layer
header in a packet should be divided into two headers in general protocol
layering. This is not an efficient method, however, since adding a new pro-
tocol header results in a greater overhead compared to existing architectures
that use the interface locator as the node identifier. To solve this problem,
LINA embeds the node identifier in the interface locator. This addressing
model is called the embedded addressing model.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

418 LOCATION INDEPENDENT NETWORK ARCHITECTURE AND MOBILITY HANDLING IN IPV6

Figure 19.1 Communication model: The network layer is divided into two sublayers to separate the notion of locator
and identifier. An application can specify either (a) a locator or (b) an identifier to specify a correspondent node.



The interface locator that follows this addressing model is called the
ID-embedded locator. Although an ID-embedded locator is information
for the delivery sublayer, it also implies a node identifier that is information
for the identification sublayer. Thus, the identification sublayer header can
be integrated into the delivery sublayer header by using ID-embedded loca-
tors in the network layer header, and the overhead issue is avoided accord-
ingly. Detailed properties of the ID-embedded locator are described in the
following section. However, a node still needs to determine the interface
locator from the node identifier. In this model, a node simply refers to an
association of the two, which is managed outside of the packet header.
Details of this mechanism are described in Section 19.2.5.

19.2.3 Embedding and Extraction

Figure 19.2 shows entities and operations that are used in the embedded
addressing model. LINA assumes that a node has one or more node identifi-
ers that are assigned by an authority. It also has one or more interface loca-
tors when a node is connected to the network. Such locators are called
current locators.

Embedment is an operation that determines the ID-embedded locator
from the current locator and the node identifier. An ID-embedded locator
is also assigned to the interface of the node. Thus, the node is assigned not
only current locators but also ID-embedded locators that are determined by
performing embedment. The ID-embedded locator satisfies the following
conditions:

1. An ID-embedded locator uniquely determines a node identifier
without referring to other information.

2. It is possible to distinguish between an ID-embedded locator and a
current locator.

3. An ID-embedded locator is a valid interface locator. That is, the for-
mat and the functions of the ID-embedded locator are equivalent to
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Figure 19.2 Operations of the embedded addressing model: embedment determines ID-
embedded locator from the current locator and the node identifier, and extraction determines the
node identifier from the ID-embedded locator.



those of the interface locator and an intermediate node can deliver a
packet even if the destination is specified by an ID-embedded
locator.

LINA also introduces the concept of extraction, which is the inverse
operation of embedment. Extraction is an operation that determines a node
identifier from an ID-embedded locator.

19.2.4 Generalized ID

In the concept described in Figure 19.1, an application can specify not only
a node identifier but also an interface locator. In this case, it is required that
both the application layer and the transport layer handle both node identifier
and interface locator. Thus, from an engineering standpoint, it would be
easier to process the node identifier and the interface locator in the same
format.

For that reason, LINA introduces the concept of dedicated embedment.
LINA introduces the dedicated locator that is the dedicated interface locator
for dedicated embedment. The dedicated locator is a predefined well-
known fixed value. The dedicated locator does not determine any physical
point of the network, whereas the ID-embedded locator and the current
locator uniquely determine a physical point of attachment to the network.

In dedicated embedment, the dedicated locator is used for the current
locator. The dedicated locator is a fixed value; thus, the result of dedicated
embedment has a one-to-one correspondence to a given node identifier.
That is, the result can be used as an identifier for the node. The result of
dedicated embedment is called the generalized identifier. Since the general-
ized identifier conforms to the format of an interface locator, an application
layer and a transport layer does not need to discriminate between them, and
hence the above issue is resolved.

19.2.5 Mapping: Resolving Interface Locator from Node Identifier

When a node performs embedment, the node needs to associate of the node
identifier with the current locator of the node. This association is called
mapping.

LINA introduces a function called a mapping agent that maintains this
mapping. Designated mapping agents, which are the mapping agents that
maintain the mapping of a particular node identifier, are introduced. That is,
“designated mapping agents of the node A” means that those mapping
agents maintain the mapping of node A.

A node registers its mapping periodically with its designated mapping
agents. It also registers a new mapping when the node changes its location
on the network.
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When a node performs embedment to determine an ID-embedded
locator of a target node, the node first determines the designated mapping
agents of the target node and queries one of the designated mapping agents
to acquire the mapping of the target node. Then the node can determine the
current locator of the target node, and the node can perform embedment.

19.2.6 LINA Communication Model

This section describes the detailed process of sending and receiving a packet
in LINA. Figure 19.3 shows the communication model of LINA, which is
based on an application of the embedded addressing model to the basic
communication concept shown in Figure 19.1.

Upon sending a packet, an application specifies the destination with a
generalized identifier for the target node. An identification sublayer exam-
ines whether the given destination is a generalized identifier or an interface
locator. If the destination is a generalized identifier, the identification
sublayer first performs extraction to obtain the node identifier, following
which it determines designated mapping agents of the node identifier and
queries the mapping of the node. Since it can derive the current locator of
the target node when it obtains the mapping, it performs embedment and
derives the ID-embedded locator of the target node. Then it passes the
packet to the delivery sublayer with the ID-embedded locator. The delivery
sublayer transmits the packet that is destined for the ID-embedded locator.
If the destination is not a generalized identifier, the identification sublayer is
bypassed.

When a packet is received, the delivery sublayer receives the packet and
examines whether the specified source locator in the packet is an ID-
embedded locator or not. If the source is an ID-embedded locator, the

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

19.2 LINA 421

Figure 19.3 Communication model of LINA. Upper layers identify a correspondent node with generalized identifier.
The ID-embedded locator derived from the result of embedment is used for a packet delivery. Embedment is not performed
when a locator is specified in upper layers.



delivery sublayer passes the packet to the identification sublayer. The identi-
fication sublayer performs extraction and obtains the node identifier of the
source node, following which it performs dedicated embedment to derive
the generalized identifier of the source node. The identification sublayer
informs the upper layer that the source locator of the packet is the general-
ized identifier. If the source is not an ID-embedded locator, the identifica-
tion sublayer is bypassed.

19.3 LIN6: An Application of LINA to IPv6
This section presents LIN6, a protocol that supports mobility by applying
LINA to IPv6. For practical purposes, LIN6 is carefully designed to main-
tain compatibility with conventional IPv6 so that there is minimal impact
on the existing IPv6 infrastructure. This section shows a method for apply-
ing the concept of embedment of LINA to IPv6, followed by a description
of a mechanism to determine a designated mapping agent.

19.3.1 Embedded Addressing in LIN6

The concept of the ID-embedded locator of LINA shall now be applied to
IPv6. In this context, the locator is called a LIN6 address. Currently in IPv6,
addresses are assigned according to the aggregateable global unicast address
(AGUA) [7] format, whose structure is shown in Figure 19.4. In AGUA,
the upper 64 bits of 128-bit IPv6 address indicate the network prefix to
which the address belongs; and the lower 64 bits represent an interface ID.
The interface ID is not required to be unique in the Internet but only in the
subnet. Also, it is required to conform to the IEEE EUI-64 format [8].

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

422 LOCATION INDEPENDENT NETWORK ARCHITECTURE AND MOBILITY HANDLING IN IPV6

Figure 19.4 The format of AGUA and LIN6 address. In AGUA, the upper 64 bits repre-
sent the location of a subnetwork and the lower 64 bits represent the identifier of an interface, not
of the node. In LIN6 address, although the upper 64 bits are the same as for AGUA, the lower
64 bits represent the node identifier, LIN6 ID.



Since this means that practical IPv6 subnetworks have a 64-bit network
prefix length, the basic strategy in applying embedment to IPv6 is to use the
lower 64 bits of the IPv6 address for the node identifier. That is, in LIN6,
the address space of the node identifier is 64 bits. This 64-bit node identifier
is called the LIN6 ID. Although a 64-bit address space is far smaller than the
IPv6 128-bit address space, 64 bits can accommodate approximately 1019

nodes, which is considered sufficiently large to support LIN6 nodes.
This strategy satisfies condition (1) of the ID-embedded locator that is

described in Section 19.2.3. To satisfy conditions (2) and (3), LIN6 forms a
LIN6 ID so that it can be identified as a LIN6 address—that is, LIN6 uses
part of the LIN6 ID to examine whether it is a LIN6 address or not. In this
method, a LIN6 address can coexist with AGUA—that is, LIN6 can use the
same prefix as in AGUA on a foreign network for the upper 64 bits of a
LIN6 address, and use a specially formed LIN6 ID for the lower 64 bits. The
following method is an example of how this can be realized. In AGUA, the
lower 64 bits are required to be constructed in EUI-64 format. In EUI-64,
the upper 24 bits denote the organizationally unique identifier (OUI)
assigned by IEEE, and the lower 40 bits are the value that is assigned by an
administrator who is assigned an OUI. If an OUI is assigned for LIN6, a
LIN6 address can be identified by examining the OUI part of the lower 64
bits of a given IPv6 address. This satisfies both condition (2) and condition
(3) because a LIN6 address is a valid AGUA since a LIN6 ID completely fol-
lows the EUI-64 format in this method. Although the real address space of
LIN6 ID decreases to 40 bits, this method does not have impact on existing
IPv6 networks.

Since a LIN6 ID includes the specific OUI assigned for LIN6, strictly
speaking, the LIN6 ID is in reality just the lower 40 bits, excluding the
24 bits assigned to the OUI. However, for convenience in following
discussions, the entire 64-bit field including the OUI is simply called the
LIN6 ID.

19.3.2 Embedment in LIN6

In LIN6, the current locator of an LIN6 node is the IPv6 address assigned to
the interface of the node. This address is generally an AGUA, and the map-
ping is an association between the LIN6 ID of the node and an AGUA
assigned to the node at that time.

The operation of embedment in LIN6 is as follows. The upper 64 bits
of a given IPv6 address, which are the current interface address of a target
LIN6 node, are concatenated with the LIN6 ID of the target LIN6 node.
The extraction operation simply draws out the lower 64 bits from a given
LIN6 address. These operations are shown in Figure 19.5.
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19.3.3 Generalized Identifier in LIN6

LIN6 assumes that a 64-bit-length network prefix for dedicated embed-
ment, which is called the LIN6 prefix, has been allocated. The LIN6 prefix
is a predefined, fixed value, and is expected that it is well known to all LIN6
nodes in advance. This is the same assumption that all IPv6 nodes know
link-local prefix, local-loopback address, and so forth. It does not identify
any physically existing subnetwork and is only used for dedicated embed-
ment in LIN6, and thus LIN6 does not need routing information for it. The
operation of dedicated embedment in LIN6 is simply to concatenate the
LIN6 prefix to the LIN6 ID. The result of dedicated embedment is called
LIN6 generalized ID, which corresponds to a generalized identifier in
LINA. The LIN6 generalized ID completely conforms to the IPv6 address
format, and existing IPv6 applications can specify this ID without any modi-
fications as the destination of a correspondent node. Table 19.1 summarizes
the correspondence between LINA and LIN6.
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Figure 19.5
Embedment in LIN6.
A LIN6 address is
derived by concatenat-
ing the prefix of the
current IPv6 address
and a node identifier.

Table 19.1 Correspondence between LINA and LIN6

LINA LIN6

Node identifier LIN6 ID, 64 bits but includes a specific OUI

Current locator An IPv6 address that is generally an AGUA assigned to
one of the interfaces of a LIN6 node

ID-embedded locator LIN6 address completely follows AGUA format.

Dedicated locator LIN6 prefix, a 64-bit-length predefined prefix assumed
to be assigned

Generalized identifier LIN6 generalized ID, a concatenation of the LIN6
prefix and LIN6 ID
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19.3.4 Finding Designated Mapping Agents

LIN6 needs mapping information to perform embedment. The address
space of the LIN6 ID is 64 bits, and it might be very difficult to maintain
mappings in a centralized single database.

In the Internet, the Domain Name System (DNS) resolves a similar issue.
DNS is a distributed database that maps a fully qualified domain name (FQDN)
to an IP address and vice versa, and provides other types of information
related to an IP address and an FQDN. For example, consider the case in
which one wants to know an FQDN associated with a particular IPv6
address. In this case, one sends a query with an IPv6 address as a key to
any DNS server and obtains the FQDN associated with the requested
IPv6 address. This feature of DNS, called reverse lookup, works fine in the
Internet.

DNS can be used to determine the mapping associated with a particular
node identifier—that is, DNS servers can be used as mapping agents. Using
DNS servers as mapping agents, however, presents a serious problem since
DNS is designed for handling “static” data. DNS assumes that the associa-
tion between an IPv6 address and FQDN does not change frequently,
hence DNS servers can cache data for load balancing. Since DNS is a very
large-scale distributed database, its success is mainly due to this caching
mechanism. However, the content managed by mapping agents may
change frequently, and thus DNS is inappropriate for mapping agents.

Consequently, LIN6 does not use DNS for the mapping agent, but
introduces a new dedicated server. The node on which the server runs is
called a mapping agent. A network administrator of a LIN6 node decides
the designated mapping agent of the node, and then the administrator regis-
ters this relationship with DNS. That is, an association between the LIN6
generalized ID of the node and each IPv6 address of designated mapping
agents of the node is registered in appropriate DNS servers. Consequently, a
node can acquire the IPv6 addresses of designated mapping agents for the
LIN6 node by querying DNS, specifying the LIN6 node’s LIN6 generalized
ID as the key, as in the case of reverse lookup. The DNS server program
must be modified so as to be able to handle information on mapping agents.
However, this modification is only required for the master and the slave
servers managing the LIN6 generalized ID. LIN6 does not need any modifi-
cations to root and intermediate DNS servers, since intermediate servers are
only interested in a query name, and the query name is the LIN6 general-
ized ID that is compatible with an address in IPv6 address format. An asso-
ciation between a LIN6 node and its designated mapping agents will not
change frequently, and consequently, this information is suitable for han-
dling in DNS.

To acquire the mapping of a target LIN6 node, a node first sends a
query to DNS to obtain information on designated mapping agents, and
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then sends a query to any of these mapping agents to acquire the mapping.
An obtained mapping is cached in the node, and the caching area of map-
ping is called the mapping table. A mapping has a lifetime and is discarded
when the lifetime expires. Also, addresses of mapping agents may be cached.

When an LIN6 node moves, it sends its mapping to one of the desig-
nated mapping agents of the node, and the designated mapping agents main-
tain consistency of the mapping by notifying each other of the received
mapping. Since a LIN6 node can obtain the addresses of its designated map-
ping agents by querying DNS, LIN6 nodes do not need to know its desig-
nated mapping agents in advance. The communication mechanism of LIN6
is summarized in Figure 19.6.

19.3.5 Handoff of a Mobile Node

In LIN6, the current locator of a node is stored in the mapping entry as a
cache on each correspondent node. Thus, if the node moves, a correspon-
dent node needs to update the mapping to get hold of the new location of
the node.

Mapping can be updated in one of two ways: (1) notification from the
node that has moved, and (2) autonomous update by the correspondent
node that is communicating with the node that has moved.

When a LIN6 node moves to a new location, it sends the new mapping
to one of its designated mapping agents. In addition, the mobile node may
send the new mapping to all correspondent nodes. This operation is called
the mapping update. The mobile node can find its correspondent nodes by
inspecting its mapping table.

If a mobile node sends the mapping update, some security mechanism
such as IPsec [9] is needed to protect against spoofing attack. However, the
mobile node might not be able to use IPsec with the correspondent node. In
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Figure 19.6 Communication mechanism of LIN6. On sending, the LIN6 generalized ID is transferred to the LIN6
address by embedment with referring to the mapping table. On receiving, the LIN6 address is transferred to the LIN6 gen-
eralized ID by dedicated embedment. The LIN6 generalized ID is used in upper layers, while the LIN6 address is used
to route a packet.



this case, the mobile node can send the mapping refresh request instead of
the mapping update to the correspondent node. The mapping refresh
request message does not include the mapping. It only requests the corre-
spondent node to update its current mapping from the mapping agent.
Thus, this message is free of any spoofing attack. When a node receives a
mapping refresh request, it queries the mapping to the mapping agent and
obtains the new mapping.

Correspondent nodes might not receive the mapping update for some
reason (e.g., the mapping update packet is lost in the intermediate network,
or a mapping of the correspondent node is deleted from the mapping table).
LIN6 deals with this problem by using the ICMP destination unreachable mes-
sage (Dst Unreach) [10]. A Dst Unreach message is sent to the packet sender
from an intermediate router if reachability to the destination is lost. If a
LIN6 node receives a Dst Unreach message when communicating with
another LIN6 node, it queries the designated mapping agents about the new
mapping. If the obtained mapping contains a new current interface address,
it can derive the new appropriate LIN6 address of the correspondent LIN6
node and can continue to communicate. If a Dst Unreach message is
received, it can be assumed that the correspondent LIN6 node is temporar-
ily disconnected from the network and is just in motion. If the content of
the obtained mapping is the same as the cached one, or the mapping cannot
be obtained, the Dst Unreach message is notified to the upper layer. This
situation signifies that the correspondent LIN6 node may be off-line for a
long time.

19.3.6 Compatibility with Traditional IPv6 Nodes

Let us consider the case when an LIN6 node wants to communicate with a
traditional IPv6 node. In this case, an application specifies a traditional IPv6
address, not an LIN6 generalized ID, as the destination, a situation that cor-
responds to communicating via an interface locator in LINA. The identifi-
cation sublayer is consequently bypassed—that is, no LIN6 specific
operation such as embedment is performed. As a result, this situation is com-
pletely equivalent to traditional IPv6 communication. Thus, LIN6 nodes
are able to communicate with traditional IPv6 nodes; however, when this
happens, mobility cannot be supported since interface locators are used
instead of node identifiers.

19.4 Communication Example of LIN6

This section describes LIN6 through an example scenario depicted in
Figure 19.7. MN1 and MN2 are LIN6 nodes. G1, G2, and G3 represent
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network prefixes advertised by a router in each network. i1 and i2 represent
the LIN6 IDs of MN1 and MN2, and e1 and e2 represent interface IDs of
MN1 and MN2 for AGUA. “+” is used as the concatenation operator; that
is, “G1+e1” represents an IPv6 address that is a result of concatenation of
network prefix G1 and interface ID e1. “O” represents a LIN6 prefix; that
is, “O+i1” represents a LIN6 generalized ID of MN1. MA11 and MA12 are
the designated mapping agents of MN1, and MA21 is the designated map-
ping agent of MN2. It is assumed that both MN1 and MN2 know their
LIN6 identifiers and that they can obtain the addresses of a DNS server.

19.4.1 Bootstrap

Let us consider that MN1 boots up and connects to network N1. MN1 reg-
isters the current mapping with one of its designated mapping agents as fol-
lows (see Figure 19.8):

1. MN1 receives the router advertisement messages from a router on
N1. At this point, MN1 acquires at least two global addresses: one is
G1+e1 (a traditional AGUA), and the other one is G1+i1 (a LIN6
address).

2. MN1 sends a query to a DNS server to obtain the addresses of its des-
ignated mapping agents.
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Figure 19.7
Sample configuration.

Figure 19.8
Bootstrap sequence:
MN1 queries a DNS
server about its desig-
nated MAs and
registers its current
mapping with one of
the designated
mapping agents.



3. The DNS server replies with the addresses of the designated mapping
agents of MN1 (MA11 and MA12). Recursive query of DNS is ab-
breviated from the figure.

4. MN1 selects a designated mapping agent at will. Assuming that it
chooses MA11, MN1 sends a registration packet of the mapping to
MA11.

5. MA11 sends an acknowledgment of the registration back to MN1.

6. MA11 obtains the designated mapping agents of MN1 in a similar
way and finds that there is one more designated mapping agent of
MN1 (MA12). Then, MA11 notifies MA12 of the mapping to keep
consistency of mapping of MN1.

19.4.2 Communication Between LIN6 Nodes

Let us consider that MN1 communicates with MN2 that is on network N2.
It is assumed that MN2 has already registered its mapping and G2+i2 as its
LIN6 address. When an application on MN1 wants to communicate with
MN2, it specifies LIN6 generalized ID of MN2, which is O+i2, as the desti-
nation address. Communication between MN1 and MN2 takes place as fol-
lows (see Figure 19.9):

1. To acquire the current mapping of MN2, MN1 asks a DNS server
about the designated mapping agents of MN2. As a result, MN1 finds
MA21 is the designated mapping agent of MN2.

2. MN1 sends a query to MA21 and acquires the current mapping for
MN2. The mapping contains G2+e2, which is MN2’s current inter-
face address.

3. MN1 performs extraction and obtains i2, the LIN6 ID of MN2, and
then it performs embedment and derives G2+i2, the LIN6 address
for MN2.
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Figure 19.9 Example of LIN6 communication: upper layers of MN1 and MN2 identify each other with LIN6 IDs,
and LIN6 addresses are used as source and destination addresses in packets that flow in the Internet.



4. As a result, the destination address of the packet transmitted by MN1
is G2+i2, and the application recognizes the destination as O+i2.
Similarly, the source address of the packet is G1+i1, the LIN6 address
of MN1.

5. MN2 receives this packet and examines the source address field.
Since the source address is a LIN6 address, MN2 performs extraction
and obtains i1, the LIN6 ID of MN1 that is the source node of the
packet. Then MN2 performs dedicated embedment and obtains
O+i1, the LIN6 generalized ID of MN1, and then informs the appli-
cation that O+i1 is the source address of the packet.

6. When MN2 sends a packet to O+i1, similar procedures are followed
where the destination address in the packet MN2 transmits is G1+i1
and the source is G2+i2.

Thus, between MN1 and MN2 in the intermediate network, commu-
nication is perceived to be between G1+i1 and G2+i2, whereas on the node
MN1, it is perceived to be between O+i1 and O+i2.

19.4.3 Handoff of a LIN6 Node

Let us now consider the case when MN1 moves to network N3 while com-
municating with MN2. When using mapping refresh request, an update of
MN1’s mapping is performed as follows (see Figure 19.10):

1. MN1 sends a router solicitation (RS) message, and it receives a router
advertisement message from the router on N3. At this point, MN1
acquires G3+e1 as the AGUA and G3+i1 as the LIN6 address.

2. MN1 registers a new mapping (i1, G3+e1) with MA11.

3. MN1 inspects its mapping table to find current correspondent nodes.
Since MN1 has cached MN2’s mapping (i2, G2+e2), MN1 recog-
nizes that MN2 is one of them. MN1 sends a mapping refresh request
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Figure 19.10
Handoff sequence us-
ing mapping refresh
request: MN1 registers
a new mapping with
its designated mapping
agent, then sends a
mapping refresh re-
quest to let MN2 up-
date its cached copy of
MN1’s mapping.



message to MN2 to let MN2 update its cached copy of MN1’s map-
ping.

4. When MN2 receives the mapping refresh request, MN2 sends a
mapping request to MA11 to update the mapping (it is assumed that a
relationship between MN1 and MA11 is already cached at this
point), and receives a new mapping for MN1.

19.5 Implementation

19.5.1 Implementation Status

A prototype of LIN6 was implemented on NetBSD/i386 1.5 with the
KAME IPv6 stack. Operations such as embedment, dedicated embedment,
and extraction, which are packet header manipulations, are implemented in
the kernel, along with the mapping table. Functions such as registration and
acquisition of mapping are implemented in user space. This program is
called the mapping resolver. It uses a new socket (called the LIN6 socket) to
communicate with the kernel’s mapping table management functions. The
motion detector is an application program to detect the movement of the
node and its new location. The reason for separating the mapping resolver
from the motion detector is that the motion detector can be easily modified
in order to try several motion detection mechanisms that might have differ-
ent performance. The mapping agent is also implemented as an application
program.

19.5.2 Motion Detection Mechanism with IPv6

In the current prototype system, it uses information from layer 3 (i.e., IPv6
layer) to detect the movement of a mobile node, and it considers any change
of the default router in the routing table of the kernel to be a movement of
the mobile node. The motion detector watches changes of the default
router. The discovery and selection of a default router is done using the
neighbor discovery mechanism [11], which is part of the basic specification
of IPv6. All IPv6 routers basically advertise their existence by a router
advertisement message. Although neighbor discovery specification states
that router advertisement be periodically sent to a link to which the router is
connected, a node may request routers on the same link to send RA mes-
sages in order to avoid waiting for the next period. This request message is
called router solicitation. When the default router changes, it reads the cur-
rent interface to be used and the new network location of the node, then
notifies the mapping resolver of the movement through the LIN6 socket.
The selection and update of the default router is performed in the kernel and
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is a native function of the KAME IPv6 stack. When the mapping resolver
receives a movement notification from the motion detector, it generates a
current locator (i.e., an LIN6 address) and assigns the address to the current
interface of the mobile node, then performs a mapping registration.

19.6 Protocol Evaluation of Mobility Handling
This section evaluates the mobility handling mechanism of a prototype
LIN6 implementation. A handoff of a mobile node was performed on an
experimental network, and packets on the network were observed by using
tcpdump.

19.6.1 Experimental Network

Figure 19.11 shows the configuration of the experiment network. R1, R2,
and R3 represent IPv6 routers. MN is an LIN6 mobile node, and CN is the
correspondent node of MN. MA is a designated mapping agent of MN and
CN. CN sends VoIP packets to MN, and MN moves from network N2 to
network N3 while MN is receiving VoIP packets from CN. The intervals
between each VoIP packet is set to 20 ms. All nodes are connected by
10BASE-T.

Packets observed at both network N1 and network N3 were logged. H
represents the host who logs packets on the points Pa and Pb. From these
logs, the behavior and performance of handoffs in LIN6 were analyzed.

19.6.2 Experimental Results and Considerations

Figure 19.12 shows the results of the experiment of a handoff using mapping
update. The number printed after the line number on each line indicates
the time in seconds when the packet was received by tcpdump. The
number in parentheses is the time difference from the previous line. In the
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Figure 19.11
The configuration of
the experiment net-
work. MN performs a
handoff from N2 to
N3 while receiving
VoIP packets from
CN.



experiments, the IPv6 address of the mapping agent is already cached in MN
and CN; thus, DNS query packets are not observed.

When MN detects a connection to an another link N3, MN sends an
RS message to the link (1). R3 receives this RS message and sends a router
advertisement message to MN (2).

MN receives the RA message, then it generates its new LIN6 address
and assigns the address to its interface. Numbers (3) and (4) denote neighbor
solicitation packets for duplicate address detection (DAD) [12]. The specifica-
tion states that DAD is performed on unicast addresses prior to assigning
them to an interface in order to verify their uniqueness on the link to avoid
address conflicts. Number (5) denotes a mapping registration with mapping
agent from MN and (7) denotes acknowledgment of this from mapping
agent. These packets use IPsec AH header [13] to protect against spoofing
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Figure 19.12
Experiment 1: observ-
ing the handoff with
DAD count 1, en-
abled random delay of
router advertisement,
using the mapping
update.



attack. Number (6) denotes a mapping update to CN from MN. This
packet also uses the AH header. At this point, LIN6 handoff has completed.
Numbers (8), (9), and (10) represent VoIP packets from CN. It shows that
communication between CN and MN has been reestablished. Thus, the
overhead of LIN6 mobility handling can be approximated from the elapsed
time from sending an RS message (1) to receiving the first VoIP packet (8).

In this case, theoretically, the elapsed time to complete motion handling
is expected to depend mainly on the round-trip time between MN and CN.
However, the elapsed time from (1) to (8) is about 1,345 ms, whereas the
round-trip time that is estimated from the elapsed time from sending map-
ping registration (5) to receiving ACK (7) is less than 10 ms.

In Figure 19.12, it takes a very long time from (2) to (5), about 1,036
ms. This is a majority of the time that elapsed during handoff. This is the
time required for the DAD procedure. The IPv6 specification states that an
address whose uniqueness on a link is being verified is not allowed to be
used until the procedure is finished. The current KAME IPv6 stack only
sends one neighbor solicitation packet for DAD in default. After MN sends
the neighbor solicitation packet, it waits 1,000 ms, a value that is specified in
the IPv6 specification as the default, for replying to the solicitation. The
mapping resolver must wait for this procedure to complete. The mobile
node is not allocated a valid global IPv6 address and thus no packets can be
sent to it until this procedure ends. This is the reason for the long elapsed
time from (2) to (5). This problem is not unique to LIN6 but also applies to
other protocols that need to assign a new IPv6 address by the method that
conforms to the IPv6 specification such as MIPv6.

The time elapsed between sending an RS message (1) and receiving a
router advertisement message (2), takes 307 ms. The reason for this time is
that the router intentionally delays sending the router advertisement mes-
sage in response to the RS message. The IPv6 specification states that when
an IPv6 router sends a router advertisement message, the router must delay
the transmission for a random amount of time in order to prevent routers on
the same link from sending router advertisement messages at exactly the
same time. The default maximum time of delay is 300 ms, and the KAME
IPv6 stacks conforms to this value. This is the reason for the elapsed time
until the RA message from the router is received. This problem is also con-
fronted by all protocols that use RA messages (e.g., Mobile IPv6 in the case
of using address autoconfiguration).

It is acceptable, however, to decrease this random delay if the network
has few routers on the same link, and it is possible to design such a network
in a real environment. Practically, address conflicts will not occur, especially
in LIN6 because LIN6 addresses use LIN6 IDs in the interface ID part of
IPv6 address format and the LIN6 ID is required to be unique on the Inter-
net. It is possible that DAD be disabled on networks to support high-speed
handoffs on certain networks.
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Next, the same experiment was performed as shown in Figure 19.12
except for the following two points: (1) the random delay was disabled
when R3 sends a router advertisement message in response to a RS message;
and (2) DAD count was set to zero on MN. This means that DAD is
disabled. The result of this experiment is shown in Figure 19.13.

In this case, the elapsed time from sending the router advertisement
message (1) to receiving the first VoIP packet (6) is about 46 ms, and it can
be estimated that MN drops two VoIP packets. Although this evaluation
does not include the time needed to disconnect from the previous link, the
extent of this overhead is acceptable enough since the packets lost can easily
be recovered by error correction mechanisms such as FEC. The average
measured time of the handoff was about 46.4 ms with 10 tries.

The case of using mapping refresh request was also tested. The result is
shown in Figure 19.14, with random delay and DAD disabled.

Numbers (1) and (2) are RS and router advertisement messages, and (3)
and (4) are mapping registration and its ACK, respectively. Number (5) is
the mapping refresh request to CN from MN. The mapping refresh request
is sent after receiving the ACK of registration from the mapping agent (4),
whereas MN does not wait for the ACK when the mapping update is sent.
The reason that MN waits for the ACK is to prevent CN from querying
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Figure 19.13
Experiment 2: observ-
ing handoff with
DAD count 0, dis-
abled random delay of
RA, using the
mapping update.



before the mapping agent learns the new mapping of MN and to ensure that
CN can receive the new mapping of MN from the mapping agent. Notice
that it does not use an authentication header since it does not require IPsec,
as mentioned in Section 19.3.5. When the CN receives the mapping refresh
request from MN, it sends the mapping query message to the mapping agent
(6), and the mapping agent replies to it (7). At this point, the CN now has
the new mapping of the MN that includes the new location of the MN. In
this case, the overhead of the LIN6 motion handling procedure mainly
depends on three RTTs: MN-MA (mapping agent), MN-CN, and
CN-MA. The result shows that the overhead is about 56 ms, and the aver-
age is 49.7 ms with 10 tries.

The results show that mapping refresh requests have performance
implications over mapping updates, as the RTT between the CN and the
mapping agent increases. However, since mapping refresh requests do not
require IPsec mechanisms, they can be used when CNs do not support IPsec
and prove to be useful.
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Figure 19.14
Experiment 3: observ-
ing handoff with
DAD count 0, dis-
abled random delay of
router advertisement,
using the mapping
refresh.



19.7 Comparison of LIN6 and Mobile IPv6

19.7.1 Single Point of Failure: Mapping Agent and HA

An LIN6 node needs a mapping agent to acquire mapping. Consequently,
the mapping agent is the single point of failure in LIN6. On the other hand,
an HA is the single point of failure in Mobile IPv6.

In order to enhance fault tolerance, managing of such agents in a distrib-
uted manner is a prerequisite. For Mobile IPv6, however, the location of
the HA is dependent on the home address of a mobile node—that is, the HA
must be placed on the subnetwork of the home address. It is possible to place
multiple HAs in the same subnetwork, but placing them on a more distrib-
uted scale is very difficult. Thus, enhancing fault tolerance is difficult in
Mobile IPv6.

On the other hand, the location of MAs is completely independent of
the node identifier; hence, designated MAs can be placed at any point in the
network. Thus, LIN6 is more fault-tolerant than Mobile IPv6.

19.7.2 Overhead of Packet Header Length

Mobile IPv6 needs at least one extra destination option, a home address des-
tination option, to inform the recipient of that packet of the mobile node’s
home address. In addition, to route a packet to the mobile node through the
optimal route, which means the packet is not routed through the HA,
Mobile IPv6 uses the routing header, which is another IPv6 extension
header. If two Mobile IPv6 nodes communicate with each other through an
optimal route, both the routing header and the home address option must
be added to all of the packets that are exchanged between the nodes. The
header length of the home address option is at least 20 bytes and the routing
header is at least 24 bytes. A 44-byte packet header overhead for every
packet is incurred when Mobile IPv6 nodes communicate with each other.

In recent years, VoIP, a new Internet application, has been attracting a
great deal of attention. Since VoIP requires exceedingly low delay, it uses
small packets, and much work [14] has been done on compressing not only
the payload of packet but also the headers to reduce delay. The overhead of
packet header length that Mobile IPv6 bears could be a serious problem in
such applications.

In contrast to Mobile IPv6, LIN6 does not incur any overhead on
protocol header length. An LIN6 address contains not only a node identifier
but also an interface locator. As a result, LIN6 supports the concept of sepa-
ration of identifier and locator, but needs no extra protocol headers or
options.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

19.7 Comparison of LIN6 and Mobile IPv6 437



19.7.3 End-to-End Communication

In Mobile IPv6, if a node does not have the binding of a target correspon-
dent mobile node, the packet destined for the mobile node is routed to the
home address and the HA intercepts this packet and forwards it to the
mobile node through IPv6-in-IPv6 tunneling. Thus, Mobile IPv6 does not
always guarantee end-to-end communication.

On the other hand, in LIN6, mapping between the LIN6 generalized
ID and the LIN6 address is performed only at the end nodes, once the map-
ping is obtained from the mapping agent. Thus, LIN6 does not require
additional processing by intermediate nodes for packet delivery and always
guarantees end-to-end communication without using tunnels.

When packets are not transferred end-to-end, issues such as decline in
reliability arise. In Mobile IPv6, if the optimal route is not used, three paths
of communication are required for it to function correctly. That is, a path
from the mobile node to the correspondent node, from the correspondent
node to the HA, and from the HA to the mobile node. When end-to-end
communication is guaranteed, a single path between the mobile node to the
correspondent node is all that is required.

19.8 Summary

This chapter introduced a new network architecture called LINA. LINA
employs the notion of separating the identifier and locator in order to sup-
port mobility and integrates the conceptually separated sublayers into a sin-
gle packet header based on the embedded addressing model. This embedded
addressing model enables LINA to avoid packet length overhead. This
chapter also introduced LIN6, which is a realization of LINA on IPv6 that
provides node mobility to IPv6. LIN6 is compatible with traditional IPv6
and does not affect existent IPv6 infrastructure. This chapter also showed
that LIN6 has several advantages when compared to Mobile IPv6 in terms
of header length overhead and system stability.

Mobility handling of LIN6 was analyzed using the prototype imple-
mentation in an experimental network. LIN6 provides two distinct handoff
mechanisms, mapping update and mapping refresh request, to accommo-
date various security needs, and both mechanisms were evaluated. The
results showed that the mapping update and mapping refresh request can
support handoff on average at 46.4 ms and 49.7 ms, respectively. This is
acceptable to many applications such as VoIP if suitable error correction
mechanisms are used. The experiments also showed that parts of current
IPv6 specifications such as DAD and the random delay in routing advertise-
ment do not adequately support fast mobility.
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Topics for future work include performance comparisons of Mobile
IPv6 and LIN6 and experiments in wide-area commodity networks with
practical applications such as videoconferencing.
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Chapter 20

Distributed Signaling and Routing
Protocols in iCAR*
Hongyi Wu, Chunming Qiao, and Sudhir S. Dixit

20.1 Introduction
The cellular concept was introduced for wireless communication to address
the problem of having scarce frequency resources. It is based on the subdivi-
sion of geographical area to be covered by the network into a number of
smaller areas called cells, and the use of a low-power transmitter to serve
each cell. The limited transmission range of the transceivers allows the fre-
quency to be reused in cells far away from each other, thus increasing the
system’s capacity. In order to avoid potential channel interference resulting
from frequency reuse, however, it creates cell boundaries that prevent the
channel resource of a cell from being accessible to users in another cell.
Thus, a mobile host (MH) in a system can use only the cellular bandwidth
(CBW) of the BTS located in the same cell, which is a subset of the CBW
available in the system. There is no access to CBW in other cells by the MH,
which limits the bandwidth usage and consequently the system capacity.
More specifically, when a connection request arrives in a congested cell that
does not have enough free CBW, this request will be rejected even though
free CBW is available in other cells in the system.

Qiao, Wu, and Tonguz [1] introduced the Integrated Cellular and Ad Hoc
Relaying (iCAR) System to address the congestion problem in cellular sys-
tems and the scalability problem in ad hoc network, and to provide
interoperability for heterogeneous networks. In iCAR, an MH is allowed to
use the bandwidth available in a nearby cell by relaying through ad hoc relay-
ing stations (ARSs), which are placed at strategic locations in a system. By
using ARSs, it is possible to divert traffic from one (possibly congested) cell
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to another (noncongested) cell. This helps to circumvent congestion and
makes it possible to maintain (or handoff) connections involving MHs that
are moving into a congested cell, or to accept new requests for connections
involving MHs that are in a congested cell. Both the analysis and simulation
[1–3] have shown that iCAR can effectively balance the traffic load among
cells, which, in turn, breaks the cell boundaries and leads to significant
increase in system capacity over a conventional cellular system.

The explosive growth of the Internet, and in particular, the introduc-
tion of IPv6 resulting in a huge address space and a phenomenal increase in
the number of mobile users and wireless nodes that all have their own glob-
ally unique IP addresses, has stimulated the interest in the development of
packet switching data services in existing and future cellular systems. While
GPRS and the 3G wireless systems can support packet access in addition to
conventional voice traffic, it is desirable to have a seamlessly converged
next-generation system that is based on IP techniques and supports
connection-oriented services at the same time. This is because IP is a con-
nectionless protocol, and as such it is difficult for it to meet the QoS require-
ments of real-time traffic.

In order to introduce IP into wireless mobile networks, carriers and
infrastructure providers face a major challenge in meeting the increased
bandwidth demand of mobile Internet users, and the bursty and unbalanced
IP traffic will exacerbate this problem of limited capacity in existing cellular
systems. It is expected that congestion will occur in some cells during peak
usage hours or when providing emergency rescue services at a disaster site.
iCAR, with its ability to leverage both the cellular and ad hoc relaying tech-
niques to increase a system’s capacity, is a promising evolution path for the
cellular systems. Nevertheless, in order for iCAR to support real-time IP-
based applications in a wireless mobile environment, efficient signaling and
routing protocols are needed to set up a relaying path with reserved band-
width, so as to guarantee the required QoS.

Although several connection-oriented signaling protocols, such as
RSVP and MPLS, have been proposed for wired data networks, very little
research has been done on QoS-capable connection-oriented packet
switching in the wireless networks, especially for integrated networks with
heterogeneous technologies such as cellular and ad hoc relaying. This chap-
ter presents a distributed signaling and routing protocol for establishing QoS
(i.e., bandwidth)-guaranteed connections in iCAR. When using such a dis-
tributed protocol, each ARS serves as a router and is responsible for relaying
route selection. The packet switching controller (PSC)—which may be the
BSC in GPRS or the radio network controller RNC in 3G systems—only
maintains and provides the current bandwidth usage information of the
BTSs, and is not involved in routing. Intuitively, this allows the protocol to
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scale well to a large number of ARSs and MHs, requiring only minor modi-
fications to the components of the existing cellular system. The perform-
ance of iCAR using the proposed protocol is evaluated via simulations. The
results show that iCAR can effectively improve the system performance in
terms of request rejection rate over a conventional cellular system, albeit
with only a limited increase in signaling overhead.

The rest of this chapter is organized as follows. Section 20.2 reviews
the basic operations and key benefits of the iCAR system. Section 20.3
describes the proposed distributed signaling protocol, including connection
setup and release as well as the ARS routing. Section 20.4 discusses the
simulation and the performance results of the protocols in terms of request
rejection rate and signaling overhead. Finally, Section 20.5 concludes the
chapter and discusses future work.

20.2 An Overview of the iCAR System
This section describes the basic operations and main benefits of iCAR (see
[1] for more details). For simplicity, the following presentation will focus on
cellular systems where each BTS is controlled by a PSC. Major differences
between BTSs and the proposed ARSs are as follows. Once a BTS is
installed, its location is fixed. An ARS, on the other hand, is a wireless com-
munication device deployed by a network operator. It may, under the con-
trol of a PSC, have limited mobility in order to adapt to varying traffic
patterns1 and communicate directly with an MH, a BTS, or another ARS via
the appropriate air interfaces. In addition, it has a much lower complexity
and fewer functionalities as compared to a BTS.

20.2.1 Basic Operations

An example of relaying is illustrated in Figure 20.1 where MH X in cell B
(congested) communicates with the BTS in cell A (or BTS A, which is not
congested) through two ARSs (there will be at least one ARS along which a
relaying route is set up). Note that each ARS has two air interfaces: the C
(cellular) interface for communicating with a BTS and the R (relaying)
interface for communicating with an MH or another ARS. Also, MHs
should have two air interfaces: the C interface for communicating with a
BTS, and the R interface for communicating with an ARS. For example,
the C interface may operate at or around 1,900 MHz in the PCS, and the R
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1 This chapter, however, only considers static ARSs. The benefit of ARSs with limited mobility will be examined
in future work.



interface at 2.4 GHz in the unlicensed ISM band.2 The R interface and the
MAC protocol used are similar to that used in WLANs or ad hoc networks
(see, for example, [4–6]). Note that because multiple ARSs can be used for
relaying, the transmission range of each ARS using its R interface can be
much shorter than that of a BTS, which implies that an ARS can be much
smaller and less costly than a BTS. At the same time, it is possible for ARSs
to communicate with each other and with BTSs at a higher data rate than
MHs can, due to limited mobility of ARSs and specialized hardware (and
power source).

The rest of this section will review two basic relaying operations in
iCAR: primary and secondary relaying.

20.2.1.1 Primary Relaying

In an existing cellular system, if MH X is involved in a new connection
request (as a sender or receiver) but it is in a congested cell B, the new
request will be rejected. In iCAR, the request may not have to be rejected.
More specifically, MH X, which is in the congested cell B, can switch over
to the R interface to communicate with an ARS in cell A, possibly through
other ARSs in cell B (see Figure 20.1). We call this strategy primary
relaying.

With primary relaying, MH X can communicate with BTS A, albeit
indirectly (i.e., through relaying). Hereafter, the process of changing from
the C interface to the R interface (or vice versa) is referred to as switchover,
which is similar to (but different from) frequency-hopping [7, 8]. Of course,
MH X may also be relayed to another nearby noncongested cell other than
cell A. A relaying route between MH X and its corresponding (i.e., sender
or receiver) MH X′ may also be established (in which case, both MHs need
to switch over from their C interfaces to their R interfaces), even though
the probability that this occurs is typically very low.
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Figure 20.1
A relaying example
where MH X commu-
nicates with BTS A
through two ARSs (it
may also communicate
with MH X′ through
ARS 1).

2 It is possible, however, to set aside a (subset of) cellular-band data channel(s) for relaying in order to avoid the
need to equip an existing MH with the additional R interface.
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20.2.1.2 Secondary Relaying

If primary relaying is not possible, because (e.g., in Figure 20.1) ARS 1 is
not close enough to MH X to be a proxy (and there are no other nearby
ARSs), then one may resort to secondary relaying so as to free up the
amount of requested bandwidth from BTS B for use by MH X. Two basic
cases are illustrated in Figure 20.2, where MH Y denotes any MH in cell B
that is currently involved in an active connection. More specifically, as
shown in Figure 20.2(a), one may establish a relaying route between MH Y
and BTS A (or a BTS in any other cell). In this way, after MH Y switches
over, the bandwidth used by MH Y can now be used by MH X. Similarly,
as shown in Figure 20.2(b), one may establish a relaying route between MH
Y and its corresponding MH Y′ in cell B or in cell C, depending on
whether MH Y is involved in an intracell connection or an intercell con-
nection. Note that congestion in cell B implies that there are a lot of ongo-
ing connections (involving candidates like MH Y); hence, the likelihood of
secondary relaying Figure 20.2 should be better than that of primary relay-
ing (Figure 20.1). In addition, although the concept of having an MH-
to-MH connection via ARSs only (i.e., when no BTSs are involved) is
similar to that in ad hoc networking, a distinct feature (and advantage) of the
proposed integrated system is that a PSC can perform (or at least assist in
performing) critical connection management functions such as authentica-
tion, billing, and locating the two MHs and finding and/or establishing a
relaying route between them. Such a feature is also important to ensure that
switchover of the two MHs (this concept is not applicable to ad hoc net-
works) is completed fast enough so as not to disconnect the ongoing con-
nection involving the two MHs or cause severe QoS degradation (even
though the two MHs may experience a glitch or jitter).
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Figure 20.2
Secondary relaying to
free up bandwidth for
MH X: (a) MH Y to
BTS A, and (b) MH
Y to MH Y′.



20.3 Signaling and Routing Protocol
This section describes the proposed distributed signaling and routing proto-
col for iCAR to establish and release bandwidth-guaranteed connections
possibly involving ARS relaying. Such a protocol aims to address the QoS
need of IP-based real-time applications. Since iCAR integrates the cellular
system and ad hoc networks, the signaling protocol is a hybrid of those two
signaling systems, requiring a novel design to search for relaying routes, for
example, in order to achieve a high efficiency.

20.3.1 Connection Setup

Figures 20.3 and 20.4 illustrate the protocol for connection setup. When an
MH (e.g., MH_0) needs to set up a QoS-guaranteed connection to the core
network, it sends a CBW request message CBW_REQ to the BTS located
in the same cell, called home BTS and denoted by H_BTS (see step 1 in Fig-
ure 20.3). H_BTS will forward the message to PSC (see step 2 in Figure
20.3), which is responsible for admission control and bandwidth allocation.
If there is enough CBW available, PSC responds with a CBW allocation
message CBW_AL to H_BTS, which in turn generates a positive acknowl-
edge CBW_ACK to MH_0 (see steps 3a and 4a in Figure 20.3), and the
connection request is satisfied. Otherwise, MH_0 will receive a negative
acknowledge NAK. So far, this is the same as the process in a conventional
cellular system.

20.3.1.1 Signaling for Primary Relaying

What is different in iCAR is that when there is not enough CBW available,
MH_0 will also receive the CBW information of other BTSs in the system
from the PSC (see steps 3b and 4b in Figure 20.3) and try primary relaying
by switching to the R interface. More specifically, it will contact the nearby
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Figure 20.3
Distributed signaling
protocol for connection
request via primary
relay.



ARSs by broadcasting a primary relaying request message P_RELAY_REQ,
which includes the addresses of a set of nearby BTSs with available CBW,
and start a timer T1 at the same time (see step 5 in Figure 20.3). If the MH is
not covered by any ARSs, it will not receive any acknowledgment before
T1 times out, and thus, primary relaying will fail. In this case, the request
will be rejected unless secondary relaying is tried and succeeds (to be dis-
cussed later). When a nearby ARS receives the relaying request, it will look
up its routing table and respond with a positive ARS_ACK if at least one of
the desirable BTSs is reachable (see step 6 in Figure 20.3). After receiving an
ARS_ACK, MH_0 will clear T1 and start another timer T2, which has
longer timeout interval. Meanwhile, the ARSs that have responded posi-
tively try to relay the request message to one of the nearby (or foreign) BTSs
and reserve bandwidth along the relaying path, using a routing protocol to
be described in Section 20.3.2. In the event of any resource shortage, how-
ever, primary relaying will be aborted. For example, between MH_0 and a
nearby ARS, or between two ARSs along the relaying path, a certain
amount of relaying bandwidth (RBW) needs to be reserved. When there is
not enough RBW at an ARS, no relaying traffic could pass through it. In
addition, since each ARS has limited CBW, primary relaying will also fail if
the ARS serving as the last hop of the relaying path runs out of available
CBW and thus cannot communicate with an intended foreign BTS.

If the relaying request message is eventually relayed to a foreign BTS
(denoted by F_BTS in Figure 20.3) that has free CBW, F_BTS will reserve
the CBW and send back a positive P_REPLY_ACK (see steps 7–11 in Fig-
ure 20.3), which may contain bandwidth and hop count information on the
path. If MH_0 receives more than one P_REPLY_ACK message before T2
times-out, it will choose one route to transmit data, and broadcast a relay
cancel message P_RELAY_CL to all other routes to release the reserved
bandwidth.
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Figure 20.4
Distributed signaling
protocol for connection
request via secondary
relay.



Several approaches for route selection by MH_0 involving trade-offs
between bandwidth efficiency and load balancing can be considered:

• Shortest path/minimum distance-bandwidth usage: The distance-
bandwidth is defined to be the product of the requested bandwidth
and the number of hops of the relaying route. This approach mini-
mizes the relaying bandwidth used for data transmission by selecting a
relaying route with a minimum number of hops (or ARSs).

• Fastest path/minimum delay: This approach minimizes the propagation
delay on the relaying path (as well as the latency in selecting a route) by
accepting the first relaying route for which MH_0 receives the posi-
tive P_RELAY_ACK.

• Widest bottleneck: The bottleneck value of a relaying path is defined to
be the minimum free bandwidth (CBW or RBW) over all hops along
the relaying path. In this approach, the path with the largest bottleneck
value will be chosen for relaying.

• Widest path: This approach is based on the inverse of the width of a re-
laying path, which is defined to be 1

0
/ _Free BW

i

N

=∑ in which

Free_BW is the free bandwidth (CBW, RBW) at each hop, and N is
the total number of hops. The lower the value, the wider the path.

20.3.1.2 Signaling for Secondary Relaying

If primary relaying fails, MH_0 will try secondary relaying by sending a
S_RELAY_REQ message to H_BTS (see step 1 in Figure 20.4), which
keeps the addresses of the active MHs within its cell coverage in a table
MH_TB. After receiving S_RELAY_REQ, H_BTS will contact the active
MHs by broadcasting a S_RELAY_REQ message that includes the
addresses of a set of BTSs with enough free CBW (see step 2 in Figure 20.4)
and will start a timer T3. Whenever a MH (e.g., MH_1) receives the
S_RELAY_REQ message, it will try to set up a relaying path in the same
way as that used for primary relaying (see steps 3–10 in Figure 20.4). After it
receives a positive REPLY_ACK, the MH will send an acknowledge
S_RELAY_OK to H_BTS (see step 11 in Figure 20.4), which may receive
multiple such acknowledges before T3 times out, and will send
S_RELAY_ORDER to the best one to confirm the usage of that relaying
path (see step 12a in Figure 20.4). In addition, it will broadcast a
S_RELAY_CL message to all other MHs and ARSs to cancel the reserved
bandwidth (see step 12b in Figure 20.4). After receiving a
S_RELAY_ORDER message, the MH will switch to the relaying path and
release its CBW, which may be in turn used by MH_0. If none of the MHs
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in MH_TB can do a successful relaying, H_BTS sends a NAK to MH_0 and
this request will be blocked.

So far we have discussed the scenario where a MH is the sender. If the
MH is a receiver, the request message will be routed from PSC to the corre-
sponding BTS (e.g., BTS_Y) in which the MH is located. When BTS_Y is
congested, it will request that the MH find a relaying path to another BTS
that has free CBW. If either primary or secondary relaying is successful,
BTS_Y will inform PSC to reroute the incoming data (either for this MH if
primary relay is applied, or for another MH if secondary relay is applied) to
the new BTS.

20.3.2 ARS Routing

This section discusses multihop relaying among ARSs (Figure 20.5). The
ARSs in iCAR form a special type of ad hoc networks, which have the fol-
lowing properties. First, a network of ARSs is usually small in size (dozens of
nodes), and there are multiple such networks separated from each other
covering different cells. Only when the ARSs cover the entire cellular sys-
tem does the ARS network become a big, single ad hoc network. Second,
ARSs have low (or no) mobility and are controlled by the system, while
most of current research work about ad hoc networks focus either on large
systems with hundreds and thousands of nodes (e.g., sensors) or small sys-
tems with highly unpredictable end user–controlled mobility. Due to these
special properties, ARS routing in iCAR will be different from routing in
pure mobile ad hoc networks (Figure 20.5).

In addition, none of the existing well-known wireless ad hoc network
and wired network routing protocols can be used in iCAR without any
modifications. More specifically, the reactive protocols for ad hoc networks
(e.g., AODV [5], DSR [6], and so on) flood the route discovery message,
which may waste system resources by reserving bandwidth in many BTSs
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Figure 20.5
A example of ARS
routing, where two
relaying routes are
established.



and along many relaying routes. On the other hand, most proactive routing
protocols only maintain a shortest or most stable path [4]. But in iCAR, a
blocked MH wants to find relaying paths to any nearby BTS, and hence
multiple choices are desirable for traffic engineering purposes (see the route
selection approaches described in Section 20.3.1). Here, we propose a
modified distance vector protocol for ARS routing. The main motivations
behind choosing distance vector-based routing are that each ARS only
needs to exchange information with its immediate neighbors and the ARS
network is fairly stable so the slow-convergence of distance vector-based
routing is not an serious issue. Nevertheless, route metrics need be aug-
mented as discussed below.

Each ARS maintains a routing table, which includes the addresses of
reachable BTSs, the next hops to reach the BTSs (e.g., the addresses of other
ARSs or the BTSs themselves), and the total number of hops to reach those
BTSs. An example of an ARS routing table is shown in Figure 20.6(a).
Since the number of BTSs—especially the reachable BTSs by an ARS via
relaying in a system—is not usually large, it is feasible to include all reachable
BTSs in a single table. In addition to the routing table, an ARS also main-
tains the free bandwidth information (RBW, CBW) of itself and the neigh-
boring ARSs [see Figure 20.6(b)].

When an ARS powers on, it detects the current reachable BTSs and
initializes the routing table by putting their addresses into it [see the first two
entries of the routing table in Figure 20.6(a)]. Then, the ARS periodically
broadcasts update information including its routing table entries [in Figure
20.6(a)] as well as the bandwidth information [Figure 20.6(b)] to neighbor-
ing ARSs. Whenever an ARS receives an update message from a neighbor,
it adds the reachable BTSs of the neighboring ARS into its routing table and
records the neighboring ARS as the next hop. If two entries have the same
BTS address and next hop, only the one with the shorter distance in terms of
the number of hops will be kept. If there are N cells in the system and an
ARS has M ARS neighbors, the maximum number of entries in its routing
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Figure 20.6 (a) An example of ARS routing table; (b) an example of a bandwidth information table assuming that
initially there are 10 units of RBW and 3 units of CBW; and (c) an example of ARS routing buffer; all maintained at
ARS_0, which is assumed to be along the border of two cells in which BTS1 and BTS2 are located (see Figure 20.5).



table is N (M + 1). An ARS will also update the bandwidth information of
neighbors. The frequency of sending update messages can be adjusted
according to the signaling traffic load, and it is usually low because the ARSs
have low (or no) mobility.

Whenever an ARS receives a relay request message RELAY_REQ,
which includes the source MH address and a set of foreign BTS addresses, it
looks up the routing table. If a foreign BTS is found to be reachable and free
CBW (if the next hop is BTS) or RBW (if the next hop is ARS) is available,
it reserves RBW/CBW, stores the routing information into what we call
the routing buffer [as shown in Figure 20.6(c)], and relays the message to the
next hop. The relaying path in the routing buffer is identified by the con-
nection ID, which is equal to the address of the requesting MH in this
example. If there is more than one choice of next hop, the one with the
shorter path is chosen. If more than one shortest path exists, the ARS will
relay the message to the next hop with the most free bandwidth. When the
destination BTS is reached, an acknowledgment message ACK containing
the total number of hops, the bottleneck link bandwidth, and/or the width
of the relaying path (as defined in Section 20.3.1) will be sent back to the
source MH. Here, the routing algorithm finds a shortest path and as a tie-
breaker, chooses a wider next hop. The source MH will select either a
shortest, fastest, widest bottleneck, or widest path later on. Otherwise, if the
message cannot be relayed further, the ARS sends a NAK to the previous
hop. When an ARS receives the NAK, it removes the corresponding entry
in the routing buffer, releases the reserved RBW/CBW, and looks up the
routing table again and tries to find other possible routes. If the route is
already in the routing buffer, the signaling message or data packets will be
relayed immediately (see further discussion in the next section about route
caching).

20.3.3 Connection Release

When data transmission is completed, the MH sends a connection release
message to either the BTS (if without relaying) or the ARS (if with relaying)
(Figure 20.7). The ARSs on the relaying path release the reserved
RBW/CBW and forward the release message to the BTS, which provides
CBW, and the latter will release the bandwidth and update the bandwidth
information to the PSC. Although the bandwidth is released, the routes in
the relaying buffer will be kept and attached with a timer, which is reset
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Figure 20.7
Signaling protocol for
connection release.



whenever the route becomes active. When the timer times-out, the route
will be flushed out from the routing buffer.

20.4 Simulation Results and Discussion

To evaluate the system performance in terms of request rejection probabil-
ity and signaling overhead, a simulation model has been developed using
PARSEC language [9] and GloMoSim simulator [10]. The simulated sys-
tem includes a cell X and its neighboring cells (see Figure 20.8), which are
controlled by a PSC. The cells are modeled as hexagons with the center to
vertex distance of 2 km. For simplicity, each connection is assumed to
require 1 unit bandwidth, while each BTS has 50 units of CBW. An ARS
covers an area whose radius is 500m, and is randomly placed in the bound-
ary region of cell X, which is bounded by two dashed circles as shown in
Figure 20.8. Figure 20.8(a) shows the case where 30 ARSs are deployed in
the area between two dashed circles whose radii are 2,500m and 1,500m,
respectively. Figure 20.8(b) shows that there are 60 ARSs between the two
dashed circles whose radii are 2,500m and 1,000m, respectively. Note that
since the ARSs are randomly distributed, not all of them result in effective
coverage. In particular, some ARSs cannot relay traffic from one cell to
another either directly or through other ARSs. The signaling protocol dis-
cussed in Section 20.3 has been implemented with various parameters, such
as the number of ARSs, the amount of CBW and RBW of each ARS, and
the traffic intensity in cell X. Here, the traffic intensity is in Erlangs, which is
the product of request arrival rate (Poisson distributed) and the holding time
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Figure 20.8 ARS placement in the simulated system. The cell in the center is the cell being considered (cell X): (a) 30
ARSs and (b) 60 ARSs.



(exponentially distributed). In order to obtain converged statistical results,
1,600 MHs are simulated and randomly placed in the system. The simula-
tion runs for 100 hours for each traffic intensity before the results are
collected.

Although the results are not shown here, the path selection schemes dis-
cussed in Section 20.3 have only little impact on the performance, and none
of them performs definitely better than the others. Nevertheless, in most
situations, the shortest path/minimum bandwidth approach achieves good
results. Therefore, in the following discussion, it is adopted as the default
approach. The request rejection rates for primary and secondary relaying are
shown in Figure 20.9. The performance improvement of an iCAR system
in terms of the request rejection rate is due to the relaying ability of a system,
which in turn depends on the effective ARS coverage and the amount of
relaying bandwidth. With the increase in the number and coverage of
ARSs, the rejection rate of primary and secondary relaying is reduced sig-
nificantly, as expected. In addition, increasing the bandwidth will also help
reduce the request rejection rate. Specifically, increasing CBW of ARSs
from 1 unit to 3 units may reduce the request rejection rate by about 50% in
secondary relaying. Nevertheless, ARS coverage has a stronger impact on
the system performance than relaying bandwidth.

The signaling overhead of PSC is shown in Figure 20.10. (The results
for ARSs, BTSs, and MHs show similar trends and are thus omitted.) As can
be seen, the number of signaling messages increases with the traffic intensity
since a higher traffic intensity results in more relaying requests, and therefore
more signaling overhead. It is interesting to note that the primary relaying
increases the average overhead by a little but not much, because only the
MHs associated with the blocking requests will generate signaling messages.
On the other hand, secondary relaying results in an exponential increase in
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Figure 20.9 Request rejection rate in cell X: (a) primary relaying, and (b) secondary relaying.



signaling overhead since many MHs and ARSs are involved in each secon-
dary relaying request.

The number of ARSs is another important factor that affects the signal-
ing overhead. As can be seen from Figure 20.10, the number of signaling
messages increases with the number of ARSs because, with more ARSs,
more MHs whose requests have been rejected initially by PSC will try pri-
mary or secondary relaying. In addition, increasing the number of ARSs
will not only increase the ARS coverage but also (in this simulation)
increase the density of the ad hoc network (see Figure 20.8), and conse-
quently increase the connectivity of ARSs. Accordingly, ARSs will search
for many more possible relaying routes for secondary relaying in a densely
connected network (e.g., with 60 ARSs) than in a sparsely connected net-
work (e.g., with 30 ARSs), although on the positive side, this will also result
in a much higher possibility of successfully finding a relaying route.

Although separate results for connection setup and release are not
shown here, many of the extra signaling messages in iCAR are introduced
by the search for relaying routes, especially in secondary relaying. Accord-
ingly, the connection release requests result in only a small portion of total
signaling overhead. In addition, it should be noted that most of the signaling
messages are short and therefore may be squeezed into existing signaling or
data packets without significantly increasing additional bandwidth require-
ment for signaling.
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Figure 20.10
Signaling overhead in
PSC per successful
connection.
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20.5 Conclusion and Future Work
This chapter has presented distributed signaling and routing protocols for
establishing QoS (e.g., bandwidth)-guaranteed connections in the next-
generation wireless system called iCAR. In particular, it has discussed the
distributed signaling and routing protocol for establishing relaying routes
from a MH to a BTS in a nearby cell via ARSs. The performance of the pro-
posed protocol has been evaluated in terms of request rejection rate and sig-
naling overhead through simulations. The results have shown that iCAR,
with the proposed distributed signaling protocols, can effectively reduce the
request rejection rate with a limited increase in signaling overhead when
compared with a conventional cellular system.

This work represents a first step in evolving cellular systems to support
connection-oriented data traffic. It is to be followed by further work, which
will evaluate the connection latency and the soft capacity improvement in
the CDMA systems, and enhance the signaling and routing protocol by
allowing the ARS to maintain and utilize the relaying bandwidth of not
only the neighboring ARSs but also those multihop away, and taking
advantage of the assistance of PSC. In addition, the ARS mobility will be
studied and supported by the protocol.
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Chapter 21

Reducing Link and Signaling Costs
in Mobile IP*
Ian F. Akyildiz and Young J. Lee

21.1 Introduction

IP mobility support is becoming very important since the Internet is grow-
ing quickly and wireless communications technology is advancing. The
basic Mobile IP [1] was proposed to provide IP mobility support. It intro-
duces three new functional entities: mobile node (MN), HA, and FA.

Although the basic Mobile IP proposes a simple and elegant mechanism
to provide IP mobility support, there is a major drawback, where each
packet destined to the MN must be routed through the HA along an indi-
rect path. This is known as the triangle routing problem.

The so-called Route Optimization Protocol (RO) [2] was proposed by the
IETF to solve the triangle routing problem. When packets are sent from a
correspondent node (CN) to an MN, if the CN has a binding cache entry for
the MN, they can be directly tunneled without the help of the HA to the
COA indicated in the binding cache. In this scheme, route optimization is
achieved by sending binding update messages from the HA to the CN. In
Mobile IPv6 [3] binding update messages are sent from the MN to the CN.
Moreover, the FA smooth handoff scheme [2] allows packets in flight or
sent based on the out-of-date binding cache to be forwarded directly to the
MN’s new COA.

The major drawback of the IETF RO [2] is that there are additional
control messages such as binding warning and binding update, which cause
communication overhead and introduce high signaling and processing load
on the network and on certain nodes. Some mechanisms such as the local
anchoring scheme [4], regional registration [5], and the hierarchical
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management scheme [6] have recently been proposed to reduce signaling
costs and communication overhead.

This chapter is motivated by the question: “Does route optimization
need to be performed whenever an MN hands off, and a previous FA
receives packets destined to the MN? What if route optimization is per-
formed only when certain conditions are satisfied by doing that?” If the
route optimization is not performed as often as it is in the IETF RO, signal-
ing and processing load will be reduced. This question naturally leads to two
issues:

1. How to guarantee that the packets destined to the MN are routed
temporarily along a suboptimal path without performing route opti-
mization;

2. When to perform route optimization.

For the first issue, the FA smooth handoff scheme [2] gives an answer.
By keeping the previous FAs serving as forwarding pointers until route opti-
mization is performed, it can be guaranteed that IP datagrams are routed
along a suboptimal path. This mechanism is named a route extension because
it simply extends the routing path from the previous FAs to the current FA.
For example, in Figure 21.1, FA1 forwards packets to FA2, FA2 forwards
them to FA3, and finally the packets are delivered to the MN through the
FA3.

This chapter focuses on the second issue. Although the route optimiza-
tion increases the network utilization by allowing packets to be routed along
an optimal path from the CN to the MN, it will also increase the signaling
load of the network and the processing load of certain nodes. One knows
from this fact that there is a trade-off between the network resources con-
sumed by the routing path and the signaling and processing load incurred by
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the route optimization. The decision of when to perform route optimiza-
tion needs to be considered based on the following:

1. The network resources consumed by the routing path;

2. The signaling and the processing load;

3. The QoS requirements.

In IETF RO, when an FA receives a tunneled packet, and if it has the
binding cache entry for the MN and does not have the visitor list entry for
this MN at that point, the previous FA then sends a binding warning mes-
sage to the MN’s HA advising it to send a binding update message to the
CN (Figure 21.2).

Regarding this FA-initiated route optimization, it is proposed that the
previous FA should not send the binding warning message to the HA. In the
new scheme, it is proposed that route optimization should be initiated by
the current FA.

A mathematical model is developed to determine when to perform
route optimization. Link cost and signaling cost functions are introduced to
capture the trade-off. The objective of this chapter is to find a cost-efficient
scheme for route optimization that minimizes the total cost function defined
as the sum of the link and signaling cost functions. The simulation results
show that the proposed scheme significantly reduces the signaling costs
caused by IETF RO and provides the lowest total costs.

The rest of this chapter is organized as follows. In Section 21.2, the
mathematical model is described and the decision model is provided. In
Section 21.3, the performance evaluation is presented. Finally, Section 21.4
concludes the chapter.
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21.2 The New Cost-Efficient Scheme

21.2.1 The Mathematical Model

The decision must be made in the time interval [ti, ti+1] between the current
handoff at ti and the next handoff at ti+1 whether to perform route optimiza-
tion or not.

As stated before, there is a trade-off between the network resources util-
ized by the routing path and the signaling and processing load incurred by
route optimization. Two cost functions are introduced to capture the
trade-off: the link and signaling cost functions. The link cost function is
denoted by g(xi(αi)) where xi(αi)is the number of links in the routing path
between the CN and the FA during the ith period and αi ∈ {RO, NRO}
where RO is the action that performs route optimization, and NRO is the
action without route optimization. The signaling cost function is denoted
by h(yi, αi) where yi is the number of links in the shortest path between the
current FA and the previous FA during the ith period.

The total cost function is then defined as the sum of these two cost
functions:

f x y g x h yi i i i i i i i( ( ), , ) ( ( )) ( , )α α α α= + (21.1)

Let π(i) denote a sequence of actions, (α1, α2, …, αi), which are taken
sequentially during the occurrence of i handoffs. This sequence π(i) is called
a route optimization sequence. Let Gi

π(i) denote the accumulative link cost, Hi
π(i)

the accumulative signaling cost, and Fi
π(i) the total accumulative cost under

the route optimization sequence π(i), respectively. Then,

G g xi
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j j
j
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=
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j j
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F f x y g x h yi
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j j j j
j

i

j j j j
j

π α α α α( ) ( ( ), , ) { ( ( )) ( , )}= = +
= =
∑

1 1

i

∑ (21.4)

where π(i) = (α1, …, αi). Here xj(αj) and yj are network parameters.
When a route optimization is performed under the sequence π(i) dur-

ing the ith period, a signaling cost, h(yi, αi), is incurred. In this case the sig-
naling cost, h(yi, αi), can be decomposed as follows:
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h y v y ki i i i i( , ) ( ) ( )α α= + (21.5)

where v(yi) is a variable signaling cost function that is independent of αi, and
ki(αi) is a portion of signaling cost that depends on αi; that is,

k
K if RO

if NROi i
i

i

( )α
α

α
=

=
=



 0

(21.6)

In (21.5) the two terms reflect the cost of sending a binding update mes-
sage from the current FA to the previous FA, sending a binding warning
message from the current FA to the HA, and sending a binding update mes-
sage from the HA to the CN. Here, it is assumed that every cost function is
linear. Then, the link cost function, g(xi(αi)), during the ith period becomes

g x A T xi i i i i( ( )) ( )α α= ⋅ ⋅ (21.7)

where A represents the average link cost per link that captures the band-
width consumed by the routing path of length xi(αi), and Ti represents the
sojourn time of the MN from the ith handoff to the next handoff.

The variable signaling cost function v during the ith period becomes

v y B yi i( ) = ⋅ (21.8)

where B represents the average signaling cost per link in the path of length
yi.

Thus, (21.9) is obtained from (21.4), (21.5), (21.7), and (21.8).
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where π(i) = (α1, …, αi).

21.2.2 Optimal Solution

The objective of this section is to find the optimal sequence which is
denoted as πopt(i), which minimizes the expected value of total cost Fi

π(i) in
(21.9).

E F E F A xi

i

i
i

i

i
j j

opt[ ] min [ ] min ( ( )
( )

( )

( )

( )

π

π

π

π
α= = ⋅

∈ ∈Π Π
⋅ + ⋅ +

=
∑ E T B y kj j j j
j

i

[ ] ( ))α
1

(21.10)
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where π(i) = (α1, …, αi), and Π is the set of all possible sequences of π(i).
If a route optimization is performed during the ith period, the shortest

path between the CN and the current FA will be selected as the routing
path. Thus, the length of the routing path will be xi′ in this case, where xi′ is
the number of links in the shortest path between the CN and the current FA
during the ith period. If the route optimization is not performed during the
ith period, then an extended path will be the routing path, and the length of
the routing path during the period will be xi–1(αi–1) + zi where

z
y if MN visits a new FA

y otherwisei

i

i

=
− ′





(21.11)

where yi′ is the number of links that will be reduced after the ith handoff.
For example, in Figure 21.2, yi+1′ will be yi if MN handoffs back to FA1 at
time ti+1.

This situation is detailed in Figure 21.2 and can be summarized as
follows:

x
x z if NRO

x if NRO
i i

i i i i

i i

( )
( )

α
α α

α
=

+ =

′ =




− −1 1 (21.12)

where xi′= xi–1(αi–1) + zi.
In general, the source routing is not being adopted in the Internet. Even

though it is being used, network parameters cannot be known completely as
networks grow bigger and become more complex [7, 8]. Thus, xi(αi) and xi′
are not available in every node. Without knowledge of these parameters,
(21.10) cannot be solved. However, it can be easily solved if the model is
restricted within intradomain (intrasubnet) handoff where yi = yj for i ≠ j,
and a reasonable assumption is made—when handoffs occur in the same
domain (subnet), the length of the shortest path between the CN and any
FA is the same (i.e., xi′ = xj′ for i ≠ j). This assumption is reasonable because
the shortest path between the CN and any FA in the same domain will pass
through the main router of the domain.

Let i-stage denote the decision stage when the decision whether to per-
form route optimization or not is made during the ith period. In the i-stage,
it can be thought that the routing path has been extended n times without
performing route optimization after the last one was performed, where n is
an integer. Thus, in the i-stage,

x x Zi i i n i j
j

n

− − − − −
=

= ′ +∑1 1 1
1

( )α (21.13)
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But x′i–n–1= xi′ by the above assumption. Hence, (21.13) becomes

x x Zi i i i j
j

n

− − −
=

= ′ +∑1 1
1

( )α (21.14)

Finally, (21.12) becomes

x
x Z if NRO

x if NRO
i i

i i n i

i i

( )
,

α
α

α
=

+ =

′ =




(21.15)

where Z Zi n i jj

n

, = −=∑ 0
.

Note that Zi,n is the length of the path between the COA and the cur-
rent FA that is known within a domain. The expected value E[Fi

π(i)] in
(21.10) will be sequentially minimized with fixed α1, α2, …, αi–1 by solving
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To calculate the total accumulative cost Fi
π(i) in (21.4) and make an

appropriate decision in the i-stage, all that is needed to know are the current
length xi–1(αi–1) of the routing path, the length yi of the path between two
adjacent FAs, and the length xi′ of the shortest path between the CN and the
current FA. Let si–1 = (xi–1(αi–1), xi′, yi) denote the current state vector in the
i-stage. The decision can be made only based on the current state vector si–1,
and the next state vector si will be determined based on si–1 and the action αi

taken in the i-stage. From this fact, it can be known that the decision model
is Markovian, that is, memoryless.

The decision in each stage must constitute the optimal sequence πopt(i).
f(xi(NRO),yi,NRO) is the total cost that will be incurred during the ith
period when the action NRO is taken, and f(xi(RO),yi,RO) is the one that
will be incurred during the ith period when the action RO is taken. Then
the expected value of total accumulative cost, E[Fi

πopt(i)], becomes

E F E F f x NRO y NROi

i

i

i

i i
opt opt[ ] [ min( ( ( ), , )

( ) ( )π π= +−
−

1

1
, ( ( ), , ))]f x RO y ROi i

(21.17)

From (21.17) a decision rule can be found.
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Decision Rule:

if E f x NRO y NRO E f x RO y ROi i i i[ ( ( ), , )] [ ( ( ), , )]≥
then α i RO=
else α i NRO=
end if

where E[f(xi(NRO),yi,NRO)] = A ⋅ E[Ti] ⋅ (xi(NRO) + B ⋅ (yi + 0 =
AE[Ti] (xi′+Zi,n) + B ⋅ yi, and E[f(xi(RO),yi,RO)] = A ⋅ Ε[Ti]xi(RO) +
B ⋅ yi + K = A ⋅ E[Ti] ⋅ xi′+ B ⋅ yi + K, which can be derived from (21.15).
The condition E[f(xi(NRO),yi,NRO)] < E[f(xi(RO),yi,RO)] means that
A ⋅ E[Ti] ⋅ Zi,n < K; that is, Zi,n < K / (A ⋅ E[Ti]).

Thus, the optimal sequence, πopt(i), can be obtained by following the
above decision rule in each decision stage.

21.3 Performance Evaluation
In this section, the performance of the proposed scheme, πopt(N), is evalu-
ated for route optimization, and it is compared with other schemes that are
explained below:

• Scheme 1: The proposed optimal sequence, πopt(N);

• Scheme 2: Always perform route optimization. πARO(N) = (α1, …, αN)
where αi = RO for i = 1, …, N;

• Scheme 3: Never perform route optimization. πNRO(N) = (α1, …, αN)
where αi = NRO for i = 1, …, N.

The sequence πARO(N) represents the IETF RO [2] while πNRO(N) is a
heuristic scheme. To obtain numerical results, it is assumed that N intrado-
main handoffs occur during a session and that B is equal to A. The perform-
ance metrics are the total cost per session FN

π(N) (21.9), the signaling cost per
session HN

π(N) (21.3), and the number of route optimizations per session. In
the simulation model, the number of handoffs within a domain N is
assumed to be uniform random variable whose average value M is assigned
during a session, and the sojourn time of an MN within a subnet is assumed
to be exponentially distributed.

21.3.1 The Total Cost

The total cost per session is the sum of link cost and signaling cost per ses-
sion. Equation (21.9) is used to compute the total cost per session for
sequences πopt(N), πARO(N), and πNRO(N).
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In (21.9) the first term reflects the network resources utilized by the
routing path during a session, while the others explain the signaling load
incurred by the route optimization. The sequence πopt(N) is the one that can
be found by following the decision rule of the previous section in each deci-
sion stage.

Figure 21.3 shows the total cost versus average link cost per link A dur-
ing a session. The sequence πopt(N) shows the lowest total cost among the
given sequences. The numerical result shows that the total cost under the
sequence πopt(N) is 20.0 % lower than that under the sequence πARO(N) on
the average. For each sequence the total cost increases as A does. When the
average link cost per link A is low, no difference can be observed between
the results of πopt(N) and πNRO(N) because there is no advantage of perform-
ing route optimization. Under the sequence πARO(N), however, route opti-
mization is performed regardless of A causing the additional signaling cost.
As A increases, the frequency of route optimization becomes higher, and
thus, it can be observed that the results of πopt(N) and πARO(N) converge.

Figure 21.4 shows the total cost versus average number of intradomain
handoffs M during a session. The sequence πopt(N) shows the lowest total
cost among the given sequences. When the frequency of intradomain hand-
off is low, there is only a slight difference among the results of the given
sequences. However, the results of the sequences diverge, and thus the gap
between the results of πopt(N) and πARO(N) becomes bigger as the frequency
increases.
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Figure 21.3
Total cost versus aver-
age link cost per link
A (B = A, K = 3,
M = 20).



21.3.2 The Signaling Cost

The signaling cost per session is incurred by performing route optimizations
during the session. Equation (21.3) is used to compute the signaling cost per
session for sequences πopt(N), πARO(N), and πNRO(N).

Whenever each handoff occurs, the decision must be made whether to
perform route optimization or not. If route optimization is determined to
be performed after a handoff, it causes the additional signaling cost and
(21.3) captures it.

Figure 21.5 shows the signaling cost versus average link cost per link A
during a session. As it can be seen in the figure, the signaling cost of each
sequence increases as A does. When A is low, no difference is seen between
the results of the sequences πopt(N) and πNRO(N) because no route optimiza-
tion is performed in that period. It is observed that the signaling cost of
πopt(N) is significantly reduced compared with that of πARO(N). The numeri-
cal result shows that the signaling cost under the sequence πopt(N) is 83.0%
lower than that under the sequence πARO(N) on the average.

Figure 21.6 shows the signaling cost versus average number of intrado-
main handoffs M during a session. In this figure it can be also observed that
the signaling cost of πopt(N) is significantly reduced compared with that of
πARO(N).

Under the sequence πARO(N), the signaling cost grows linearly as M
increases because the more frequently intradomain handoffs occur the more
route optimization is performed. Under the sequence πopt(N), however, the
signaling cost grows slightly as A increases because route optimization is not
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Figure 21.4
Total cost versus aver-
age number of intrado-
main handoffs M (A
= B = 0.1, K = 3).



always performed whenever intradomain handoff occurs, which reduces the
signaling cost significantly.

21.3.3 The Number of Route Optimizations

Figure 21.7 shows the number of route optimizations versus average link
cost per link A. As A increases, the number of route optimizations under
πopt(N) grows slowly. When A is low, no route optimization is performed
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Figure 21.5
Signaling cost versus
average link cost per
link A (B = A,
K = 3, M = 20).

Figure 21.6
Signaling cost versus
average number of in-
tradomain handoffs M
(A = B = 0.1,
K = 3).



under the sequence πopt(N) because there is no advantage in performing
route optimization. The number of route optimizations increases as A does
because it is more profitable to perform route optimization from a cost point
of view.

Figure 21.8 shows the number of route optimizations versus number of
intradomain handoffs during a session. In this figure it can be observed that
the number of route optimizations under the sequence πopt(N) increases
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Figure 21.7
Number of route op-
timizations versus av-
erage link cost per link
A (B = A, K = 3,
M = 20).

Figure 21.8
Number of route
optimizations versus
average number of
intradomain handoffs
M (A = B = 0.1,
K = 3).



slowly as the frequency of intradomain handoff increases, which results in
the reduction of the signaling cost and the total cost.

In the simulation the sequence πopt(N) shows the best performance
compared with other sequences. The optimal sequence πopt(N) reduces the
signaling cost caused by route optimization and provides the lowest total
cost.

21.4 Summary
In this chapter, a cost-efficient scheme for route optimization was proposed
to reduce the signaling cost caused by the route optimization. Link cost
function represents the network resources utilized by the routing path;
while signaling cost reflects the signaling and processing load incurred by
route optimization. A Markovian decision model was presented to find an
optimal sequence for route optimization. The model was restricted to intra-
domain handoff to simplify the decision process. A decision rule is derived
from this model. The optimal sequence πopt is obtained by following the
decision rule in each decision stage.

The performance of the optimal sequence πopt is compared with the
other sequences πARO and πNRO. The simulation results show that the opti-
mal sequence πopt provides the lowest total costs among the given sequences.
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Chapter 22

Enabling WAP Handoffs Between
GSM and IEEE 802.11b Bearers
with Mobile IP
Daniel Prötel, Nikolaus A. Fikouras, Stefan Aust, and Carmelita Görg

22.1 Introduction

Mobile Internet access accounts for only a small proportion of Internet
users. However, wireless Internet access devices are becoming increasingly
popular and are expected to overtake the desktop computer as the preferred
Internet access medium [1]. Projections predict that the penetration of
Internet-ready wireless phones will sustain a double and triple digit growth
through 2004 [1]. By that time a wide range of wireless access technologies
(bearers) with different properties but capable of bearing Internet traffic will
be available. This will lead to a demand for roaming services between
homogeneous and heterogeneous bearers without further customization or
interruption of active communications.

WAP [2] is the de facto world standard for the presentation and delivery
of wireless information and telephony services on mobile phones based on
wide manufacturer commitment representing 90% of the world market [3].
WAP was created as a global wireless protocol standard with enough capac-
ity to be deployed across all wireless bearers. The original specification,
however, did not include any considerations for enabling WAP mobile cli-
ents and other architectural components (server, gateway) to roam while
communicating. This is a significant disadvantage because it forces users to
remain under the influence of a single provider or bearer technology despite
utilizing mobile devices. It is also forecasted that mobile users might wish to
host their own architectural components such as WAP servers or WAP
gateways in order to provide WAP services to themselves or those around
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them (e.g., a scenario that includes ad hoc networks). Such a vision is not
supported in the present standardization of WAP.

A solution to this problem can be provided through Mobile IP [4]. This
is an extension of the IP that introduces mobility management facilities into
the basic design. Despite the incompatibilities between the WAP and
TCP/IP protocol stacks, certain configurations of WAP rely on a TCP/IP
infrastructure for packetization (datagram construction) and routing. More
specifically, the connection-oriented mode of the WAP Wireless Session Pro-
tocol (WSP) [5] operates on top of the Wireless Transaction Protocol (WTP) [6],
which requires a datagram service such as UDP. In turn, UDP datagrams
form the payload of IP packets that traverse the Internet fabric with respect
to IP routing mechanisms. Consequently, if IP routing mechanisms can be
brought through Mobile IP to support mobility management, then WAP
communications can seamlessly benefit from this.

IP was originally designed to interconnect heterogeneous wireline net-
works. This integrating property of IP is inherited by its Mobile IP exten-
sion that focuses on mobile environments. For IP/Mobile IP the individual
properties of the underlying network access technology that delivers the IP
traffic is transparent. As such, the problem of integrating heterogeneous
bearers is reduced into a matter of Internet routing [7]. In this manner WAP
handoffs between various bearers can be realized.

The WAP specification defines the default size of the WSP service data
unit (SDU) at 1,400 bytes [5]. It is within the WSP capabilities to negotiate a
larger size. Moreover, the WTP layer is able to handle greater SDU sizes by
using segmentation and reassembly (SAR). However, the most popular WAP
gateway implementations do not support increased SDU sizes [8] and there-
fore restrict the total amount of data transported to a mobile client during a
communication to the default size. This poses a significant problem when
determining the performance of the WAP protocol stack over high-
bandwidth WLANs such as IEEE 802.11b [9]. In order to overcome the
aforementioned problem, a client-server software (wapbench) was developed
that emulates a WAP communication between a mobile client and a WAP
gateway. The wapbench allowed for the realization of extended communica-
tions that enabled the evaluation of WAP performance over GSM and IEEE
802.11b as well as during Mobile IP handoffs between them.

The investigated scenarios involve WAP communications based on the
second WTP transaction service class that provides a reliable one-way
request communication [6] similar to the Stop & Wait ARQ protocol. For
Mobile IP handoffs, the SunLabs Mobile IP implementation [10] was
extended to support the Hinted Cell Switching (HCS) Move Detection algo-
rithm [11] for enhanced performance.

This study is restricted to the investigation of WAP handoffs with
Mobile IP between GSM and IEEE 802.11b. The study describes the
mobility support, based on Mobile IP, for all architectural components used
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by WAP. All conclusions drawn, however, should be applicable for mobil-
ity between any other Internet-capable wireless and wireline bearer.
Moreover, the Mobile IP provides mobility support, which can be used for
all IP-based network components (clients, gateways, and servers).

22.2 Reinventing in the Name of Wireless

WAP is a protocol stack with a focus on wireless environments developed
by the WAP Forum. To best address the needs of the widest possible popu-
lation of end users, WAP was designed to work optimally with all air inter-
faces (bearers). Based on the exceptional character of wireless environments
and handheld devices, WAP defined a new standard for the IP. Meanwhile,
through wide manufacturer commitment representing more than 90% of
the world market, WAP managed to become the de facto standard for the
presentation and delivery of wireless data on mobile phones [3].

To enable access to Internet resources, the WAP architecture intro-
duced the WAP gateway, a proxy responsible for performing protocol and
content translation between TCP/IP and WAP stacks [2]. Figure 22.1 illus-
trates the protocol profile of a WAP communication over GSM circuit
switched data (CSD) where a mobile terminal is accessing Internet resources
residing at the content provider. It can be seen that the WAP gateway inter-
venes in the communication between the mobile terminal and its commu-
nication peer.

The introduction of a portal between the global Internet and any WAP
network provided two alternative service model options. The WAP Forum
was confronted with the fundamental design question of either enabling a
WAP terminal to access any public Internet resource or restricting it to the
service provider’s custom applications. Deciding that handheld Internet
access is not about Web surfing, the WAP Forum chose for custom provider
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Figure 22.1
The protocol profile
of WAP over
GSM-CSD.



services, one of which would provide limited Internet access [12]. The most
important disadvantage of WAP, however, in the scope of this study, is its
lack of considerations for supporting user roaming between providers or
bearers in spite of being designed especially for mobile and heterogeneous
environments.

The purpose of this study is to show how WAP roaming between
homogeneous and heterogeneous bearers can be realized based on Internet
protocol extensions for mobility support. In this manner, a WAP terminal
may switch providers or even bearer service while communicating. Even
though the investigated scenario involves roaming between GSM and IEEE
802.11b WLAN bearers, the same considerations should be applicable for
other Internet-capable bearers.

22.3 Converging in the Name of Progress

Certain configurations of WAP rely on the UDP and IP protocols for pack-
etization and delivery. More specifically, for the provision of WAP services
over GSM-CSD (currently the most popular WAP bearer), the presence of
the UDP, IP, and PPP protocols is required (see Figure 22.1). Given this
architecture, the mobile terminal uses PPP to establish, configure, and test
the data link connection via GSM to the dial-in access facilities of a remote
access server (RAS). The interworking function (IWF) provides the modem
functionality along with access to the fixed telephone network (PSTN)
[13]. Eventually, WAP traffic is delivered to the WAP gateway within UDP
packets that are routed beyond the RAS server with respect to the informa-
tion contained within the IP header and according to Internet hop-by-hop
routing. As such, if Internet routing can be brought to support mobility
management, then WAP can seamlessly benefit from this.

22.3.1 The Mobile IP

The IP was originally designed without any mobility support. The routing
mechanisms of IP assume that a terminal maintains a point of attachment to
the Internet, indicated by its IP address. Should a mobile terminal change its
point of attachment and move to a new location incompatible with its IP
address, it would be unable to send or receive traffic.

A solution to the problem of Internet mobility can be provided through
the Mobile IP [4], an extension of IP. Mobile IP introduces three new net-
work entities: the home agent, the foreign agent, and the mobile node.
Alternative Mobile IP configurations may omit the FAs by distributing their
functionality amongst the mobile terminal and the network infrastructure.
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Every mobile terminal is permanently allocated an IP address in its
home network, where the HA also resides. Every time that a mobile termi-
nal moves, it is required to register its current point of attachment to the
Internet with the HA. In that case, a mobile terminal is said to have per-
formed a Mobile IP handoff.

The most basic functionality of Mobile IP resembles the post-office for-
warding service. For every registered mobile terminal the HA is required to
act as a proxy in the home network, intercept all incoming traffic from any
CN, and redirect it to the mobile terminal’s most recently registered loca-
tion. As a result, the mobile terminal can change its location while remain-
ing reachable on a permanently allocated IP address and without having to
interrupt active communications.

The fundamental OSI assumption of layer independence dictates that
layers should be unaware of other layers above and below them. Conse-
quently, as long as a bearer can provide connectivity for the delivery of
Internet traffic to the mobile terminal, then its existence is transparent to
Mobile IP. In this manner the problem of integrating heterogeneous bearers
can be reduced into a matter of Internet routing [7]. Similarly, the way by
which IP/Mobile IP routes packets between two communication peers is
kept transparent from higher layers. As such, WAP traffic can be seamlessly
transported over Mobile IP in order to provide roaming services to WAP
users.

In Figure 22.1 the RAS server and the WAP gateway are connected
through the intranet of an ISP. In fact, the WAP gateway and the respective
access server could be placed further apart in the Internet. Furthermore, by
integrating the HA functionality into the WAP gateway it is possible for the
mobile terminal to change its access server (even bearer service) while still
remaining reachable. This is the easiest way to integrate Mobile IP with
WAP. The HA must be placed inside the WAP network to intercept all
traffic destined for the home addresses of the mobile nodes that it is serving.

Figure 22.2 illustrates the case when the HA has been integrated with
the WAP gateway and the mobile terminal is roaming between two remote
networks A and B. Every location switch between these networks is also
associated with a change of the bearer service as network A provides net-
work access over GSM while network B provides access over IEEE
802.11b.

The capacity of a WAP terminal to roam beyond the network of a
WAP gateway does not reduce the importance of the gateway. Apart from
providing custom provider applications, a WAP gateway is still required to
perform content and protocol translation in both the receive and return
communication paths when accessing Internet resources. Bypassing the
WAP gateway to avoid triangle routing in both directions involves either
adopting a pure Internet stack or making communication peers WAP
aware. Considering the large amount of WAP-enabled devices today while
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also recognizing its limitations, this study aims to converge these two
worlds.

For the purposes of this study, the scenario illustrated in Figure 22.2 has
been experimentally investigated. Due to the limitations of existing imple-
mentations of WAP, a client server application that emulates a WAP com-
munication has been developed. A detailed presentation of the emulator is
presented in the follow section.

22.3.2 The WAP Transport Protocols

In the WAP protocol stack transport is managed by the pair of WTP and
WDP protocols [6]. For those bearer services with support for the IP (e.g.,
GPRS, GSM-CSD, and WLAN) WDP is replaced by UDP and IP [14].
WTP is a protocol based on top of a datagram service (WDP or UDP) that
provides three different classes of transaction service to the upper layers:
unreliable one-way request (class 0), reliable one-way request (class 1), and
reliable two-way request (class 2). The transaction class is set by the initiator
and indicated in the invoke message sent to the responder. Transaction
classes cannot be negotiated [6]. WTP is optimized to adapt to the small
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bandwidth of the radio interface, trying to reduce the total amount of
replayed transactions between the client and server.

The transport protocol has a fixed header structure, which defines the
size of an invoke PDU (32 bits), a result PDU (24 bits), and an acknowledg-
ment PDU (24 bits). A PDU type field indicates what type of WTP PDU
the PDU is (invoke, ack, and so on). This provides information to the
receiving WTP provider as to how the PDU data should be interpreted and
what action is required [6].

The class of the transaction service is defined by the WSP, which is the
application layer of the WAP stack. The WSP is also responsible for deter-
mining the SDU, which represents the total length of the compiled byte
stream that a mobile terminal may download during a session.

The WAP specification defines the default size of the WSP SDU at
1,400 bytes [5]. It is, however, within the WSP capabilities to negotiate a
larger size. Similarly, the WTP layer is able to transport extended SDU sizes
by using SAR. After experimentation with WAP-enabled mobile phones, it
was found that extended SDU size support is optional, and in practice each
device has its own maximum size [15]. This was considered as a significant
problem because it limits the duration of a WAP communication and pro-
hibits the investigation of WAP performance during MIP handoffs. For
this, it was decided to implement a client-server application, termed wap-
bench, that emulates a WAP communication of extended duration. This
enabled the study of WAP performance during MIP handoffs as well
as determining the throughput and efficiency of the second WTP trans-
action service class in high-bandwidth networks such as the IEEE 802.11b.
The conformance of wapbench to the WAP specification was highly depend-
ent on the successful emulation of the WTP. The reason for this is because
WTP is the lowest layer the WAP micro-browser absolutely requires
and the protocol that manipulates the datagram service to manage a
communication [12].

In order to identify the correct operation of WTP, apart from studying
the WAP specification, the communication between a WAP-enabled
mobile phone and a popular WAP gateway was monitored with the ethereal
[16] network analyzer. It was identified that WTP does not support any type
of flow control for any of the transaction service classes [12]. Furthermore, it
was determined that the second WTP transaction service class resembles the
Stop & Wait ARQ protocol.

The ARQ protocol provides error correction to check the received
frame for possible transmission errors and returns a short control message
either to acknowledge its correct receipt or to request that another copy of
the frame be sent. For the Stop & Wait scheme, the sender must wait for an
acknowledgment after sending a frame [17]. This functionality was imple-
mented in wapbench.
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In Section 22.5, the experimental setup is presented along with the tests
undertaken with wapbench.

22.4 Experimental Setup

The experimental test bed is illustrated in Figure 22.2. Its purpose is to pro-
vide two Internet administrative domains, each providing network access
through a different bearer service. Specifically, the router of network A pro-
vides dial-in access through a standard modem, while the router of network
B provides FA services through a IEEE 802.11b–compliant Cisco Aironet
340 access point. A third machine performs the combined WAP gateway
and HA functionality and runs the wapbench server. The mobile terminal is a
laptop computer with two access interfaces that provide network connec-
tivity in each of the Internet administrative domains. Specifically, the laptop
is attached to a Siemens S-35 mobile phone that contains an integrated
modem. In addition, the laptop maintains a PCMCIA Cisco Aironet 340
client adapter that provides access to the WLAN managed by the access
point. On the mobile terminal runs the wapbench client that initiates a WAP
communication with the WAP gateway. Even though the mobile has been
allocated an IP address from within the WAP network, it may through MIP
remain reachable outside this network. Mobile IP software on the mobile
terminal performs periodic Mobile IP handoffs between the networks A and
B during which the mobile terminal registers its location with the WAP
gateway/HA. Subsequently, all traffic for the mobile terminal is encapsu-
lated by the WAP gateway/HA and redirected to the terminal’s registered
location.

The two routers and the WAP gateway/HA are AMD Thunderbird
PCs at 800 MHz; while the mobile terminal is a Samsung laptop with an
Intel Pentium III at 600 MHz. Where applicable, wireline network connec-
tivity has been provided with Fast Ethernet. All machines have been
installed with the Linux Mandrake 7.2 distribution and the Linux Kernel
2.2.17. The Mobile IP functionality has been provided with the Sun
Microsystems Mobile IP implementation [10] that was extended to
sup-port the HCS move detection algorithm for accelerated Mobile IP
handoffs [11].

The investigated scenario involves a WAP communication with the
second WTP transaction service class between the mobile terminal and the
WAP gateway. During the communication a single Mobile IP handoff
occurs. For every state, before and after the Mobile IP handoff, the proper-
ties of the communication (round-trip time, throughput, and efficiency)
were measured. The experimental results are presented in the following
section.
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22.5 Experimental Results
In the beginning of each experimental trial, the mobile terminal used the
point of attachment made available by its dial-up connection to exchange
WAP traffic over a 9.6-Kbps GSM-CSD link. At time 20 seconds the
mobile terminal performed a single MIP handoff that caused the communi-
cation to proceed through the point of attachment made available by the
11-Mbps IEEE 802.11b WLAN. Figure 22.3 illustrates the packet trace of
the aforementioned scenario. It can be observed that the packet transmission
rate becomes significantly faster following the Mobile IP handoff, which
swiftly completes without any packet loss. This is derived from the fact that
no packet retransmissions are observed after the handoff.

The lack of any flow control or windowing considerations in the sec-
ond WTP transaction service class has an impact on the transmission rate
before and after the Mobile IP handoff. However, due to log scaling of the
y-axis, this can not be observed in Figure 22.3. For this purpose the RTT
measurements of the communication are illustrated in Figure 22.4. That is,
for every WTP data packet transmitted by the WAP gateway, the mobile
terminal was forced to respond with an immediate WTP acknowledgment.
The time interval between the transmission of the data packet and the
receipt of the corresponding acknowledgment was identified as the RTT. It
can be seen that the RTT remains constant over GSM-CSD with an aver-
age of 2.438 seconds, while the corresponding value over IEEE 802.11b has
been found to be 0.006 second with sporadic deterioration due to internal
processing. In this case, the acceleration of the RTT justifies the increase in
the transmission rate.
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Figure 22.3
Packet trace of a
WAP communication
during a Mobile IP
handoff between
GSM-CSD and
IEEE 802.11b.



An additional point of interest is the RTT of the first WTP transmission
following the Mobile IP handoff (at time 20 seconds). It is significantly
shorter than the average RTT over GSM-CSD but still greater than that of
IEEE 802.11b. This signifies that this packet exchange occurred during the
MIP handoff. That is, the mobile terminal received a WTP data packet
through its GSM-CSD connection but sent its acknowledgment through
IEEE 802.11b.

In order to identify the individual delays that cause WTP to suffer
extended RTTs over GSM, the ping application was used to determine the
GSM-CSD traversal delay between the mobile terminal and the WAP gate-
way. The results of this investigation are presented in Figure 22.5. The ping
has been found to demonstrate a constant RTT with an average of 821 ms.
Considering that at 9.6 Kbps GSM-CSD requires 107 ms for the transmis-
sion of the ping request and reply messages, the rest of 714 ms is considered
to be the traversal delay of the GSM network. This interval is roughly 100
ms larger than the corresponding delay measured in other investigations
[13]. However, the traversal delay of GSM-CSD has been found to be net-
work provider specific [18].

For the transmission of a full WTP data packet and its corresponding
acknowledgment, GSM-CSD requires 1.2 seconds and 0.025 second,
respectively. Considering an additional 714 ms for the GSM-CSD traversal
delay, then from the 2.438-second average RTT there is an outstanding
amount of almost 0.5 second. This can be explained by the fact that the
GSM-CSD traversal delay has been found to vary during bulk data transfer
and take on values as high as 1.2 seconds [18].
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RTT of a WAP
communication during
a Mobile IP handoff
between GSM-CSD
and IEEE 802.11b.



The Stop & Wait character of the second WTP transaction service class
dictates that a single WTP data packet may be transmitted per RTT. Conse-
quently, the throughput of the WAP communication is directly dependent
on its value. The throughput of the WAP communication is illustrated in
Figure 22.6. As expected, it increases significantly beyond the MIP handoff,
where the mobile terminal resumes access over the IEEE 802.11b WLAN.
When determining the efficiency of the communication, however, the
shortcomings of the second WTP transaction service class start to become
apparent.
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Figure 22.5
Round-trip time of
ping between the mo-
bile terminal and the
WAP gateway over
GSM-CSD.

Figure 22.6
Throughput of a
WAP communication
during a MIP handoff
between GSM-CSD
and IEEE 802.11b.



Communication efficiency is defined as the throughput of the commu-
nication over the available bandwidth. Considering that over IEEE
802.11b, the WAP gateway may transmit a single full WTP data packet
every 6 ms, then the theoretical maximum throughput is about 1.78 Mbps.
However, the IEEE 802.11b WLAN provides connectivity at 11 Mbps.
From this it is determined that the lack of flow control in WTP does not
enable it to utilize high-bandwidth rates when they are available. This is also
verified by results presented in Figure 22.7. Similarly, in links with small bit
rates but long RTTs (e.g., GSM-CSD) WTP still manages a low efficiency.
It can be seen that even before the Mobile IP handoff, WTP manages to
provide an efficiency short of 50%.

22.6 Mobile WAP Network Components

The standardization of WAP defines the three main architectural compo-
nents, the WAP client, the WAP gateway, and the WAP server. The WAP
communication model is depicted in Figure 22.8. It is envisioned that in
the future, mobile users may wish to host their own architectural compo-
nents such as WAP server and WAP gateway in order to provide WAP serv-
ices to themselves or those around them. For this scenario the current
standardization of WAP has not foreseen mobility support for mobile net-
work components.
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communication during
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Mobile IP provides mobility support, which allows a simple integration
of macro-mobility that can be used by network components. With Mobile
IP, stationary WAP gateways and WAP server systems can be realized as
mobile network entities, which can roam between different network
domains. WAP applications can be downloaded while the WAP gateway or
the WAP server is roaming. The handoff between the access networks will
be managed by Mobile IP.

The investigation of Mobile IP handoffs allows an efficient design of
mobile network components based on a Mobile IP infrastructure. Handoffs
between current bearer systems such as GSM and WLAN are the base for
new scenarios for mobile network components that include roaming fea-
tures and can be installed everywhere inside an IP-based communication
network.

22.7 Summary

In this study WAP handoffs between the GSM and IEEE 802.11b bearers
with Mobile IP were investigated. Through an experimental approach it
was identified that the proposed solution is feasible. Due to the limitations of
existing implementations of WAP that restrict its communication length, a
client-server application that emulates a WAP communication has been
developed. It was determined that the second WTP transaction service class
resembles the Stop & Wait ARQ protocol. Its lack of any flow control or
windowing considerations provides low efficiency rates over both investi-
gated bearers.

The study has also described that application of Mobile IP can be
extended also for mobile architectural components. WAP network compo-
nents such as WAP gateways or WAP servers can be supported by Mobile
IP to provide roaming features.
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Chapter 23

Interworking and Handover
Mechanisms Between WLAN
and UMTS
Mahbubul Alam

23.1 Introduction
Current telecommunications and computer networks are on the verge of
providing mobile multimedia connectivity, where nomadic users would
have ubiquitous access to remote information storage and computing serv-
ices. As an evolutionary step toward 4G mobile communication, mobility in
heterogeneous IP networks with both UMTS and IEEE 802.11 WLAN
systems is seen as one of the central issues in the realization of 4G telecom-
munications networks and systems.

In the future, mobile access to the Internet will be through a collection
of different wireless services, often with overlapping areas of coverage. No
one technology or service can provide ubiquitous coverage, and it will be
necessary for a mobile terminal to have various points of attachment to
maintain connectivity to the network at all times. The most attractive solu-
tion for such consideration is to utilize high bandwidth data networks such
as IEEE 802.11a/b/g WLAN whenever they are available and switch to an
overlay public network such as UMTS with lower bandwidth when there is
no WLAN coverage. Think of a scenario where users wish to be connected
to WLAN at a low cost and with high bandwidth in the home, airport,
hotel, or shopping mall, and also want to connect to cellular technologies
(e.g., GPRS or UMTS) from the same terminal. In particular, the users in
this scenario require support for vertical handover (handover between het-
erogeneous technologies) between WLAN and UMTS.

This chapter describes five possible network layer level architectures for
interworking and handover between WLAN and UMTS without making
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any major changes to existing networks and technologies, especially at the
lower layers such as MAC and PHY layers [1, 2]. This will ensure that exist-
ing networks will continue to function as before without requiring current
users to change to the new approach. The implementation involves incor-
porating new entities like emulators and protocols that operate at the net-
work or higher layers to enable interworking and intertechnology roaming
that will be transparent to the mobile user to the extent possible.

Section 23.2 describes the general approach to an interconnection phi-
losophy and the essential aspects of making interconnection between both
technologies. Strategy and consequences behind the five interconnection
approaches are described in Sections 23.3 through 23.7. Sections 23.8 and
23.9 describe the handover mechanism and procedure between WLAN and
UMTS beased on Mobile IP. Finally, Section 23.10 presents the conclu-
sions and future directions.

23.2 Interworking System Architectures

By connecting the IEEE 802.11 WLAN to a UMTS core network as a
complementary radio access network, a second form of mobile packet data
services are provided by this heterogeneous IP-based system.

Figure 23.1 represents the five interconnection points between WLAN
and UMTS. These interconnection architectures involve minimum
changes to the existing standards and technologies and especially for MAC
and PHY layer to ensure that existing standards and networks continue to
function as before. The first two interconnections in Figure 23.1 will always
have interaction between WLAN access point (AP) and the packet switched
(PS) part of the UMTS core network (CN) [3]. This means that the gateway to
the IEEE 802.11 WLAN network is attached to the PS domain. This inter-
connection is possible through the 3G-SGSN entity and GGSN entity,
which are the elements of the UMTS PS CN. In both cases the WLAN net-
work appears to be a UMTS cell or routing area (RA), respectively. The
UMTS network will be a master network and the IEEE 802.11 WLAN net-
work will be a slave network. This means that the mobility management
and security will be handled by the UMTS network, and the WLAN net-
work will be seen as one of its own cells or RAs. This may require dual-
mode PCMCIA cards to access two different physical layers. In addition, all
traffic will first reach the UMTS 3G-SGSN or 3G-GGSN before reaching
its final destinations even if the final destination is in the WLAN network.

In the third interconnection the virtual access point (VAP) reverses the
roles played by the UMTS and WLAN as in the first two interconnect
architectures. This is called a tight coupling because there is always interac-
tion between both networks. Here, the IEEE 802.11 WLAN is a master
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network and the UMTS is the slave network. Mobility management is
according to the WLAN, and the Inter-Access Point Protocol (IAPP) is the pro-
tocol that is specified for this management.

In the fourth interconnection architecture a mobility gateway/mobile
proxy (MG) is employed in between the UMTS and IEEE 802.11 WLAN
networks. Here they are both peer-to-peer networks. The MG is a proxy
that is implemented on either the UMTS or the WLAN sides and will han-
dle the mobility and routing.

The fifth interconnection architecture is based on Mobile IP protocol.
This is called “no-coupling” and both networks are peers. Mobile IP han-
dles the mobility management. A HA/FA entity is involved with this archi-
tecture, which makes the IP layer aware of the agent advertisements of the
mobility agent (HA/FA) and does a binding update periodically [4].

23.3 Interconnection Between 3G-SGSN and WLAN AP by
Emulating RNC

With this interconnection the IEEE 802.11 WLAN network is connected
to the UMTS CN via the Iu-ps interface. Figure 23.2 shows this heteroge-
neous network architecture.

The IEEE 802.11 WLAN-based RAN is connected via an interworking
unit (IWU) as shown in Figure 23.2, which is an RNC emulator. This is
needed to exchange the packets between the IEEE 802.11 WLAN network
and UMTS. The function of the IWU is similar to an RNC in the
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Figure 23.1
Interconnection archi-
tectures between IEEE
802.11 WLAN and
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UTRAN. It has to relay the Iu bearer service on the core network side to
the distribution network (IEEE 802.3 LAN) bearer service on the other
side. The adapted UMTS bearer concept includes an appropriate location
and mobility management for the terminals in the IEEE 802.11 WLAN
coverage area. Due to the very small cell size of IEEE 802.11 WLAN sys-
tems, the access points are not directly connected to the UMTS core net-
work in order to reduce the signaling load caused by mobility and location
management. A distribution network connects the WLAN APs and
enlarges the coverage area of this radio access form. The IEEE 802.11
WLAN is treated as an RA associated with the 3G-SGSN. Thus, the
WLAN looks like an RNC to the UMTS network. A user, whether he or
she is connected to the UMTS network or the WLAN, will always be
treated as a UMTS user. The UMTS mobility management will have to
maintain information about the user even when it is connected to a WLAN
network. The IWU entity is the RNC emulator, which is presented in
Figure 23.3.

The RNC emulator could be an LAN entity or an UMTS entity imple-
mented in the networks. The LAN entity avoids encapsulation for routing
to the UMTS network. For this type interconnection, a dual IEEE 802.11
WLAN/UMTS mode MS is required to use both networks as shown in
Figure 23.4.

The intertechnology roaming arises when the user is connected to the
WLAN network. For this interconnection, the users have to interface to the
UMTS network through the RNC emulator. UMTS-specific protocol
such as PDCP is on top of the IEEE 802.11 MAC and the PHY layers
implemented. UMTS-related signaling protocols are carried out between
the protocols in the MS and the RNC emulator. The RNC emulator is a
black box that hides WLAN-specific features from the UMTS network. IP
is used to transfer packet switched data over the Iu-interface as well as in the
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CN. The GPRS Tunneling Protocol for UMTS (GTP-U) on the top of
this transport IP layer provides a tunneling service through the CN until
the access network encapsulates the user data. Hence, if IP packets are trans-
mitted on the user level, two IP layers exist in the packet switched
architecture.

The IEEE 802.11 WLAN coverage area is represented as one routing
area for the CN. If the mobile node leaves or enters a routing area, an update
message is sent to the core network of UMTS. Hence, the 3G-SGSN can
simply distinguish the different radio access networks via the routing areas.
Running IP sessions are not interrupted because the IP address of a terminal
is not changed. The procedure is completely transparent to the user. How-
ever, if a mobile leaves the IEEE 802.11 WLAN coverage area, the service
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Figure 23.3
Protocol stack of the
RNC emulator being
a UMTS and
WLAN entity.

Figure 23.4
IEEE 802.11
WLAN/UMTS
dual-mode protocol
stacks architecture of
the MS.



quality will degrade, especially for those sessions that made use of the high
throughput capabilities of IEEE 802.11 WLAN system.

The current UMTS QoS approach foresees that within the CN, Diff-
Serv are used on transport IP level to differentiate between different traffic
classes. This approach can be mapped quite easily on both the IEEE 802.11
WLAN distribution network and the IEEE 802.11 WLAN bearer. If
switched Ethernet implements the IEEE 802.11 WLAN distribution net-
work, the DiffServ classes can be mapped onto IEEE 802.1p priorities and
then to IEEE 802.11 WLAN MAC connections, and vice versa. Figure 23.5
shows the UMTS bearer concept [5] with IEEE 802.11 WLAN access inte-
grated. The UMTS bearer is not changed in respect to the different radio
interfaces. The RAB must be adapted to the new, underlying distribution
network (DN) bearer and the IEEE 802.11 WLAN bearer.

Pros and Cons
The main advantage of this interconnection, together with the dual-mode
WLAN/UMTS protocol stack on MS as shown in Figure 23.5, is that the
mobility management, roaming, billing, and location related issues are taken
care of by the UMTS network. Subscriber Identity Module (SIM) and UMTS
SIM (USIM)-based authentication of a subscriber for WLAN offers a
2G/2.5G and 3G operator the following benefits:

• The WLAN subscriber credentials are of identical format to 2G/2.5G
or 3G and therefore easier to integrate subscriber into the current
HLR. Therefore, all existing roaming capabilities and settlements are
inherited from GSM.

• The security level offered by WLAN will be identical to that of
GSM/GPRS/UMTS. GSM SIM-based security is based on a
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Figure 23.5
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bearer concept using
IEEE 802.11
WLAN bearer.



challenge-response mechanism and it offers better tamper resistance
because SIM runs an operator-specific confidential algorithm that
takes a 128-bit random number (RAND) and a secret key Ki stored on
the SIM as an input to produce a 32-bit response (SRES) and a 64-bit
data encryption keys Kc(n) as an output. Kc(n) are never sent over the
air nor are they used in calculation for message authentication code for
RAND and SRES. Kc(n) together with IMSI and Ki are used by the
network and the client to calculate independently the key K, that will
be used for encryption of data over the air interface. So the only data
exposed over the air interface are the random numbers K(n).

Strong security provided in the UMTS network and quality of services
for real-time services may now be provided over WLAN as shown in Figure
23.6, thereby resolving the drawbacks of current IEEE 802.11a/b/g WLAN
threats. Minimum changes are required in the UMTS network, and this will
create a master-slave relationship between UMTS and WLAN as discussed
in Section 23.2, which is not optimal. Using UMTS PDCP frames over
WLAN may create bottlenecks. In this scenario the UMTS backbone may
be a bottleneck for the WLAN traffic. WLAN data rate, currently 11 Mbps
with IEEE 802.11b and 54 Mbps with IEEE 802.11a, would be degraded to
the speed of the UMTS (2 Mbps). This type of interconnection requires
modifications to standard WLAN terminals, which in turn would make
them more expensive. The two most attractive WLAN components (i.e.,
speed and price) would be lost in this type of connection.

23.4 Interconnection Between GGSN and WLAN AP by
Emulating 3G-SGSN

As an alternative to the interconnection of WLAN to 3G-SGSN, it can also
directly be connected to the GGSN of the UMTS network, as shown in
Figure 23.6.

The architecture in Figure 23.6 is a modification to that of Figure 23.2
in that the interface between WLAN and UMTS is now via a 3G-SGSN-
like device, which is called a 3G-SGSN emulator. The protocol stack is very
similar to the one depicted in Figure 23.3. In this interconnection the Iu-
interface and the protocols between 3G-SGSN and 3G-GGSN are not
used, and hence the functions supported by those protocols are not avail-
able. It is possible to bypass some of the RNC-related functionalities by
using a 3G-SGSN emulator, and mobility management is again handled by
UMTS.
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Pros and Cons
The disadvantage of the RNC emulator–based interconnection is the
master-slave situation; bottlenecks and inefficient routing also exist in such
interconnection type architecture. The advantage of this interconnection
architecture is that also some overhead caused by available but not needed
functionality is avoided. In this architecture the IWU requires the adapta-
tion between WLAN and UMTS packet formats. If the 3G-SGSN emula-
tor does this adaptation, the GGSN could remain unaltered. In this
interconnection architecture the GGSN throughput might become a prob-
lem if the GGSN capacity is not designed to fulfill the growth of traffic. If
the adaptation is done by the GGSN, taking into account the increased need
for bandwidth, the speed of WLAN could be exploited in full.

23.5 Interconnection Between UMTS and WLAN Through VAP

The VAP reverses the roles played by the UMTS and WLAN in the first
two interconnection architectures. Here, the WLAN is the master network
and UMTS is the slave network. Figure 23.7 depicts the architecture of this
interconnection type.

The difference in this interconnection compared to the other architec-
tures is the existence of a VAP instead of RNC/3G-SGSN emulators. This
is the dual mode of the RNC/3G-SGSN emulators. Mobility is managed
according to the IEEE 802.11 WLAN and IAPP specifications by the
WLAN standard. The intertechnology roaming that the WLAN observes is
between different APs in the extended service set and the VAP that appears
as yet another AP to the IEEE 802.11 WLAN. From the WLAN point of
view, the entire UMTS network appears as a basic service set or a picocell
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Figure 23.6
Interconnection be-
tween IEEE 802.11
WLAN AP and
GGSN through an
IWU by emulating
3G-SGSN.



associated with another AP (in this case VAP). The function of the VAP is
to communication with mobile stations connected through UMTS, deen-
capsulate their packets, and transmit them on the LAN. After this is done,
the packets will reach the final destination through the router attached to
the LAN. The protocol stacks architecture is a modified version of that in
Figure 23.2. Only the VAP entity protocol stacks are placed after the GGSN
protocol stacks. The protocol stack of the VAP entity is presented in Figure
23.8(a). The VAP-based interconnection also requires some modification
on the MS protocol stacks, which is presented in Figure 23.8(b).

In this interconnection the VAP become an adopted unit in the user
plane protocol of the UMTS architecture. For this reason the IEEE 802.11
MAC protocol is implemented on top of the protocols of the UMTS
GGSN part. This is done for both the MS and the VAP entity. From the
GGSN part of the UMTS network all protocols up to GTP-U level will be
mapped onto IEEE 802.3 MAC so that the WLAN network sees the VAP
as an AP. On the VAP side the UDP/TCP is on the top of the stack. The
802.11 MAC protocol that is implemented in the MS is a level below the
UDP/TCP. Hence, the protocols below the 802.11 MAC protocols
including it are mapped to the 802 LLC. The 802.3 MAC protocol in the
GGSN part is mapped onto VAP below the IP/PPP in the VAP protocol
stack.
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Figure 23.7
VAP-based intercon-
nection to the UMTS.



Pros and Cons
This type of interconnection does not have significant advantages over the
other four types of interconnection. It is not clear how the VAP will operate
with the regular 802.11 WLAN APs. From Figure 23.8, it is clear that over
the UMTS air interface, each packet will have twice the UDP/TCP and
twice the IP/PPP headers. In addition, there will be an IEEE 802.11 MAC
header along with the UMTS-related headers. The overhead of packets on
the low bandwidth air interface is quite large, which makes this intercon-
nection inefficient.

23.6 Interconnection Between UMTS and WLAN Through
Mobility Gateway

The interconnection architecture is presented in Figure 23.9. An intermedi-
ate server (mobile proxy) is placed on either the UMTS or the IEEE 802.11
WLAN sides, and the mobility gateway (MG) will handle the routing and
mobility issues.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

494 INTERWORKING AND HANDOVER MECHANISMS BETWEEN WLAN AND UMTS

Figure 23.8
(a) Protocol stacks
architecture associated
with the VAP based
interconnection. (b)
Protocol stacks archi-
tecture for the MS
associated with the
VAP-based
interconnection.
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Referring to the figure, when an MS is attached to an AP, the commu-
nication path between the MS and a CH on the Internet will be 1a–3. The
CH-MS communication path will be 4–2a. When the MS is on the UMTS
network, this path will be 1b–3 and reverse path is then 4–2b. It should be
observed that segments 3 and 4 in both paths do not change regardless of
where the MS is located. Only links 1 and 2 will be continually changing
depending on the movement of the MS. Clearly, only the communication
between MS and the proxy server alone is subject to change, while main-
taining the proxy-CH connection unchanged supports mobility. Nothing
changes on protocol stacks architecture of the WLAN network. The proto-
col architecture of the UMTS network is a modification in which the MG is
placed next the GGSN part of the protocol stacks of the UMTS. On the MS
there will be some protocols adopted if the user wants roaming between
both networks when he or she is still in one of the networks. So this
functionality does require a dual-mode stack implementation on the MS.
Figure 23.10 shows the protocol stack architecture for both the MG entity
and the MS.

Pros and Cons
There are several advantages to employing proxy architecture for intertech-
nology roaming. The proxy architecture is scaleable. There is the possibility
of further minimizing the encapsulation and routing inefficiencies with
Mobile IP. However, the real reduction in overhead may not be very
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Figure 23.9
MG-based intercon-
nection between IEEE
802.11 WLAN and
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significant due to the need for additional control protocols. If the proxy is
under the control of the same organization that owns the MHs/MS, it is
possible to configure the proxy to support the peculiar needs of its popula-
tion of mobile hosts. An optimized protocol may be run between the
mobile and proxy depending on the link being employed. The proxy can
manage resource-poor connections more efficiently. For example, it can
drop structured data such as e-mail headers and frames in a MPEG stream
selectively or drop unstructured data.

Proxies are already in place in many organizations as firewalls or Web
caching servers. These may be reused for mobility management and inter-
technology roaming. Proxies can be used for logging the characteristics of a
connection, details of which may be usefully employed in various applica-
tions including accounting and management.

The main disadvantages of the proxy architecture are as follows. First,
the architecture is not standardized and therefore requires proprietary pro-
tocols for intertechnology roaming. Second, the performance of a proxy is
poor since a significant latency is added to the client-server communication
path. Potentially, the end-to-end semantics of the transport protocol may
also be violated. If a single proxy is employed and it fails, this may result in
the failure of the entire network, so there is a need to have some fault toler-
ance. Third, there are still some open issues in the development of protocols
for mobility management with the proxy architecture. The placement and
number of proxies to be employed may depend on the situation. It is prefer-
able to have the proxy connected to the last links of each services that the
MS may use so that it can gather information about quality of each of the last

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

496 INTERWORKING AND HANDOVER MECHANISMS BETWEEN WLAN AND UMTS

Figure 23.10
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links. However, the ownership of such a proxy will be contentious. The
number of proxies that have to be placed for optimum performance is also
subject to network conditions.

23.7 Interconnection Between UMTS and WLAN Based
on Mobile IP

The interconnection architecture related to Mobile IP is presented in
Figure 23.11. Mobile IP is employed to restructure connections when a
mobile station roams from one data network to another. Outside of its
home network, the MS is identified by a COA associated with its point of
attachment, and a colocated foreign agent that manages deencapsulation and
delivery of packets.

The MS registers its COA with an HA. The HA resides in the home
network of the MS and is responsible for intercepting datagrams addressed
to the MS’s home address as well as encapsulating them to the associated
COA. The datagrams to an MS are always routed through the HA. Data-
grams from the MS are relayed along an optimal path by the Internet rout-
ing system, though it is possible to employ reverse tunneling through
the HA.

The required dual-mode MS protocol stack is the same as in Figure
23.10. It is clear that both networks are peer networks and that the function-
ality of the HA/FA exists at the IP layer.
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Figure 23.11
Interconnection
architecture between
WLAN and UMTS
based on Mobile IP.



Pros and Cons
The advantage of this interconnection is that it is based upon the Mobile IP,
which makes the IP address mobile. The same IP address is used, which
solves the multiple address problems. To solve the packet duplications due
to the lifetime of the routers, some conventions on both IEEE 802.11
WLAN and UMTS networks are needed. The databases of both networks
may need to communicate to overcome packet duplication.

The main disadvantage of Mobile IPv4 is the triangle routing. This
could be overcome with Mobile IP with optimized routing. This is impor-
tant for real-time applications like video and audio transmission.

23.8 Handover Between IEEE 802.11 and UMTS

The motivation for intertechnology (vertical handover) in the hybrid
mobile data networks arises from the fact that no one technology or service
can provide ubiquitous coverage, and it will be necessary for a mobile ter-
minal to employ various points of attachment to maintain connectivity to
the network at all times. There is a clear distension between the two types of
handover: horizontal and vertical handover. Horizontal handover refers to
handover between node Bs or APs that are using the same kind of network
interface. Vertical handover refers to handover between a node B and an AP
or vice-versa that are employing different wireless technologies. In the case
of a vertical handover, two diffrences are seen:

1. Upward vertical handover, which occurs from IEEE 802.11 WLAN
AP with small coverage to an UMTS Node B with wider coverage;

2. A downward vertical handover, which occurs in the reverse
direction.

A downward vertical handover has to take place when coverage of a
service with a smaller coverage (as in WLAN service) becomes available
when the user still has connection to the service with the UMTS coverage.
An upward vertical handover takes place when MS moves out of the IEEE
802.11 WLAN coverage to UMTS services when it becomes available even
though the user still has connection to the IEEE 802.11 WLAN coverage.
In the case of the vertical handovers, the MS/MH decides that the current
network is not reachable and performs handover to the higher overlay
UMTS network when several beacons from the serving WLAN service are
not available. It instructs the WLAN to stop forwarding packets and routes
this request via Mobile IP registration procedure through the UMTS core
network. When it is connected to the UMTS network, MS listens to the
lower layer WLAN AP, and if several beacons are received successfully, it
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will switch to the IEEE 802.11 WLAN network via the Mobile IP registra-
tion process. Thus, the vertical handover decisions are made on the basis of
the presence or absence of beacon packets

23.9 Handover Aspects Between IEEE 802.11 WLAN and UMTS
Based on Mobile IP

Handover is the mechanism by which ongoing connection between MS
and CH is transferred from one point of access to another point while main-
taining the connectivity. When an MS moves away from an AP or from a
node B, the signal level degrades and there is a need to switch communica-
tions to another point of attachment that gives access to the existing IEEE
802.11 WLAN network or UMTS network. Handover mechanism in an
overlay UMTS and underlay WLAN network could be performed such
that the users attached to the UMTS just occasionally checks for the avail-
ability of the underlay WLAN network. A good handover algorithm is
needed to make the decision when to make handover in order to avoid
unnecessary handover (i.e., the ping-pong effect). handover algorithm is
beyond the scope of this chapter. This section discusses the handover
procedure and the mechanism from WLAN to UMTS and vise-versa based
on the received signal strength (RSS) metrics. Which means that the handover
initiation or the handover triggering is sensitive to these signals.
Figure 23.12 shows the handover procedure from one network to another.
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Handover procedure
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An MS moving from the WLAN network coverage may suddenly
experience severe degradation of service and will have to perform handover
very quickly to maintain the higher-layer connection. The following stages
occur while an MS moves away from the coverage of WLAN within the
UMTS coverage (Figure 23.13):

1. The signal received from the AP in the WLAN network is initially
strong and the MS is connected to the WLAN network, which is also
the home network of the MS and also the HA in this network.

2. The signals from the AP become weaker when the mobile moves
away. The mobile scans the air for another AP. If no AP is available,
or if the signal strengths from the available AP is not strong enough,
the handover algorithm uses this information along with other possi-
ble information to make a decision on handing over to the higher-
overlay UMTS network. Connection procedures are initiated to ac-
tivate the UMTS PCMCIA card.

3. The handover algorithm in the MS decides to dissociate from the
WLAN and associate with the UMTS network.

4. The FA is activated, used by the MS dual PCMCIA card and the
Mobile IP, and the MS gets a COA for visiting the UMTS network
as a foreign network.
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5. The HA in the WLAN is informed about the new IP address
through a Mobile IP registration procedure and it performs the
proxy Address Resolution Protocol (ARP) and intercepts the datagram.
The HA encapsulated datagrams tunnels any packets arriving for the
MS to the FA of the UMTS networks. At the end of the delivery the
MS will deencapsulate and get the datagrams.

In this case, the handover algorithm determines that there is no local
coverage available via WLAN, and handover must be performed to the
UMTS network, assuming that a UMTS service is always available to the
MS.

Once the MS is attached to the UMTS, it constantly monitors the air at
repeated intervals to see whether or not a high data rate WLAN service is
available. As soon as such a service becomes available, the handover algo-
rithm should initiate an association procedure to the newly discovered AP.

The procedure for this reverse handover from UMTS to WLAN is as
follows:

1. The signal from the WLAN AP is initially not detected.

2. The MS then detects a beacon, which indicates that the underlay
WLAN network is available.

3. The handover algorithm decides on making an handover from
UMTS to the WLAN network.

4. The FA in the UMTS network is deactivated and updated by Mobile
IP, and the home IP address is used.

5. The HA in the WLAN network is instructed by the MS to no longer
do a proxy ARP on its behalf through the Mobile IP.

23.10 Conclusions

This chapter presented five interconnections and seamless intertechnology
handovers dealing with interworking aspects between IEEE 802.11 WLAN
and UMTS. The concepts focused on the network layer and the link layer
in order to minimize existing networks and technologies, especially at the
lower layers such as MAC and PHY layer.

Based on the arguments presented for the given interworking
approaches, Mobile IP–based interconnection architecture is selected as the
most suitable solution. IP layer mobility management provides an efficient
way to interconnect heterogeneous packet-oriented networks. Interwork-
ing cannot be handled within a proprietary protocol of one network tech-
nology, and it has to be handled either in the existing layers above or a new
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layer has to be added solely for the purpose of handling intertechnology
roaming. In either case, there is a need for modification of existing protocols
at least between the MS and a network entity that handles the mobility.

Finally, intersystem handover is a topic that will become more and
more important in the evolutionary path towards UMTS and 4G wireless
infrastructures. Mobile IP–based intertechnology roaming is an obvious step
on this path. In particular, fast handover required for real-time services
needs to be studied further within a platform.
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Chapter 24

Location-Based Push Architectures
for the Mobile Internet
Günther Pospischil, Johannes Stadler, and Igor Miladinovic

24.1 Introduction

Push functionality for the mobile Internet has gained much attention
recently. It allows the establishment of a connection to a user terminal with-
out user intervention and the delivery of content as soon as it is available. In
particular, the “always on-line” paradigm and the limited air interface band-
width make push an important component of mobile Internet serv-
ices/applications. Using the telecommunications nomenclature, the term
“application” is used to describe the implementation of dedicated function
blocks (e.g., a call control application or a specific push application). If a
general, abstract functionality is considered, the term “service” is used.

Several standardization groups are currently working on architectures
for push services in mobile networks. In today’s GSM, services are usually
based on WAP. In the most recent specifications, the WAP Forum has
defined an architecture for WAP Push [1]. For UMTS, standardization is
done by 3GPP, which specifies the UMTS service architecture and an
advanced messaging concept called Multimedia Messaging Service (MMS) [2].
Packet switched UMTS sessions will be handled via SIP [3], adopted by the
IETF. With some extensions, SIP can also be used for messaging and asyn-
chronous notifications [4, 5].

The convergence of IP networks (Internet) and SS7-based mobile net-
works towards a common mobile Internet makes a unified service architec-
ture for push scenarios possible. Before developing such an architecture, a
global view of push mechanisms is given that considers the possible use cases
and their technological implications. This chapter starts with a section defin-
ing various push scenarios and deduces the key aspects that a push architec-
ture should provide. In Section 24.3 possible technical solutions based on
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SMS, WAP, and SIP are discussed. Section 24.4 provides an assessment of
location-based push in two major use cases.

24.2 Push for Mobile Networks

Push services use the limited bandwidth of mobile networks efficiently
because communication only occurs if there is information available. In
pull-based communications, the user performs periodic checks for informa-
tion—even if no new content is available. This requires the establishment of
a data channel, which takes considerable time and consumes resources in the
network (air interface bandwidth, buffers, and IP addresses) and terminal
(transmit power, memory).

Additionally, push services are suitable for the notification of asynchro-
nous events. This may happen frequently in mobile networks, because users
can select relevant information a priori (e.g., subscribe to traffic information
channels) and receive information directly (“always connected” paradigm).
Especially for mobile networks, notifications are used for location-based
events (see Section 24.3).

Mobile networks are early adopters of push features. It started with the
SMS of GSM. Currently, an extension called MMS [2] is being standard-
ized. In MMS, which uses WAP or Mobile Execution Environment Appli-
cations (MexE; i.e., JAVA+TCP/IP), a message may consist of text,
pictures, audio, and video. SIP integrates all these types of content and offers
possibilities for real-time sessions, like streaming or VoIP. Additionally, SIP
user agents (UAs) will be available in all UMTS multimedia terminals, sup-
porting bearer establishment directly. As there are also SIP UAs for conven-
tional PCs, “service portability” is automatically given (i.e., a user may
access a service with any kind of terminal).

24.2.1 Types of Push

There are many types of push, as follows:

• Confirmed/unconfirmed: Confirmed push uses an acknowledgment
mechanism to indicate successful data delivery. Unconfirmed push
does not provide any delivery guarantees. For important data or spe-
cific billing models (pay-per message), confirmed push should be used.
If data is not so important (e.g., because it is valid only a short time),
unconfirmed push can be used. An example of important and time-
critical data is stock news, while location information data may be less
important because it is replaced with a new location estimate after a
few minutes.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

504 LOCATION-BASED PUSH ARCHITECTURES FOR THE MOBILE INTERNET

TE
AM
FL
Y

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Team-Fly® 



• Visible/hidden: Visible push includes user notification, while hidden
push delivers new information to a specific application (application-
related push). Examples are multimedia messages or text/HTML-
based advertisements (visible push) and location updates within a
navigation service (hidden push). For the application-related push, an
application addressing scheme is necessary.

• Unicast/multicast/broadcast: Unicast data is typically related to specific
applications (hidden push) (e.g., delivery of location estimates to a
navigation application or a user-to-user data transfer) like MMS or
SMS. Multicast and broadcast data can either be application related
(e.g., delivery of traffic information to all users of a navigation applica-
tion) or visible (e.g., advertising to all users who have subscribed to the
“advertising channel”).

• Global/regional (location based): Current messaging systems offer global
service (i.e., content is not related to the user’s location). UMTS pro-
vides the additional potential to create location-based push services
(e.g., location-based advertising or traffic information).

• Connection oriented/connectionless [1]: Connection-oriented push is just
a network-initiated session establishment, which allows the transfer of
any kind of information afterwards. Connectionless push is the deliv-
ery of a single piece of information without establishing a connection
for subsequent data transfers.

24.2.2 Push Scenarios

Three kinds of push services are considered in this chapter: location/
navigation, information distribution/advertising, and extended Internet
applications.

24.2.2.1 Location/Navigation Push Service

Location-based services will often need updates on the user’s position. As
user movements are not deterministic, a pull-based approach is inefficient;
push communication is more adequate. Depending on the service, there
may be an active connection between the mobile terminal and the network,
or not. If the connection is available, any remote communication concept
can be used—for example, JAVA remote method invocation (RMI), Common
Object Request Broker Architecture (CORBA), or socket connections. If no
connection is established, an architecture that supports bearer establishment
is needed. SIP provides all required functionality for this unconfirmed, hid-
den, unicast push.
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24.2.2.2 Broadcasting Push Service

This group of push services consists of information distribution (e.g., traffic
news, stock exchange data, and advertising). Optionally it may incorporate a
location-based component (i.e., the service contacts only users that are in a
specified region). This allows only potentially affected users to be informed
about a traffic jam or be presented special offers in a user’s vicinity. The
communication pattern is unconfirmed (or confirmed), visible, multicast,
connectionless, regional push.

This type of services offers new revenue models for operators and sub-
scribers, including sponsoring of airtime. This scenario is already popular in
the Internet, where many services are free of charge for the user because
they are financed via advertising.

24.2.2.3 Extended Internet Applications

Basically, these are electronic commerce applications as already available in
the Internet. They can be extended for mobile commerce (e.g., by using
mobile payment solutions or SIM-based security mechanisms). These serv-
ices use push for messaging/notification (e.g., deliver new mail without
polling or notify a user about transaction status). All types of push may
occur, depending on the application.

24.2.3 Security for Push

This topic is addressed only briefly in this chapter. There are three basic
security concerns: protecting data traffic, ensuring authenticity of send-
er and receiver, and maintaining privacy. The privacy issue is discussed in
Section 24.4, where a special focus is placed on the location informa-
tion of a user. The other aspects (protecting data traffic and authenticity)
are not specific to push, rather, they are relevant for all SIP-based
communications.

The simplest solution is to use a trusted network that is state of the art
for mobile networks. In the Internet world, however, services run on top of
a network without any guarantees. Therefore, concepts like Pretty Good Pri-
vacy (PGP) [6] have been developed for authentication and protection of
content and/or signaling.

SIP is usually based on IP networks, which is also assumed for SIP push
mechanisms. Hence, any IP layer security concept, like the Secure Internet
Protocol (IPsec) [7] can be used for SIP sessions. Additional SIM-based secu-
rity mechanisms are possible in UMTS mobile networks [8]. Transport
security is provided via the UMTS Authentication and Key Agreement (AKA)
protocol [9].
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A specific problem of application-related push is that a push initiator
could probe which applications a user has installed. This problem can be
solved with SIP quite easily as presented in Section 24.3.3.7.

24.3 Technical Aspects

Push services rely on a concept for bearer establishment and a well-defined
data distribution architecture. Consequently, bearer establishment is dis-
cussed in the next paragraph, followed by a detailed presentation of different
push architectures. This section ends with a paragraph on push data
management.

24.3.1 Bearer Establishment

Setting up an IP bearer in the packet switched UMTS domain is called PDP
context activation. The GGSN starts a network-initiated PDP context acti-
vation as soon as it receives a PDP PDU.

Current GSM/GPRS networks do not support network-initiated PDP
context activation; therefore, real push is not possible with GPRS. Work-
arounds are the use of GSM circuit switched data connections or SMS in
conjunction with a “call back” application in the terminal (which “pulls”
the information after a SMS push notification). This limits the applicability
of SIP push in current networks because (1) a supporting call back applica-
tion is needed in the terminal, and (2) additional bearer level messages are
exchanged, causing a fairly large protocol overhead (data and delay).

It should be noted, however, that the described problems for bearer
establishment are inherent to the existing GPRS networks—they are not
SIP specific. Standardization regarding network-enabled PDP context acti-
vation is almost finished—it will be possible to use this feature in GPRS net-
works soon. UMTS networks using SIP to establish VoIP sessions and other
multimedia sessions avoid these problems. In the IP Multimedia Subsystem
(IMS) of UMTS, a combined bearer and session establishment with SIP will
be possible [10].

24.3.2 Application Layer Signaling

There are several application layer signaling protocols in mobile networks
and the Internet. Most of them are tailored to specific session types (e.g.,
SMS for short text “sessions” or WAP for simple text-based mobile Internet
content). The remainder of this section gives a brief overview on SIP, SMS,
WAP, and H.323 protocols.
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24.3.2.1 SIP

SIP is an application layer control protocol developed in the MMUSIC
working group of the IETF [3]. SIP can establish, modify, and terminate all
types of sessions. With some extensions SIP can also be used for presence
and instant messaging applications. SIP is a text-based, HTTP-like protocol,
with two types of messages: requests and responses. A SIP message can trans-
port any MIME content. For VoIP applications and multimedia conferenc-
ing applications the Session Description Protocol (SDP) [11] is commonly used.
Multimedia transmission usually adopts the Real Time Control Protocol
(RTCP) and the RTP.

SIP uses e-mail-like addressing, consisting of a user identifier and a net-
work identifier (e.g., somebody@somehost.somedomain). There are two
types of entities in SIP: SIP user agents and SIP network servers. Figure 24.1
shows two terminals with SIP UAs (U1 and U2) and three SIP network serv-
ers (S1, S2, S3). SIP network servers are used to forward SIP session requests
within the network until they reach the called SIP UA. There are three
types of SIP network servers: SIP proxy server, SIP redirect server, and SIP
register server. A proxy server forwards SIP requests towards the called user
(i.e., to another proxy server on the path or directly to the called SIP UA). A
redirect server simply responds with the next server on the path. In a second
step, the caller has to establish the connection to the next server. Obviously,
SIP network servers need some knowledge about the route to the called SIP
UA. For this purpose, SIP reuses existing mechanisms, like finger, conven-
tional packet routing, or multicast on a local network. Additionally, SIP
provides a registration service to maintain a database with mappings
between SIP address and physical address. A user has to send a register mes-
sage, including his or her current network address (e.g., IP address), to the
corresponding register server every time he or she wants to be reachable.
Validity of a register message is always time limited. A user can also unregis-
ter by sending a register message with a time limit of zero. Registration
functionality is usually included in a SIP proxy.

In Figure 24.1, the SIP UA of U1 forwards all SIP requests to SIP proxy
S1 (step 1). S1 tries to contact U2 via the register server S2 in U2’s domain
(step 2). S2 uses non-SIP communication to obtain the current registration
data from the register database server S2a (steps 2a, 2b). S2 responds with U2’s
registered address, which is S3 in this scenario (step 3). Now S1 forwards the
request to S3 (step 4). But S3 acts as SIP proxy again and forwards the request
to terminal T2 of user U2 (step 5).

Now user U2 may choose to accept the request and create a positive
response (200 OK), which traverses the network via S3 (step 6) and S1 (step
7) until it finally reaches the caller (step 8).

As mentioned above, there are SIP extensions for presence and instant
messaging [4, 5]. Three new request methods are proposed: SUBSCRIBE
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and NOTIFY for presence and MESSAGE for instant messaging. These
methods can be used for push services, too. For instance, a user subscribes
for a push channel (e.g., traffic alerting) with the SUBSCRIBE method. All
events are pushed to subscribed users with the NOTIFY method. This
replaces the periodic queries for new information (pull scenario) with a sin-
gle subscribe message. The user can also unsubscribe a channel if hen or she
is not interested anymore. A detailed description of the SIP push architec-
ture is given in Section 24.3.3.

The benefits of using SIP for push services include the following:

• SIP UAs are available for Internet terminals and future mobile multi-
media terminals.

• SIP architecture is decentralized and scalable, based on an open Inter-
net standard.

• SIP uses an easy-to-implement, text-based protocol. Still, it supports
flexible MIME content and description/control of real-time sessions,
using SDP and RTCP.

There are also some disadvantages if SIP is used for push data transfers:

• SIP is developed for session control, not for messaging. Therefore, the
mentioned extensions are necessary.

• SIP is a relatively new protocol that currently does not enjoy wide-
spread use. However, the number of SIP implementations is growing
fast, and 3GPP has decided to include SIP in UMTS.
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24.3.2.2 SMS

SMS is an integrated element of GSM and UMTS. It is suitable for push
delivery of short text messages. The SMS architecture consists of a receiving
SMS UA (integrated into the mobile phone) and several network elements
that store and forward the messages (Figure 24.2). Originators of short mes-
sages may be mobile terminals with SMS UAs or a fixed network entity. All
short messages are forwarded to the service center (SC), which is responsible
for storing and forwarding the messages (step 1). The SC itself is not part of
the mobile network, but it may be integrated into the MSC of the mobile
network. An SC forwards the short message to the SMS-Gateway MSC
(SMS-GMSC, step 2). The SMS-GMSC contacts the HLR, which is the
user database of the mobile network. The HLR responds with the current
user status and location (steps 2a, 2b). Now the SMS-GMSC connects to
the current serving network for the desired receiver (step 3). If the receiver
is currently connected to a circuit switched GSM network, the message is
forwarded to the S-MSC. In packet switched networks (GPRS or UMTS),
the short message is delivered via the SGSN. The SGSN stores the current
address of the terminal internally, and the S-MSC connects to the VLR to
obtain the required information (steps 3a, 3b). Finally, the message is deliv-
ered to the recipient (step 4), and a confirmation is sent back to the SC auto-
matically (steps 5, 6, 7). Optionally, a confirmation can also be sent to the
originator of the short message (step 8).

The advantages of the SMS push concept are as follows:

• The system is implemented and proven in all GSM networks.

• SMS scales well.

• Roaming is possible.

But GSM/UMTS short messages have major disadvantages, too:
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• Interworking with the Internet is only possible in one direction: Inter-
net hosts may send but not receive short messages.

• SMS content is limited to 160 characters of text. Ringtones or anima-
tions can be transferred via the Enhanced Messaging Service (EMS).

• Application addressing is not possible, although there are dedicated
short messages for specific features of the mobile terminal (e.g., to
configure the WAP browser).

• The initiator of a short message has no control of the message deliv-
ery—there are no hard delivery guarantees.

• Automatic message forwarding to other terminals is not possible
—multipoint communication is not available.

24.3.2.3 WAP

The WAP push architecture (Figure 24.3) is a candidate for the UMTS
MMS. It is quite similar to the SIP architecture, including a WAP push user
agent (similar to the SIP UA) in the terminal and a WAP push proxy gateway
(PPG). The WAP PPG is similar to the SIP proxy. It accepts push requests
from a push initiator in the Internet (step 1), using the Push Access Protocol
(PAP). Before establishing a connection to the terminal, the PPG may con-
nect to an authentication and preference server (steps 1a, 1b). The connec-
tion to the terminal typically includes two phases. In the first phase, a data
connection to the terminal has to be established. This can be done by send-
ing a specific short message to the session initiation application (SIA) residing in
the terminal (step 2). The SIA now establishes a data connection to the PPG
(step 3); optionally it responds with some user preferences (e.g., if the
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requested receiver application is available). Now phase 2 takes place, which
delivers the push data to the receiver application (step 4). This task is per-
formed by the PPG using the push Over the Air Protocol (OTA). The OTA is
based on the WSP (for connectionless push) or the Internet HTTP
(for connection-oriented/confirmed push). Finally, an acknowledgment is
generated by the receiver and transferred to the push initiator via the PPG
(steps 5 and 6).

The PAP is primarily used to deliver the push content to the PPG. It
may also control the PPG (e.g., cancel a pending push request, inquire the
status of a push request, or obtain the client capabilities). PAP content is
given in the Extensible Markup Language (XML) and MIME format.

Client capabilities are identified according to the WAP user agent pro-
file (UAProf) format, which is based on the composite capability/preference
profiles (CC/PP) [12], specified by the World Wide Web Consortium (W3C).
Based on these capabilities, the PPG may perform content translation [e.g.,
the Wireless Markup Language (WML) into the Wireless Binary XML
(WBXML)].

WAP push addressing consists of client addressing and application
addressing. The client address is an arbitrary identifier that is understood by
the PPG (e.g., mail address, phone number, or IP address)—the application
address is basically an “application name,” given as uniform resource identifier
(URI).

WAP push addresses many of the goals that are considered relevant for
advanced push architectures:

• Integrated security mechanisms are present.

• Application addressing is possible.

• Connection-oriented/confirmed push and connectionless/uncon-
firmed push are supported.

• Limited multimedia support, based on non-real-time MIME data
transfer, is available.

There are also several drawbacks of WAP push:

• Streaming and other real-time multimedia features are not supported.

• WAP lacks Internet integration (i.e., usually there are no WAP brows-
ers or WAP applications in Internet terminals).

• Currently there is no support for advanced push concepts like
location-based push or data forwarding.
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As stated above, the lack of network-initiated bearer establishment is also a
problem for WAP push. In the case of WAP, the solution is based on SMS
and an SIA. The WAP push architecture is asymmetric, needing a specific
WAP push initiator application. The proposed SIP push architecture is sym-
metric, where (in principle) every SIP UA may issue a push request.

24.3.2.4 H.323

H.323 is a series of recommendations for multimedia communications
issued by the ITU. It has been designed for networks without QoS guaran-
tees, like IP-based LANs and the Internet. H.323 consists of a group of man-
datory protocols for control (H.245), connection establishment (H.255.0),
and audio (G.7xx). Additional media types and services, like video (H.26x),
data (T.120), or interworking with circuit-switched services (G.246), are
optional.

All H.323 terminals support audio, based on RTP/RTCP and G.711
codec, and the control protocols H.245 and H.225. H.245 is used for nego-
tiating channel usage and capabilities; call signaling and setup is defined in
H.225. A H.323 terminal is similar to the SIP UA.

H.323 gateways provide interworking functions between IP networks
and circuit switched networks, like ISDN. Interworking needs signaling
translations and codec conversions. In an LAN, H.323 terminals can com-
municate directly with each other; gateways are optional.

Gatekeepers are used for call control, especially address translations
(symbolic name to IP address), bandwidth management, admission control,
and equipment registration (H.323 zone management). Gatekeepers are
optional; they are comparable to SIP redirect/register servers. An H.323
system may additionally include multipoint control units (MCUs) for large
multiparty sessions.

H.323 is specifically designed to support interworking between differ-
ent networks (e.g., the IP-based Internet and ISDN). Figure 24.4 shows
such a scenario. User U1 is connected to an LAN and wants to establish a
session to user U2, using an ISDN terminal. The caller contacts the gate-
keeper (step 1), which obtains the settings of user U2 from the registration
database (steps 1a, 1b). The registration data is returned to U1 (step 2). This
feature of H.323 is quite similar to an SIP redirect/register server. Now the
actual session can be established via the gateway S2 (steps 3, 4). User U2

accepts the connection, and a connection response is sent back to user U1

(steps 5, 6).
For transport of push data (e.g., an HTML file), the T.120 recom-

mendation can be used. T.120 is a part of H.323 and provides optional
data capabilities in H.323 (e.g., application sharing, file transfer, and
instant messaging). Since H.323 uses standardized services and lacks
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SUBSCRIBE/NOTIFY functionality, integration of push concepts into
H.323 is not straightforward.

The advantages of H.323 are as follows:

• Standardized codecs for audio and video transmission;

• System and network independence;

• Several implementations are already available;

• Integrated bandwidth management based on the gatekeeper;

• Multipoint support.

The disadvantages of using H.323 are as follows:

• Difficult system administration and integration as well as dynamic net-
work ports make H.323 incompatible with usual packet filtering fire-
walls.

• H.323 uses binary protocols, which are bandwidth efficient but diffi-
cult to implement and debug.

• H.323 is a very complex system, based on several hundred pages of
standards. Implementation into “weak” terminals, like mobile phones,
is difficult.

• There is no instant messaging support. H.323 uses detailed standards,
making extensions (e.g., for instant messaging) very difficult, even if
the basic capabilities (e.g., T.120 data recommendation) are available.
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24.3.3 Architecture Components for SIP-Based Push

This section provides a detailed description of an SIP architecture for push
services in mobile networks. Typical usage scenarios are shown in Section
24.4. The SIP concept was chosen because it fits nicely into the standardized
UMTS service environment. The extendible, text-based, lightweight con-
cept of SIP makes it suitable for implementation into virtually all kinds of
terminals. This is the prerequisite for true service portability.

24.3.3.1 Overview

In Figure 24.1, the basic SIP architecture, consisting of SIP UAs and several
SIP network servers was shown. All these entities belong to the network
provider domain (i.e., the transport infrastructure). In Figure 24.5 this
architecture is extended with the service provider domain and the
PARLAY/OSA [13] interface that connects both domains. By using these
extensions, it is possible to offer advanced push services, like location-
based push or content provider–initiated group push (to several users
simultaneously).

The network provider runs a SIP-enabled communication network
(e.g., a UMTS network). Call management is performed via the SIP proxy,
which is called CSCF in UMTS. It is used to forward SIP messages to their
destinations and to run some applications. It may need user preferences and
location information. In UMTS networks, this can be achieved by contact-
ing the HSS, the central user database, and the gateway mobile location center
(GMLC), used to determine a user’s location, using MAP/Cx and MAP/Le
interfaces.

The signaling in the terminals is done by SIP UAs, making no differ-
ence if the end user is a content provider or not. SIP is designed for call con-
trol, but it may transport arbitrary MIME content in the body of a message.
Even Web pages using HTML can be transferred in this way. This
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circumstance offers the possibility of HTML pushing behavior instead of the
usual HTTP/HTML pull concept.

The service provider operates a platform for the creation, operation,
and maintenance of applications. These applications can be offered to one or
more network providers, using their infrastructure for data transport
between various clients and servers. A standardized interface, like
PARLAY, between service provider and network provider helps to ensure
service portability and to reduce implementation effort and time to market.

A detailed description of the architecture components is given in the
following sections.

24.3.3.2 Push Application

The push service consists of two parts. The data delivery part runs in the SIP
proxy and is described in the next section. The second part resides on the
service platform of the service provider. It can be seen as business logic,
being responsible for the management of push subscriptions and interaction
with other services. End users may sign in for push services either explicitly
(e.g., on a Web form or with a SIP SUBSCRIBE message) or implicitly. An
example of the latter is a subscription to an advertising tariff, where push
advertising is mandatory. All users who have signed in for a certain push
service (push channel) are included in a user group that has a specific SIP
address.

The platform database (platform DB in Figure 24.5) holds the list of
subscribers for a push channel—that is, it performs the mapping between
the channel address (SIP user address) and the SIP addresses of its members.

The second task is the communication with the SIP proxy of the net-
work provider via the PARLAY API. This is necessary to receive push
requests and return the list of subscribers after accessing the platform
database.

If users subscribe to a push channel during a pending push request (i.e.,
before push request expiration), they should be added dynamically to the list
of receivers. In this case the application has to contact the SIP proxy again to
initiate the data transfer to the additional users.

24.3.3.3 Push Gateway

The push gateway consists of an SIP proxy with an additional SIP push serv-
let. If an SIP message (request or response) is received, the appropriate serv-
let is activated. The message is forwarded to this servlet, which executes
some code to handle the request.

Consider a push servlet, getting a request that includes push-related
information. The push information may consist of an HTML push content,
the location information for location-based scenarios, and the expiration
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time. The latter indicates how long the push is valid in time. It is possible to
use the expire header of the SIP request for this purpose. The push content
and the location information are transported as multipart message in the SIP
body. The location information is given in some user and system readable
format, preferably XML as proposed in [14].

All this information has to be identified and stored until the push
request is completed. After receiving the list of push subscribers from the
push application, the servlet determines the push settings and location of
every subscriber. The servlet contacts the HSS (see Section 24.3.3.4) to
identify the current push settings of the desired user; the coordinates are
supplied by the GMLC (see Section 24.3.3.5). If the user is in the desired
region and has push enabled, the servlet forwards the push request to the
user’s SIP UA.

A detailed description of this behavior is presented in Section 24.4.1.

24.3.3.4 HSS/HLR

The HSS/HLR is the central user database of a UMTS/GSM mobile net-
work. It is used to store service-specific data and general subscription infor-
mation (e.g., the user’s IMSI number) or tariff model. In the push scenario,
two parameters are relevant: push settings and localization settings.

Via the push settings of the HSS, a user may quickly disable or enable all
push services he/she is subscribed to. This avoids the situation where a user
has to contact all service platforms and modify the subscription profile there.
Optionally the HSS may contain lists of content providers or push applica-
tions that are allowed to perform push; it is also possible to block certain
push originators.

This concept has been developed in analogy to the standardized local-
ization security exception settings of the HSS [15]. A user may decide who
is allowed to know his/her location and enter appropriate settings in the
HSS. Again it is possible to enter some global settings (i.e., allow or block all
localization requests) and to enter individual settings, specifying all allowed
(or blocked) requestors separately.

For obvious reasons, a convenient access to the HSS via the mobile ter-
minal is needed. Therefore, an HTML/WML interface to the HSS should
be provided by the mobile operator. A special challenge in this context is
authorization, but the SIM-based security mechanisms can be used for this
purpose, just as it is currently done for accessing the mobile voice mailbox.

24.3.3.5 GMLC

The GMLC is used to determine the user’s location for location-based push
requests. There are three possible situations: (1) the user has blocked local-
ization, (2) a user is in the region, and (3) a user is outside the push region.
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If a user has blocked localization, no location-based push data will be
delivered; it is assumed that the user is permanently outside the target
region. If localization indicates that a user is in the push region, the push
content is immediately forwarded to the user’s terminal. In the latter case, a
trigger is set within the GMLC. It includes the desired push region and the
expiration time of the push request. If the user enters the push region before
the timer expires, the trigger fires (i.e., it notifies the SIP push servlet, which
forwards the push request to the user upon receiving the notification).

24.3.3.6 Content Provider

If the content provider wants to initiate a push message, it generates an SIP
request including the HTML content and, in the case of location-based
push, the location parameters. This feature has to be supported by the SIP
UA of the content provider (i.e., it must be possible to attach MIME con-
tent to the INVITE/NOTIFY message). Since SIP UAs are available for
virtually all Internet terminals, any Internet user may originate a push mes-
sage. The SIP proxy and the push application may decide to process the
request or discard it if the originator is not allowed to initiate push requests.

24.3.3.7 Terminal Application/User

The SIP UA of the end user receives the push message. It extracts the
HTML page and presents it to the user. Similarly, any other MIME content
can be attached; it may be presented via appropriate external programs. This
enables application-oriented push—the only requirement is that the appli-
cation is registered with the related MIME type in the SIP UA. There is no
feedback if an application for a specific MIME type is available or not; there-
fore, there is also no privacy problem regarding application probing.

24.4 Realization

24.4.1 Content Provider Push and Location-Based Push

As mentioned above, two different scenarios of push are considered:
(generic) content provider push and location-based push. Both are feasible
with the architecture proposed in Section 24.3.

The following section describes in detail a location-based push and out-
lines the differences to the content provider push. Figure 24.6 gives an over-
view of the scenario. The marker /n indicates that an operation is done for
every user. Without this marker, the operation is performed once (i.e., it is
representative for the whole group of push subscribers).
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The first step is to send an SIP INVITE request to the SIP proxy (1).
The body of the request contains the location parameters and the push con-
tent. The content may be an HTML page, any MIME content, or multime-
dia session information (described with SDP). The header of the SIP request
contains the expiration time as well as the channel identifier (push address).
The servlet engine of the proxy activates the corresponding push servlet and
forwards the request.

The push servlet has to maintain the state of the push process and store
important information, like the push content, the location parameters, and
the expiration value. The servlet forwards the push request, including the
channel identifier, to the push application on the service platform over the
open PARLAY interface (2).

Now the application retrieves the list of subscribers for the given push
channel from the platform database (3, 4). Afterwards, the application
returns the list of push subscribers to the push servlet (5). In parallel, it initi-
ates a status report to the content provider (6). If the push channel is valid
and contains at least one subscriber, a positive SIP response is sent to the
content provider. Otherwise, or if any other problem occurs, an error
report is sent.

A user may subscribe to the push channel while the push request is
pending (i.e., before its expiration time). This situation is shown with the
encircled S in Figure 24.6. In this case, the push application adds the new
user to the channel and notifies the push servlet (5a).

Now it is checked for every user if push is allowed. This information
and the current address of the user are retrieved from the HSS (7, 8). The
servlet now sets up a list of users who will receive the push content. This is
necessary for managing the push delivery (e.g., performing retries if a user
cannot be reached immediately). It is also used for billing purposes (i.e., to
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report the number of successfully contacted users to the push application
after completing the push request).

In the case of a content provider push, data delivery is performed at this
point in time by forwarding the SIP request, including the push content, to
the identified end users (11).

In the location-based case, the servlet has to contact the GMLC to find
out if the requested user is present in the specified geographical area (9). The
GMLC responds with the user location (10). If the user is not in the area, the
servlet sets a trigger T for this user. It fires when the user enters the push area
(10a). Upon a positive response from the GMLC, the push servlet forwards
the SIP request to the SIP stack of the proxy, including the address of the
user terminal. In the following, the proxy tries to deliver the push message
to the SIP UA of the specified terminal (11). If it succeeds, the servlet
updates its internal user list accordingly. After expiration time of the push
request, all triggers are disabled in the GMLC. Then the push servlet sends
the delivery statistics (i.e., the number of reached subscribers and billing
data) to the push application.

Note that this architecture ensures a clear separation between service
providers, who provide applications, and network providers, who are
responsible for the transport infrastructure. Furthermore, dealing with secu-
rity issues is simple and effective in this architecture. Authentication is only
required between pairs of entities (e.g., content provider and push applica-
tion, or push application and SIP servlet). This can be done with state-of-
the-art methods like PGP [6] and IPsec [7]. Privacy of end users is automati-
cally ensured because only statistical data is reported to the push application
and the content provider. No individual user data (preferences, location) are
sent outside the network provider domain. This also helps to minimize traf-
fic over the PARLAY interface.

24.4.2 Application-Related Push for Local Location Assistant (LoL@)

The LoL@ is a prototype of a UMTS location-based service that is being
developed at Forschungszentrum Telekommunikation Wien (FTW;
http://www.ftw.at). It provides a tourist guide for Vienna. LoL@ includes
navigation features (i.e., the user is guided from his or her current position
to a selected destination). This feature uses maps where the current position
and the next part of the route are shown. To update the map display (i.e., to
show a new user location and/or route segment), an application-related
push concept is used. In this case the architecture is much simpler than in the
previous example.

The content provider requests periodic updates of the user location
information from the GMLC, using the PARLAY Mobility Service. If the
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user has moved, the content provider initiates a push data transfer to the ter-
minal, including the new coordinates to be shown in the map. This example
shows an unconfirmed, connectionless, unicast push request that is not loca-
tion based, because the user location is the content of the request.

The control flow (Figure 24.7) is as follows. The user logs into LoL@,
which activates the periodic location requests (1). If a new location estimate
is available, the GMLC notifies the LoL@ application (2). The application
determines if the movement was big enough to send a notification to the
LoL@ client running in the user terminal. In this case an SIP push request is
issued (3). The SIP proxy identifies the request and activates the push serv-
let. The servlet now checks the push settings in the HSS (4, 5). If push is
allowed, the push request is sent to the SIP UA running in the terminal (6).
The UA is responsible to forward the request to the local LoL@ applet. The
applet uses the received information to update the display (i.e., to show the
current user location in a map). At first glance, this situation looks like a
standard SIP session activation, but there are some differences: (1) checking
the push preferences in the HSS, (2) the SIP session is automatically
accepted and closed after data delivery, and (3) session data is directly sent to
the appropriate application.

24.5 Summary

This chapter started by showing the framework around push functionality,
followed by a discussion of push scenarios in Section 24.2. A comparison of
different push architectures, based on Section 24.3, is given in Table 24.1.
Because of its advantages, especially considering flexibility and system inter-
working, SIP has been selected as the architecture for advanced push
functionality. Examples of advanced push scenarios were discussed in
Section 24.4.
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Figure 24.7
LoL@ push.



24.6 Conclusions and Future Directions

An SIP-based push architecture with special considerations for location-
based push services in UMTS has been discussed. A comparison with other
push concepts has been presented. The key advantages of SIP are its inter-
working capabilities between UMTS terminals and Internet PCs, the exten-
sibility, and multimedia features. The text-based protocol provides high
flexibility and medium complexity; minor drawbacks are the message size
and the lack of mandatory, standardized codecs. In H.323, a quite complex
binary protocol is used together with a well-defined set of codecs. The
problems are its resource consumption and the rigid protocol struc-
ture—both issues limit the applicability of H.323 for mobile smart phones.
SMS and WAP are both suitable for simple mobile push applications, like
notifications. Both concepts are not adequate for complex multimedia serv-
ices, accessed via smart phones or Internet terminals.

Based on two examples, it was shown that a function split between net-
work and service provider is useful for UMTS push services. It ensures a
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Table 24.1 Push Architecture Comparison

SIP SMS WAP H.323

Internet clients Yes No No Yes

Mobile clients Yes (UMTS Rel. 5) Yes Yes No

Protocol type Text Binary Binary Binary

Protocol efficiency Medium High High High

Flexibility High Low Medium Low

Multimedia Yes No No Yes

Application
addressing

Yes No Yes No

Network-initiated
sessions

Yes, network initi-
ated PDP context
required

Yes Yes, network initi-
ated PDP context
required

Yes, network initi-
ated PDP context
required

Standardized content
codec

No Yes Yes Yes

Complexity Medium Low Medium High

Comments Interworking be-
tween PC and MT

Symmetric

Roaming

Delivery guarantees

Symmetric

No delivery
guarantees

Asymmetric

Delivery guarantees

Interworking be-
tween PC and ISDN

Symmetric



clear assignment of tasks while minimizing data traffic over the
OSA/PARLAY interface.

In the future, interworking between SIP-based mobile networks and
other networks, for instance ISDN, will become an interesting issue. Inter-
working concepts are already considered in H.323 by means of the gateway;
they include signaling translation and codec conversion. Codec conversion
is a challenging task for real-time sessions because of the resource and QoS
requirements. For non-real-time content, conversion is usually not
required. It can be assumed, for example, that an HTML push content can
be displayed by all push terminals. Interworking of SIP with other signaling
systems (e.g., SS7 of GSM or ISDN) is currently not possible. It can be
expected, however, that UMTS will increase efforts made in this direction.
Basically it is a question of defining and implementing appropriate media
and signaling gateways. An SIP proxy with some kind of servlet can also be
seen as a simple signaling gateway, converting SIP signaling into PARLAY
function calls. Note, however, that the SIP proxy is usually not involved in
the content transfer, thus it cannot perform codec conversions easily.

After finishing the implementation of LoL@ and the basic SIP push
architecture, the location-based push concepts will be studied in detail. The
location information will be obtained from a mobile positioning test bed,
which is being developed at FTW. By now, the test bed uses the GPS, and
extensions for cell-based methods are currently being implemented.
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Chapter 25

Signaling Network Architecture in
Wireless IP Overlay Networks
Masahiro Kuroda, Takashi Sakakura, Tatsuji Munaka, Gang Wu, and
Mitsuhiko Mizuno

25.1 Introduction
New wireless communications are coming up in the market. Meanwhile,
the popularization of cellular communications has aroused a need for Inter-
net access from mobile devices. There have been discussions on IP routing,
QoS, and so on, for offering users the seamless data access and voice com-
munication in wireless IP networks.

One approach for accessing the Internet is to augment a cellular system
that provides the Internet access to cell phones. The i-mode in Japan is a
successful example of this approach. The cellular network, however, is not
the only wireless network. Many emerging wireless communications are
being introduced that satisfy user requirements, such as high speed and
lower communication cost. New wireless communication systems, such as
High Altitude Platform Station (HAPS) [1], are currently under research and
are expected to come to market in the near future. Each wireless communi-
cation system has its own advantages and disadvantages for providing IP
connection. Besides cellular networks, Bluetooth [2], Dedicated Short Range
Communications (DSRC) of Intelligent Transportation Systems (ITS) [3], Multi-
media Mobile Access Communication (MMAC) [4], and HAPS are the candi-
dates for IP wireless communications; and the combinations of these
wireless networks satisfy various type of uses.

Users can select a communication path implicitly or explicitly in wire-
less overlay networks [5] when interfaces to wireless networks fit into a
common interface in a mobile device. The wireless overlay networks are a
future wireless solution to offer services such as multimedia data streaming
and data servicing in congested areas where one wireless communication
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system cannot offer enough bandwidth to users. It is assumed that all the
services will be merged to IP networks, and the integration of wireless net-
works is expected. Efforts are being made to support terminal mobility in IP
that originates in the Mobile IP [6] to support seamless mobility [7]. Discus-
sions are also being held on protocols that support micro-mobility in the IP
layer [8–10]. Regarding devices, users always carry and use them at any
location. The devices need to have low power consumption and connec-
tions to any type of wireless networks.

This chapter focuses on a dedicated signaling network architecture in
wireless overlay networks and discusses their basic design issues. Actually,
“signaling” is a telephony term that refers to sending call information across
a telephone connection. The signaling information is transmitted via many
techniques. In the plain telephony system, the following series of operations
is called signaling: (1) opening and closing a loop to start and stop the flow of
direct current (dc) loop current, which is used to indicate on-hook and off-
hook states and to transmit dial-pulsing of digits; (2) sending of ringing volt-
age to alert the other side of an incoming call, sending digit information in
the form of Dial Tone Multi Frequency, or sending call state information on
a Digital Signal 0 time-slot by using robbed-bits. The signaling system in
wired-telephony networks is augmented with a help of computer technol-
ogy to support various services such as 1-800 toll free line, call forwarding,
or roaming service to cellular systems. The standard signaling technology
that enables these services is known as SS7. In the case of a mobile wireless
network, typically a cellular phone system, its own signaling system for
sending call information on the wireless network is deployed. Looking at
the spectrum of frequencies ranging from several tens of megahertz to sev-
eral tens of gigahertz, we find that there are dozens of (digital) communica-
tion systems. These ubiquitous systems are independently designed,
implemented, and operated to meet different requirements on mobility,
data rates, services, and so on. Some (if not all) of these systems can simulta-
neously provide services at a specific geographic location, creating a hetero-
geneous wireless environment for users in overlaid service areas. A signaling
system in mobile wireless networks would be concerned with the location
of wireless terminals to localize paging operation, a power efficient way to
page the terminals in the scheme of wireless access policy, along with an
implementation of a terminal standby mode. A wide-coverage signaling sys-
tem can accommodate various high-speed wireless data access networks.

In order to bring a signaling system to wireless overlay networks,
requirements special to the wireless overlay networks should be considered.
These requirements include a wireless system discovery and selection,
mobility management, and energy efficient paging [11]. The wireless device
in the architecture equips multiple radio interfaces both for signaling and
service. The device inquires its signaling network for the available data
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access networks and configures an IP for the selected data network. The
device can access data and can communicate with the destination.

25.2 Network Model

The network model is flexible in order to accommodate various types of
wireless communications, from short range to long range as shown in
Figure 25.1.

Various wireless communication systems can be categorized as follows
(we choose a typical implementation from each category as a member of
wireless overlay networks):

• Macro cell (up to 50 km): Implemented at several frequency bands, pro-
viding link-based communication at intermediate to high speed and
having its own handoff mechanism and a sparse coverage in the service
area;

• Micro cell (from 100m to 1 km): Implemented at several frequency bands,
providing link-based communication at intermediate to high speed.

• Pico cell (from 10m to 100m): Implemented at several frequency bands
from 2.4 GHz (ISM) to several tens of gigahertz. (CSMA/CA-based
IEEE 802.11b and 802.11a WLANs and Bluetooth are typical systems
in this category);
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• Signaling network: Implemented at pager frequency range, providing
two-way communications at low speed but with a wide coverage area.

25.2.1 Dedicated Signaling Network Architecture

The architecture consists of the following four network components: a basic
access network (BAN), RANs, a common core network (CCN), and an external
IPv6 backbone network (Figure 25.2) [12]. The BAN is used for signaling,
and various types of RANs are targeted for data communications. These
networks are connected to the CCN, which provides a common platform
through which all terminals communicate with correspondent nodes (CNs) in
the external IPv6 network.

A region network, which manages a wide geographical area—say, 50
Km in diameter—consists of a CCN, a BAN, and several RANs. The
region network is connected to the external IPv6 backbone network via a
gateway router (GR). The GR provides routing and seamless handover
instruction among region networks using a terminal’s regional location
information identified by its region identification (R-id), which is kept in
the region register (RR). A HA or a CN can communicate with a terminal in
the region network by inquiring its current location directly from the RR.

The BAN is used as the dedicated signaling network to support mobil-
ity. The signaling function provides paging, location registration, and infor-
mation about available RANs for a terminal. A paging message is delivered
to a terminal that is not able to communicate with CNs for a certain
period of time, when IP packets arrive at the GR to which the terminal is
connected.
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When a terminal changes its location to a new region, it needs to send a
location registration message including its terminal identification (T-id) and
the R-id to the GR in the region network through the BAN. The GR reg-
isters the terminal’s location indicated by the R-id into the RR and issues
the COA and its home IP address for the terminal from the GR of the ter-
minal’s home region.

After the terminal receives a reply message including available RANs in
the region network, it selects an RAN from the RAN’s list and configures
its air interface to access to the RAN. At that time, the terminal’s COA,
which is similar to the IPv6 stateless address auto configuration scheme, is
generated by the R-id and its MAC address.

When a terminal moves from one location to another within the same
region, it does not need to reregister its current location to the RR. Mobil-
ity management within a region is handled by a micro-mobility manage-
ment scheme such as Cellular IP [8]. This micro-mobility protocol has the
only function to maintain a route map from a terminal to the GR in the
region. The route map, which is the chain of route caches on routers from
an access point of the RAN to the GR, is created when an IP packet is sent
to the GR from the terminal via the access point.

On the other hand, when a terminal moves to another region, it updates
the current regional location managed by the RR. If the CN fails to inquire
the current terminal’s location to the RR, it sends an IP packet to the ter-
minal’s home region and the packet is forwarded to the current GR by
home region’s GR. If the CN makes an inquiry request to the RR, it
receives the COA of the destination terminal and sends IP packets to the
terminal directly. As a result, it reduces the handover latency and traffic
overhead on the network by changing the route map from the CN to the
GR in the terminal’s current region.

25.2.2 Architecture Components

The region network is a primary component in the architecture, as shown
in Figure 25.2. It consists of the CCN, the BAN, and RANs. A RAN is
connected to the CCN through an access network gateway (ANG), which is a
top node router of the RAN. Each ANG has an access gateway interface
(GRI) that handles all communication messages to the GR in the region
network. The GRI enables a new wireless access network to be plugged in
to the GR in the region network with low cost. The ANG also handles local
authentication and authorization, which are dependent on each wireless
access service, and also serves as an access network router (ANR) to downward
nodes. The ANR is an IP router that has route caches for active terminals. A
BS is an ANR disposed at the edge of the RAN that provides a layer 2 wire-
less interface. Separating a paging network from data access networks
enables a new wireless service to be added into the network easily. An
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additional reason for defining the BAN as a dedicated signaling network
comes from the requirement to support a wide coverage area.

25.2.2.1 RR

The RR holds a regional location entry denoted by terminal id, its region id
for each terminal in all regions. The entry is updated by the GR when it
receives a location registration message from a terminal that has changed its
location from one region to another. Since one-to-one mapping in service
coverage between a BAN and a CCN is adopted in this study, location
management for paging localization is not needed. Therefore, the RR only
provides an inquiry service that informs the current location of a specified
terminal to CNs or the HA of each terminal so far. The RR allows a flexible
configuration of BAN to keep mapping between BANs and CCNs for pag-
ing localization, and has a functionality of the CCN selection.

25.2.2.2 Gateway Router

The RR and GRs are the key components providing routings and seamless
handovers among region networks. A GR is designated as an IP router of a
region network and consists of the following functional entities.

25.2.3 Signaling Home Agent

The signaling home agent (SHA) is responsible for the terminal management
of locations and mobility for within the same region network and between
two different region networks. It also provides resource management in a
region network for visiting terminals. An explicit signaling mechanism pro-
vided by the BAN allows for a simpler design for mobility management.
The SHA and the terminal itself keep IP routes to the terminal including
configuration for packet forwarding between regions by triggering each
other. The SHA acts as an HA and an FA as well in packet forwarding in the
Mobile IP manner, and also acts as a GR without paging cache management
in the Cellular IP manner.

25.2.4 Location Database

Geographical location data including latitude, longitude, and altitude of ter-
minals in a region network are registered in the location database (LDB). An
entry of a terminal in the LDB is created when the terminal moves into the
region for the first time and is updated when the terminal makes a registra-
tion update message through the BAN. This geographical data is used to
enumerate available RANs for the terminal invoking an access network
discovery.
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25.2.5 Resource Database

The resource database (RDB) keeps resource information of the RAN in a
region network, such as maps of access points and status of respective
RANs.

25.2.6 HA

The HA forwards IP packets to the GR according to the cached routes kept
in an SHA.

25.2.6.1 Signaling Node

The signaling node (SN) consists of a signaling server (SS) and a signaling BS
(S-BS). When the SN receives a location update message from a terminal, it
passes the message to the SHA. Signaling messages from the SHA are passed
to the SS and the SS sends them to terminals via the S-BS.

In this architecture, a terminal is an IP mobile node enabling the user to
get services via a selected access network. Each terminal has a basic access com-
ponent (BAC) to communicate with the BAN, and it also has one or more
radio modules to access the CCN [13]. The terminal is in either of the fol-
lowing states:

• Active state: A terminal is sending (receiving) IP packets to (from) a
correspondent node.

• Idle state: A terminal is not sending (receiving) IP packets for a certain
period of time.

When a terminal in the idle state receives a paging message through the
BAN, it changes its state to active after selecting an RAN and configuring IP
in the RAN.

25.3 Functions of Signaling Network

25.3.1 Terminal Addressing

A fixed home IP address is only valid within its home region network. A
terminal can be identified by its fixed home IP address or by a temporary IP
address (COA) in a visiting region network. In this architecture, a terminal
address is defined as follows:

IP address = R-id[+QoS class] + MAC address of the terminal
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This addressing scheme is similar to the IPv6 stateless address auto-
configuration. In the IPv6 autoconfiguration, the prefix address is delivered
to a terminal via a router advertisement. In this architecture, the prefix (an
R-id) is notified to a terminal by a reply message of a location registration
message through the BAN. The IP address can optionally include the QoS
class that is set by applications explicitly or set by routers within the CCN. A
QoS class is expressed as an alias address of a terminal within an IP subnet
that does not affect existing IP QoS mechanism that uses the IP header field.

25.4 Signaling and Location Management

When a GR receives an IP packet destined for a terminal, it searches the
corresponding entry in its route cache first. If the GR cannot find a valid
route cache entry for the terminal, it makes an explicit paging to the region
network through a BAN. As the terminal in the idle state receives the pag-
ing message specified by the terminal identification, it goes into the active
state by selecting a suitable RAN, configuring the RAN, and generating a
COA in the region network.

When the terminal moves into a foreign region network, a location
registration message is passed to the GR through the BAN. The GR enrolls
the geographical location data in the message into the LDB and updates the
R-id, which is kept in the RR.

A GR, then, receives a location registration message from the terminal.
It selects the candidates of RANs by available service information showing
each RAN coverage and current states of RANs such as available band-
width. The list of available RANs indicated by <R-id, RAN-id, and
BS-id> is delivered to the terminal as the reply message for the registration
message.

Further clarification of the paging and route cache entry setup proce-
dure is shown in Figure 25.3. In the procedure, it is assumed that a terminal
is in the idle state while staying in the home region, and the regional loca-
tion of the terminal is already registered into the RR by the implicit location
update messages periodically processed by a layer 2 function driver.

1. A correspondent node sends an IP packet to a terminal that is in its
home region.

2. The GR managing the home region network searches the route
cache entry of the destined terminal first when it receives the IP
packet. If a valid entry is found in the cache, the GR forwards the
packet to the current GR in the foreign region network in which the
terminal exists.
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3. If the GR cannot find a valid entry, it sends a paging message to the
terminal in the home region network through the BAN.

4. The terminal receiving the paging message sends a location registra-
tion message to the GR. This message plays a role of an inquiry re-
quest for retrieving the available RANs at the terminal’s current
location.

5. The GR selects the candidates of RANs based on the information
that indicates those RANs covering the region. The current states of
RANs are observed dynamically.

6. The GR sends a reply message including the list of available RANs.

7. The most suitable RAN is selected according to the user’s require-
ment, and the terminal is reconfigured to adjust to the RAN.

8. Link-level communication is enabled.

9. The terminal generates a tentative IP address (COA) by the R-id and
its MAC address.

10.The terminal sends the IP packet to the GR. The GR and routers on
the way to the GR create or update the route cache entries corre-
sponding to the terminal.

11.After the GR successfully receives the IP packet from the terminal
through the configured RAN, it starts forwarding IP packets coming
from the CN to the terminal.
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Figure 25.3
The paging route
create procedure.



25.5 Mobility Management

In general, the handover is defined as a process involved when an active ter-
minal changes its point of attachment to the network, or when such change
is attempted.

In the architecture, the following handovers are defined, as shown in
Figure 25.4:

• Intraregion handover: A handover occurs when a terminal changes BSs
connected to the same region network.

• Interregion handover: A handover occurs when a terminal changes BSs
connected to the different region network.

• Horizontal handover: A handover occurs when a terminal changes BSs
in the same RAN.

• Vertical handover: A handover occurs when a terminal changes BSs be-
tween different RANs.

In general, micro-mobility refers to mobility over a small area and macro-
mobility refers to mobility over a large area. In the case of wireless overlay
networks, intraregion handover and interregion handover are defined to
make the difference of mobility clearer.

The handover procedure when a terminal moves from its home region
network to a foreign region network is shown in Figure 25.5.
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1. A terminal sends a location registration message to a GR in a newly
visited foreign region network.

2. The new GR knows that the new terminal moves into the region
since it cannot find the corresponding entry in its route cache. In or-
der to establish a data communication pass to the terminal, the GR
chooses the candidates of RANs by information indicating which
RANs cover the region and current location of the terminal.

3. The GR sends a reply message including the list of available RANs.

The terminal and the region networks execute the following proce-
dures in parallel. The (t-x)’s explain the steps taken by the terminal, whereas
the (gr-x)’s show the steps of region networks:

• (t-4) The suitable RAN satisfying the user’s requirements is selected,
and the corresponding air interface is reconfigured for access to the
RAN.

• (t-5) Enable link-level communication.

• (t-6) The terminal generates a tentative IP address in the foreign re-
gion network.

• (gr-4) The SHA in the new GR updates the geographical location data
in the LDB.
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• (gr-5) The SHA makes an update request of the regional location of
the terminal denoted by <T-id, R-id> to the RR.

• (gr-6) The SHA creates a route cache entry for the terminal shown by
<COA, non>. This entry shows that the route to the terminal in the
CCN is not validated yet. When the GR receives an IP packet de-
noted to the terminal on this condition, the paging procedure is in-
voked by the GR.

• (gr-7) The SHA sends a route update message including <T-id, IP ad-
dress of the new GR> to a SHA in the former GR.

• (gr-8) The SHA in the former GR updates the entry into <the fixed
Home IP address of the terminal, an IP address of the new GR>. After
updating the entry, packets arriving at the previous GR destined to the
terminal are forwarded to the new GR.

• (9) The terminal sends an IP packet to the new GR. The packet is lis-
tened to by routers on the way to the GR, and they add route cache
entries for the terminal.

• (10) The SHA in the new GR updates the cache entry of the terminal
as follows: <COA, IP address of an ANG in the region>.

If IP packets arrive at the new GR destined to the terminal from step (gr-7)
to the step (10), a paging message is sent to the terminal and succeeded pag-
ing procedures shown in Figure 25.3 are handled in the terminal.

The IP address of a terminal is defined as follows:

• If (current region = home region of a terminal), then IP address of a
terminal = Home IP address of the terminal = COA in the region.

• Else then IP address of a terminal = COA in the current region.

25.5.1 Resource Management

Resources are defined as the availability of communication channels used by
the RAN and functional abilities of a terminal while focusing on the avail-
ability of network communication channels. The final goal is to design an
efficient communication system by taking advantages of features of the net-
work architecture combining different types of RANs from the point of
view of both users and network operators. All the resources will be defined
in the near future. Information such as the map of access points is treated as a
static resource. Resources such as bandwidth, memories for data buffering,
and so on are dynamic resources monitored and controlled by the operating
system. This resource information is stored in an RDB in each region.
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25.6 Basic Issues

25.6.1 Paging and Power Consumption of Idle Terminal

To save the terminal’s battery life, two approaches are considered. One is
that the wireless device gets into a low-power state periodically for a certain
amount of time while the terminal does not send or receive IP packets. The
wireless device wakes up from the low-power state for a short time only for
checking the arrival of the paging messages. Bluetooth adopts this approach
in its paging scheme. In this approach, no particular interface between the
IP layer and the link layer is required for implementing a paging mechanism.
Because the wireless device is basically active to the IP layer, the IP layer can
control the paging process by sending a paging message as an IP packet.
However, the terminal may miss the paging messages while the wireless
device is sleeping, such that the paging message traffic on the network
increases as a result.

Another approach is to define an explicit low-power state, which only
allows the wireless device to listen to the paging messages. In this approach,
the wireless device is in the low-power state until receiving the paging mes-
sage. The wireless device notifies the higher communication layer when it
receives the paging message. The cellular system is an example of this
approach. Some dedicated layer 2 functions and the higher layer functions
are needed additionally for paging; however, this approach enables a better
paging response, a lower paging traffic, and low power consumption.

The system discussed here uses the dedicated network, the BAN, for a
paging and signaling purpose. The radio module for the BAN, BAC, is
installed into the terminal independently from other radio modules for the
RANs used for communications. Only the BAC can be powered on in the
idle state.

25.6.2 Generic Extension Interface for Adding a New Type of Wireless
Network as an RAN

Two other issues should be considered for adding a new type of wireless
service. One is an issue regarding an attachment of a radio module to a ter-
minal, and the other is regarding the connection of an RAN to a CCN.

If a newly added RAN can communicate with the terminal by an exist-
ing RF module, only firmware of base-band logic has to be added into the
terminal. The terminal will equip with some of the RF modules that covers
100 MHz to several tens of gigahertz, so most of the wireless networks can
be supported on the terminal RF platform. By defining the firmware inter-
face and link control interface, a network operator who wants to join the
system can develop the module for plug-in.
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If IP communications are already enabled on the wireless network, then
connecting the wireless network is simple. The wireless network is con-
nected to the GR of a CCN via the ANG, which reconciles the difference
of security policy between the CCN and the wireless network. Otherwise,
an interworking gateway is needed on top of the link control function of the
wireless network. The network operator should prepare the IP gateway in
this case.

25.6.3 Capacity of the Networks as a Communication System

One purpose of designing the networks is to achieve good utilization of
radio resources. The system aims to support as many wireless communica-
tions as possible at an allocated frequency band. The resource management
function of the system should arrange total traffic balance in the system and
improve the communication availability.

The cell layout design of the respective RANs is also an issue, especially
in the case of PAN type of RAN. In the case the RANs are provided by cel-
lular systems, the cell layout is carefully designed and power control func-
tions are installed in the CDMA systems. In the case of PAN, a frequency
band is highly reusable owing to its low transmit power. It is obvious that
much deployment of the PAN improves the communication capacity of the
system. Moreover, if the PAN, such as Bluetooth, adopts the WLAN
medium, then the access network can easily be expanded in an ad hoc net-
work manner.

25.6.4 Geographical Coverage of Service and BAN Capacity

The entire service area of the system is covered by the BAN. The 300-MHz
frequency band is allocated to the two-way pager technology including the
BAN. This is good for the geographical coverage of a medium powered
base station, but the bandwidth is not good enough for the data communi-
cation. A small-scale simulation evaluation suggests that the current specifi-
cation of BAN is not broad enough if the number of handoff operation
exceeds three times per second. Therefore, the BAN is not suitable for data
communication. The service areas should be covered entirely by some
RANs for enabling the “anytime, anywhere” service.

25.6.5 Handover Latency

According to the IETF Internet draft [10], handover is defined as the process
involved when an active MH changes its point of attachment to the net-
work, or when such a change is attempted. Handover latency is the time dif-
ference between when a wireless terminal is able to send and/or receive an
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IP packet by the way of the previous ANR and when the terminal is able to
send and/or receive an IP packet through the new ANR.

Table 25.1 shows the handover-related processes for each kind of han-
dover specified in Figure 20.5 in the wireless IP overlay networks.

In the case of the horizontal handover of intraregion handover, the han-
dover latency depends on geographical location update and route cache
update. Although the geographical location update process is only to update
an entry in an LDB, the performance of the location management should
not depend on the number of wireless terminals within an area. Route
cache update is the creation of the route map from the visiting BS to the
ANR that has the route entry of the wireless terminal. Cellular IP is a candi-
date of the micro-mobility protocols updating the route map and will be
required to improve the performance according to the characteristics of the
RAN.

The handover latency of the vertical handover mainly depends on I/O
configuration in the terminal and resource reallocation. It is expected that
the process of I/O configuration in terminal will be improved by newly
introduced technology such as software radio technology. The resource
reallocation process is related to the QoS mechanism in this network model
and needs particular attention within the CCN. This issue is one of the most
important items in the future works.
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Table 25.1 The Handover-Related Processes

Intraregion
handover (micro-mobility)

Interregion
handover (macro-mobility)

Horizontal Vertical Horizontal Vertical

Region-level location
update to RR

Not required Not required Required Required

Geographical location
update to GR

Required Required Required Required

Bind update from GR
to HA

Not Required Not Required Required Required

Resource reallocation Not Required Required Required Required

Reassignment of COA Not Required Not Required Required Required

I/O configuration in
terminal

Not Required Required Required Required

Route cache update Routers up to
ANR or ANG in
RAN

Routers in new
RAN on the way
to GR

Routers in new
RAN on the way
to GR

Routers in new
RAN on the way
to GR



In the case of interregion handover, almost all the wireless terminals will
be required to get an available IP address in the visiting network. The reas-
signment of COA process basically follows IPv6 stateless address auto-
configuration, and the binding update from a GR to the HA process follows
the Mobile IPv6. However, the optimizations of these processes and
region-level location update to RR are indispensable to investigate under
the conditions such as the number of wireless terminals within an area and
traffic load caused by terminals in addition to the discussion in the standardi-
zation activities.

This architecture assumes that all the cell categories have the same han-
dover feature, but the Bluetooth pico cell network is small in coverage and
can establish an ah hoc connectivity. There is no need for intraregion han-
dover based on geographical location update (shown in Table 25.1) because
it is managed by the ad hoc network.

25.7 Concluding Remarks
In this architecture a newly added wireless network does not need to take
care of the signaling procedure because a wide-coverage signaling network,
BAN, provides a common signaling mechanism covering different types of
wireless networks, and mobility management among different wireless
access networks is taken care of by CCN.

Further investigations and evaluations on the paging and power con-
sumption for a terminal, the network interface to accommodate different
types of wireless communications, capacity of the networks assuming a large
number of users, and the trade-off between geographical coverage areas and
BAN capacity are made. Capabilities to minimize the handover latency and
to provide QoS at vertical handover in the wireless IP overlay networks are
also topics in this research area. A system bottleneck at BAN, however, is
anticipated in this network architecture, and optimization to decrease the
signaling traffic on BAN, such as IP paging partially in the data networks, is a
considerable issue.

Authentication, Authorization, Accounting (AAA), which is not dis-
cussed in this chapter, is indispensable for providing seamless communica-
tion services to users. It needs to be investigate how to eliminate
unnecessary AAA interactions to keep the handover latency.
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Chapter 26

Mobile Content Distribution for
Wireless IP Networks
Tao Wu and Sudhir Dixit*

26.1 Introduction
The last several years have seen explosive growth of the Internet and espe-
cially the WWW. Today, with more people accessing the Web and more
applications becoming Web-enabled every day, WWW is quickly becom-
ing an indispensable channel for information exchange and communica-
tions. However, the vision of accessing content and information at anytime
from anywhere using a variety of devices, will not be fully realized until the
wide deployment of emerging wireless IP networking technologies such as
GPRS, 3G, WLAN, and Bluetooth. Future wireless IP networks will
empower a multitude of data-centric services including many existing wire-
line Web applications through their IP infrastructure. More importantly,
they will add another dimension of mobility to the Web and will
enable novel context-aware services such as location-based services and
m-commerce.

For wireless IP networks to deliver these promises, however, they must
provide a high quality of service to the end user. This is the lesson learned
from the wireline Web, which almost became the victim of its own success.
During its short history, there have been numerous serious service interrup-
tions because the infrastructure was incapable of handling exponential traffic
growth and flash crowds. For example, many of these service interruptions
occurred when widely expected Web content became available and was
requested by more people than the infrastructure could process. As a result,
origin servers often crashed due to overload, and networks were congested
with repetitive requests for the same content. More critically, user
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experience degraded dramatically during the interruption as users endured
excessive Web latency only to learn that the request had timed out. Because
wireless IP networks will provide more critical and interactive services such
as financial transactions to millions of terminals, they need to avoid service
outage by building scalability and application layer QoS into the network
infrastructure.

Fortunately, novel content distribution technologies have considerably
improved wireline Web user experience mostly by scaling the infrastruc-
ture; wireless IP networks can apply similar technologies to achieve scalabil-
ity and accelerated user experience. The basic idea of content distribution is
to distribute content to the edge of the network, closer to the end user.
When a user requests Web content, the network attempts to serve the con-
tent from the edge rather than from the origin server. Content distribution
offers a number of benefits, including offloading servers, reducing backbone
traffic utilization, and significantly improving user experience and applica-
tion layer QoS. Essential content distribution technologies include Web
caching, content routing and switching, load balancing, streaming media
delivery, and content management. These application layer technologies,
together with advances in hardware/software design in lower layers, have
transformed the wireline Web from a simple client-server model for infor-
mation access to a scalable, high-performance, content-rich infrastructure
and a service-enabling platform.

Content distribution in mobile wireless IP networks, however, faces
new and unique challenges. First, to achieve accelerated user experience,
mobile content distribution must be highly optimized on the wireless band-
width usage. Content distribution for the wireline Web has been focusing
on distributing content to the edge, since infrastructure scalability is key to
wireline application layer QoS. In wireless networks, however, the wireless
link is crucial to user experience because it is usually slow, expensive, and
error-prone. Bandwidth of wireless links is affected by many factors, and
connectivity may be lost at any time. Thus, edge distribution alone is not
adequate for wireless networks, and the network must be able to intelli-
gently provide optimal content in all connectivity situations. Second, most
mobile devices used in wireless networks are unlikely to have the resources
and capabilities of desktop PCs. Consequently, mobile content distribution
needs to provide novel functionality of content and service adaptation to
many terminals with limited and different processing, display, input and
storage capabilities, and stringent power consumption requirements. Third,
wireless IP networks such as GPRS and UMTS need to support terminal
mobility, so current wireline content distribution techniques need to be
enhanced in order to be effective in mobile networks.

Because a good understanding of content distribution is essential for
analyzing and designing high-performance and efficient wireless networks,
especially from the perspective of service and application development, the
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purpose of this chapter is to review content distribution technologies and
identify opportunities and challenges in developing content distribution for
wireless IP networks. Specifically, we develop a general taxonomy for con-
tent distribution techniques. In this approach, a content distribution tech-
nique must make improvements in one or more of the following three areas:
network scaling, endpoint (server and client) acceleration, and protocol and
content optimization. A key finding of this chapter is that while wireline
content distribution focuses on network scaling and server acceleration,
wireless content distribution will likely benefit most from protocol and con-
tent optimization and client acceleration with particular emphasis on the
limitations of the wireless medium. In addition, recent developments in
wireline content distribution such as edge services have the potential to be
widely applied in mobile content distribution.

We try to include both academic and industrial contributions to the
field, as this is a very active market sector and many innovations take place in
an industrial R&D environment. We also note that content distribution is a
fast-developing technology, and this chapter is not intended to be an
exhaustive survey; rather, we feel it is more important to summarize the key
techniques in content distribution and their implications on wireless IP
networks.

The remainder of the chapter is organized as follows. In Section 26.2,
we develop the taxonomy for content distribution techniques and use it to
review existing and emerging content delivery and distribution technolo-
gies in the wireline Web. In Section 26.3, we describe wireless IP network
characteristics and existing content distribution approaches addressing these
characteristics. We discuss opportunities for mobile content distribution in
Section 26.4 and conclude in Section 26.5.

26.2 Content Distribution in Wireline Web

26.2.1 A Taxonomy of Content Distribution

The Internet infrastructure’s ability to maintain acceptable user experience
has been constantly challenged in the last few years as WWW enjoys
unprecedented success, popularity, and growth. During the course, a set of
technologies has been developed to expedite the delivery of content from
server to client. These techniques vary widely, and to the best of our knowl-
edge, there is no formal taxonomy that gives both the visibility of content
distribution as a whole and the resolution of identifying the strength and
applications of each technique. Here, we propose the following categoriza-
tion of content acceleration techniques: network scaling, which distributes
the content in the network; endpoint acceleration, which speeds up the
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content delivery at content source and destination; and protocol and con-
tent optimization, which improves content transmission efficiency. This
taxonomy allows us to treat different aspects on content distribution sepa-
rately and at the same time maintain an integral and consistent view of the
entire spectrum of content distribution.

First, technologies such as edge Web caching and content distribution net-
working (CDN) aim to scale the network and distribute content to the net-
work edge. They significantly improve user experience by serving Web
content locally. Other benefits of network scaling are server offloading and
backbone traffic reduction. Recent progress in this area will enable Web
services (such as dynamic content generation and personalization) to be pro-
vided at network edge, further enhancing user experience. Second, both
server and client can accelerate content delivery to the end user. On the
server acceleration side, load balancing at the application layer and Web
switching, together with reverse proxy, were developed to scale the server
farms. On the client side, caching has been widely used to enhance user per-
ceived performance. Third, the HTTP/TCP/IP stack is the standard Web
transport vehicle, and optimizations have been made to improve their effi-
ciency in certain situations. For example, the three-way TCP connection
setup often introduces excessive overhead in Web servers, and dedicated
TCP multiplexers have been introduced to offload the TCP connection
management from the server. Furthermore, packet-level FEC coding can
be used to disseminate content to multiple recipients, eliminating the scal-
ability limitations of TCP. Beyond this level, techniques such as HTML
macros, cache-based compaction, and duplicate suppression have been pro-
posed to transport and store content efficiently.

In the remainder of the section, we discuss these techniques within the
framework of content distribution taxonomy.

26.2.2 Network Scaling

26.2.2.1 Web Caching

Web caching is one of the earliest Web content acceleration technologies,
and it is a key building block for many content distribution techniques. As
illustrated in Figure 26.1, a Web cache stores frequently requested content
at network edge so that it can be served locally when a user requests it. Web
caching can considerably improve user experience by eliminating much of
the Web latency. Furthermore, it can significantly lower the backbone
bandwidth usage since it eliminates repetitive transmission of popular Web
objects, indirectly improving QoS of other applications. Another benefit of
Web caching is that it offloads the origin server by processing requests in a
distributed manner. Also, it mitigates the disastrous consequences of a single
point of failure at the origin server by caching content at the edge. A Web
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cache deployed at edge needs either user agents to be configured so that they
can send requests to the cache, or router support to route the Web requests
to the caches.

Web caching resembles caching in the computer systems memory hier-
archy [1], and the key component of Web caching is the replacement algo-
rithm, which decides what cached object to delete when the cache is full
and room must be made to accommodate an incoming object. Beyond this,
Web caching faces new problems that do not exist in memory hierarchy
caching. First, in memory caching, the cost of each memory access is usually
identical; thus, hit rate is directly linked to the average access time. In Web
caching, however, cost of fetching a Web object can vary widely, and there
is no single universal target a cache can optimize upon (although many per-
formance measures are often positively correlated). Second, even if hit rate
is selected as the optimization target, Web cache needs to deal with Web
objects of different sizes. It can be shown that the Web cache replacement
problem is NP-complete. Third, Web objects can be modified at the origin
server and this may make the cached object stale. Although HTTP/1.1 pro-
vides mechanisms such as validation and expiration to check freshness of
cached objects, it is still a weak consistency model. Fourth, Web access mar-
ginal distribution is known to be Zipf-like [2]:

P i
i

i NN ( ) ,= ≤ ≤
Ω

α
1

where N is the number of distinct documents, PN(i) is the probability of
access for the ith most frequently accessed document, Ω is a normalizing
constant, and 0 ≤ α ≤ 1. This divergent distribution makes the “10/90”
rule in program execution invalid for Web caching. In reality, Web cache
hit rates seldom exceed 50% to 60%. In addition, [3, 4] demonstrated the
existence of short-term temporal correlations in Web request pattern,
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Figure 26.1
Edge Web caching.



although simulations in [4] showed that reasonably large caches could
absorb such fluctuations.

A number of Web cache replacement policies have been proposed and
studied, including LRU, Hyper-G, LFU-DA, SLRU, GD, GD-Size, and
GD* [2, 5–7]. However, today’s Web caches are becoming so large that
content expiration occurs more often than replacement.

As the network traffic grows, Web cache itself faces scalability issues.
Hierarchical caching [8] addresses this issue by constructing caching hierar-
chies. To facilitate inter-cache queries and messaging, ICP protocol was
developed [9]. Load balancing between Web caches becomes a more
important problem in cache array, too [10], since it is desirable to have the
same cache serve the requests for the same content to fully utilize the request
locality. On the other hand, a particular cache should not be kept over-
loaded to affect QoS and cache availability.

26.2.2.2 CDNs

Although Web caching solves some scalability and performance problems in
the Internet, content providers rarely have control of cached objects and the
QoS end user receives. CDNs (e.g., Akamai [11] and Digital Island [12], to
name just two) have been developed to address these issues. Conceptually,
CDNs can be thought of as a network of caches that stores and distributes
managed content. By using CDNs, content providers are able to not only
have global reach, but also get guaranteed and measurable QoS and control
over content. New or changed content can be proactively distributed
within a CDN, while stale content can be located and removed. From the
user point of view, however, the best experience can be achieved when dif-
ferent CDNs can exchange content so that the user perceived latency is
minimized [13].

26.2.2.3 Edge Services

As the Web evolves, more and more content becomes dynamically gener-
ated or personalized. These types of content are either time-sensitive (e.g.,
stock quotes, scoreboard) or tailored to individual users (e.g., personalized
home pages made possible by the use of cookies). Web caches and CDNs
currently do not support these types of content. As a result, it is not uncom-
mon that the entire page has to be generated dynamically at the origin server
every time a user sends a request, even when most of the page is static and
remains the same for all users. This situation limits the usefulness of Web
caching and CDNs. There is strong interest among CDNs to address this
issue to enable dynamic content generation and delivery at the edge [14].
Furthermore, IETF’s Open Pluggable Edge Service working group [15] is
working on standardizing Web intermediary application interfaces to enable
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value-added edge services, such as transcoding and virus scanning. Envi-
sioned edge services will make the Web an even more distributed comput-
ing platform, with improved versatility, performance, and scalability.

26.2.3 Endpoint Acceleration

In wireline Web, endpoint acceleration mostly focuses on the server side
since this is often the bottleneck of scalability and user perceived perform-
ance. To handle heavy traffic and achieve high availability, today’s large
Web sites use server farms where load is distributed among multiple servers.
To further enhance performance, Web caches are also used to serve static
content, as shown in Figure 26.2. In this deployment, Web caches are also
called reverse proxy because of the configuration.

One natural question regarding server farms is how to choose a Web
server for a given request. Content switches or load balancers are usually
used for this purpose, as illustrated in Figure 26.2. Content switches are spe-
cialized routers that forward requests based on application layer information
rather than destination IP address, such as URLs and HTTP headers. Load
balancers perform similar tasks, though they traditionally try to balance the
load of Web servers. The load-balancing algorithm can be as simple as
round robin or as sophisticated as measurement based [16]. In addition,
similar to cache load balancing discussed at the end of Section 26.2.2.1,
server load balancing needs to provide both load protection and request
locality [17, 18].

In addition, in order to address the dynamic content distribution prob-
lem discussed in Section 26.2.2.3, several commercial products accelerate
the origin servers by caching dynamic content at Web servers, such as
SpiderCache [19] and XCache [20].
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26.2.4 Protocol and Content Optimization

HTTP/TCP/IP is the predominant protocol stack used in WWW.
HTTP/1.1 has optimized Web resources in many ways such as cache con-
trol and persistent connections. However, there still are situations where
significant improvements can be made.

First, TCP uses three-way handshake to establish a connection. This
can result in considerable resource waste in busy Web servers where a great
deal of load is generated by TCP connection setup and teardown. To
address this issue, a dedicated TCP multiplexer can be deployed in front of
the servers to terminate the TCP connections with the clients. There is a
persistent TCP connection between the server and the multiplexer, elimi-
nating the TCP connection setup/teardown overhead [21].

Second, reliable multicast is often desirable when a server serves popular
content to many clients simultaneously. However, some reliable multicast
schemes that rely on the receiver to send acknowledgments have serious
scalability limitations (i.e., acknowledgments from different receivers can
quickly congest the network links to the sender). Channel coding tech-
niques such as FEC can be used at the packet level to eliminate the need for
acknowledgments. The encoded packets have the property that as long as
the receiver obtains enough unique packets, it can perform decoding and
recover the original packets [22]. This feedback-free technique is particu-
larly suitable for applications that need to support one-to-many or many-
to-one [23] reliable simultaneous content distribution. The coding and
decoding overhead of this approach may be high, however, and a trade-off
between coding efficiency and complexity may be necessary [22].

Third, there exists dependence among certain Web objects, which can
be exploited to reduce content transport and storage cost. For example,
queries about weather forecast in two cities typically generate two different
dynamic replies. But if the replies are generated at the same Web site, they
are usually formatted in the same way, and a significant portion of the page is
static and can be reused in composing similar Web pages. Based on this
observation, [24] proposed to use HTML macros and templates to separate
static data from dynamic data. While dynamic data is transmitted by the
server every time a request is received, the template (static data) can be
cached by the client. Cache-based compaction [25] adopts a similar
approach, but the requested object is constructed at the client side using
objects that are cached by client as a base. Because there may be many
cached objects, heuristics is needed to avoid prohibitive computation cost.
Evidently, these two techniques can be viewed as applications of source
coding in the way they reduce redundancy, although they work at applica-
tion/object level instead of physical/bit level. A third method, duplicate
suppression [26], improves content delivery efficiency at an even higher
level. The motivation for duplicate suppression is that a Web object may be
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repetitively stored and transmitted under different URLs. Conventional
Web caching is not effective for this type of objects since it matches the
URL, not the object itself. Mogul [26] proposed an approach to discover
such duplicates so that retransmission of the identical object can be avoided.

Fourth, prefetching can enhance performance on dedicated access links.
In general, one major side effect of prefetching is that it increases bandwidth
usage. In dedicated links such as dial-up modem and DSL, however, pre-
fetching during idle periods only enhances the performance since other
users could not have shared the idle bandwidth anyway. Fireclick’s products
are based on this idea [27].

Additionally, it has been found that prefetching the information about
the connection can reduce Web latency [28]. This approach takes advantage
of the locality of DNS, router and origin server memory access, and reduc-
tion of TCP connection setup.

26.3 Content Distribution in Wireless IP Networks

Contrary to the wireline Web content distribution, where the emphasis is
on network and server scalability, current wireless Web research focuses on
protocol and content optimization, particularly over the air interface. As
discussed in this chapter’s introduction, the air interface is a shared and
expensive resource in wireless networks. More significantly, connectivity is
not guaranteed as wireless coverage may be limited and may change over
time; in fact, connectivity should not even be assumed by applications [29].
These factors have resulted in special protocol designs over the air interface,
and client caching is often used to reduce the impact of expensive and unre-
liable connectivity. Moreover, the limited terminal resources and capability
necessitate more network support to achieve user experience comparable to
that in the wireline Web. Much work has been done to transform the con-
tent to match the terminal and available bandwidth. Since terminal mobility
must be supported, such proxy services may also need to handoff with the
terminal handoff.

26.3.1 Air Interface Protocol Optimization

The error-prone air interface can considerably degrade protocol perform-
ance that is designed for wireline networks. For example, bit errors in the air
interface often cause packet corruptions, which in turn result in packet
losses. TCP treats packet loss as a sign of network congestion, since irrecov-
erable bit errors are rare in wireline networks. Hence, TCP invokes the
congestion control and connection throughput is severely affected. The best
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solution to this problem is to develop link layer packet level reliability rather
than relying on TCP retransmission. However, this new link layer approach
inevitably introduces additional delay during retransmission, which may
affect the TCP RTT estimate and cause timeout. High load in cells only
exacerbates the problem as the bit error rate increases. Andersson [29]
reported that in an emulated GPRS environment, the average PING RTT
can increase from 425 to 772 ms as the number of users in the cell increases
from 4 to more than 40, compared to fixed Internet’s PING RTT of 33 ms.
Furthermore, both HTTP and TCP require the client and the server to
exchange messages frequently. This causes their performance in wireless to
degrade even further since every message incurs much longer and unpre-
dictable delay. Finally, mobile users may move to an area with no or limited
coverage, and connectivity may be lost or significantly affected. Serious
functionality, security, and performance consequences could result if appli-
cations are developed with the assumption of “always-on” connectivity.

Because of the unique challenges in the radio link, many researchers
specifically optimize radio transmission by using a split proxy approach and
use proxy service to provide a transparent (or nearly transparent) interface to
applications, as shown in Figure 26.3 [30–32]. This model effectively
decouples the interactions between the wireless link and applications. The
split proxy can use different physical and link layer techniques without each
application having to be rewritten to be “wireless-aware.” It provides a sys-
tematic way to experiment application performance on different air inter-
face techniques. As an example, the WTP in the WAP suite uses this
approach and provides the reliability and simplicity between UDP and
TCP. Indeed, it should be possible for protocols such as WTP to achieve
reliability comparable to that of TCP without introducing as much com-
plexity, because this protocol tightly integrates specific link layer conditions,
compared to TCP’s end-to-end approach. To save additional bandwidth,
wireless protocols such as WAP try to minimize message exchanges and use
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Split proxy for
wireless Web.
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binary-formatted messages, as opposed to HTTP’s frequent, text-formatted
message exchanges.

Finally, client cache is of key importance to alleviate the impact of
connectivity unreliability. By using a proxy at the client side as shown in
Figure 26.3, the client proxy can cache or prefetch [33] the content when-
ever possible, dramatically improving user experience and reducing the
impact of connectivity instability to application performance.

26.3.2 Content Adaptation and Proxy Services for Wireless Terminals

Because wireless terminals often have small and grayscale screens, limited
processing capacity, and stringent power consumption requirements, it is
desirable that the network transform the content so that it can be mostly
efficiently transmitted over the air and rendered on the terminal. Transcod-
ing has received a lot of attention in recent years, where a network server
transforms the image or streaming media content to different formats,
including different window sizes, resolutions, grayscales, and bandwidths
[32, 34–36].

Terminal mobility adds a new dimension to the problem of proxy serv-
ices in wireless networks. As the terminal moves within the network, it may
be necessary for the proxy to hand off the proxy service such as transcoding
or caching to a new proxy [37, 38]. Mobility network layer support such as
context transfer [39] might be necessary so that proxies can perform
proxy/service state transfer. In addition to this, proxy placement within the
wireless network has also been studied [40].

26.4 Discussions

Content delivery and distribution for the wireline Web has been concen-
trating on network infrastructure scalability, and this will continue to be an
important issue as wireless IP networks scale to millions of heterogeneous
terminals. Protocol optimization used in wireline Web could be applied to
wireless, too. However, the key challenge for accelerating user experience
in wireless networks will likely be developing novel techniques that opti-
mize radio bandwidth usage and overcome terminal capability and resource
limitations. For example, advanced wireless IP proxy services could fully
utilize the capabilities offered by emerging edge service described in Section
26.2.2.3 to provide content- and context-aware services. Such services will
be intelligent and resilient to mobility, terminal limitations, connectivity
irregularity, and content mismatch, and will provide transparent interface to
applications to empower seamless and ubiquitous content services.
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26.5 Concluding Remarks
Emerging wireless IP networks will provide many new services and will rely
on advanced content distribution techniques to achieve adequate user expe-
rience. In this chapter, we developed taxonomy of content distribution that
consists of network scaling, endpoint acceleration, and protocol and content
optimization. Using this framework, we reviewed existing wireline content
distribution techniques that will be useful in wireless networks. We identi-
fied key challenges for content distribution in wireless IP networks, includ-
ing radio connectivity, limitations on terminal resources and capability,
mobility, and discussed their implications on mobile content distribution.
We found that content and protocol optimization and new service models
such as edge services could significantly accelerate the user experience in
wireless IP networks.
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Chapter 27

Perceptual QoS for Wireless and
IP Networks
Anand R. Prasad

27.1 Introduction

Several access technologies are evolving and emerging [1–8]. The second-
generation GSM is evolving via GPRS, HSCSD, and EDGE towards
UMTS/IMT-2000. In addition, WLAN type systems like HIPERLAN/2
and IEEE 802.11 are becoming available.

Together with these, IP-based networks have evolved tremendously.
The benefit of packet switching and the success of IP-based networks
together with the success of wireless technology have brought about con-
vergence of the two technologies.

In addition to the demand for wireless networking, multimedia is play-
ing an increasing role in today’s society, creating new challenges to those
working in the development of telecommunications systems. Thus, the
pressure for telecommunications systems to cope with increasing QoS
demands is enormous. As we move towards the convergence of networks,
which will have its own technical challenges, it is important to understand
this demand for QoS.

QoS means providing consistent, predicted delivery of a service. In sim-
ple terms, QoS satisfies customer requirements. Today, QoS in any network
(Internet, mobile, or WLAN) is measured mostly in terms of signal-to-
interference ratio (SIR), PER, or latency. In practice, however, a user does not
measure QoS based on these parameters. A user perceives QoS. This brings
us to the key word of providing QoS: perceptual QoS (PqoS). Thus, we
require PQoS measurement in telecommunications systems.

Conventional PQoS is based on subjective measurements [8, 9], which
are very expensive and time consuming. The solution is to use cheaper

559



objective PQoS measurements with high correlation with subjective
measurement.

Before we move towards a converged network, we have to understand
the PQoS-based performance of current networks. In this chapter we will
present results for PQoS measurement results for WLANs and mobile net-
works (GSM and UMTS).

27.2 QoS

One can perform subjective or objective quality measurement. Usually sub-
jective measurements are performed to get PQoS measurement. The sub-
jective method requires several people to listen to or see a voice, video, or
audio clip in a given environment. This is obviously a very time-consuming
and expensive process. A faster method used by telecommunications sys-
tems is objective measurement. The goal of which is to provide consistent
perceived quality. This obviously will lead to higher customer satisfaction
and an increase in overall capacity.

There are standards that discuss PQoS measurement methods with rea-
sonable correlation to the subjective measurements, [8–14]. In this section
we discuss the definition of the PQoS measurement method for voice and
video as described in standards.

27.2.1 Voice

Quality of voice is usually represented using a value called mean opinion score
(MOS), which lies between 1 and 5. ITU-T standard P.861 [10] defines the
method for objective measurement of voice quality. This objective meas-
urement is represented by perceptual speech quality measure (PSQM).

Within PSQM, the physical signals constituting the source and coded
speech are mapped onto psychophysical representations that match the
internal representations of the speech signals (the representations inside our
heads) as closely as possible. These internal representations make use of the
psychophysical equivalents of frequency (critical band rates) and intensity
(compressed sone). Masking is modeled in a simple way: only when two
time-frequency components coincide in both the time and frequency
domains is masking taken into account.

Within the PSQM approach, the quality of the coded speech is judged
on the basis of differences in the internal representation. This difference is
used for the calculation of the noise disturbance as a function of time and
frequency. In PSQM, the average noise disturbance is directly related to the
quality of coded speech.
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The transformation from the physical (external) domain to the psycho-
physical (internal) domain is performed by three operations:

1. Time-frequency mapping;

2. Frequency warping;

3. Intensity warping (compression).

Besides perceptual modeling, the PSQM method also uses cognitive
modeling in order to get high correlations between subjective and objective
measurements.

PSQM values can be converted to MOS values by deriving transforma-
tion functions. Perceptual evaluation of speech quality PESQ [11] is a new voice
quality measurement standard not used for the study in this chapter.

27.2.2 Video

Video quality is often measured using peak signal-to-noise ratio (PSNR).
PSNR is defined as the ratio between peak signal and rms noise observed
between the reference video and the processed video.

PSNR, however, does not take into account human vision and thus
cannot be a reliable predictor of perceived visual quality. Human observers
will perceive different kinds of distortions in digital video, like jerkiness,
blockiness, blurriness, and noise. These cannot be measured by PSNR.

ANSI T1.801.03-1996 standard [13, 14] defines a number of features
and objective parameters related to the above-mentioned video distortions.
These include the following:

• Spatial information (SI) is computed from the image gradient. It is an in-
dicator of the amount of edges in the image.

• Edge energy is derived from SI. The difference in edge energy be-
tween reference and processed frames is an indicator of blurring (re-
sulting in a loss of edge energy), blockiness, or noise (resulting in an
increase of edge energy).

• The difference in the ratios of horizontal/vertical (HV) edge energy to
non-HV edge energy quantifies the amount of horizontal and vertical
edges (especially blocks) in the frame.

• Temporal information (TI) is computed from the pixel-wise difference
between successive frames. It is an indicator of the amount of motion
in the video. Repeated frames become apparent as zero TI, and their
percentage can be determined for the sequence.
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• Motion energy is derived from TI. The difference in motion energy
between reference and processed video is an indicator of jerkiness (re-
sulting in a loss of motion energy), blockiness, or noise (resulting in an
increase of motion energy).

Different ANSI parameters can be combined to get perceptual video
quality measurement (i.e., jerkiness, blurriness, and blockiness). Blockiness
is a perceptual measure of the block structure that is common to all DCT-
based image compression techniques. Blurriness is a perceptual measure of
the loss of fine detail and the smearing of edges in the video. It is typically
caused by a high-frequency attenuation at some stage of the recording or
encoding process. Jerkiness is a perceptual measure of motion that does not
look smooth. A primary cause of perceived jerkiness is the dropping of
frames, but other factors contribute to the perception jerkiness as well.

In the real world we will have video together with audio. Depending
on the content, the requirement will be high for one of them (e.g., music
users will prefer high audio quality as compared to video). In our current
work we have not considered perceptual quality for combined audio and
video services.

27.3 Simulation Model
For the purpose of simulation we use a number of tools for quality measure-
ment and link level simulation. In this section, first the tools are explained
after which the simulation model used is explained.

27.3.1 Quality Measurement Tools

We use two tools for quality measurement in this paper.
The first tool is for voice quality measurement [8]. This tool takes as

input the original speech and modified, or in our case received speech, and
measures the PSQM value by comparing the two. It then calculates a MOS
value based on a predefined transformation method.

A video QoS tool was used to get video quality results. This tool meas-
ures the difference between reference and processed video streams for vari-
ous ANSI and perceptual parameters [8]. For this paper we have considered
only a few of the parameters.

27.3.2 Link Level Simulation Tools

Link level simulation is performed by using a Matlab-based tool for 5-GHz
systems (HIPERLAN Type 2 or IEEE 802.11a) [8]. These tools are imple-
mented as per the standard for receiver and transmitter. The channel used is
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Rayleigh fading and AWGN channel defined as per the standard require-
ment for different test conditions. Similarly, we also used a Matlab simulator
for UMTS with AMR [15].

27.3.3 Simulation Model

In Figure 27.1 the simulation model used for the study is given. For all sys-
tems we have the transmitter, realistic channel, and receiver. The input data
can be voice, audio, or video, which is encoded before transmitting using
the required codec at the receiver. Decoding takes place at the receiver after
which the transmitted and received signals are compared. This gives the
PQoS value.

27.4 Video over WLAN

27.4.1 Video over 5-GHz WLAN

In this section simulation results are presented for video over 5-GHz
WLAN. The simulation was done for HIPERLAN/2, and video quality
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Figure 27.1
Simulation model.



was measured using video QoS tool. The results are shown in Figures 27.2,
27.3, and 27.4. For this simulation only one user was considered. An indoor
office 18 path Rayleigh fading channel as defined by the standard was used.
The video used was MPEG1, 300 frames of 10 seconds length, in a studio
environment. The results were generated for 12 Mbps and 18 Mbps with 20
LCH, fd (Doppler frequency) of 1 Hz, and SNR of 10, 14, and 16 dB.
Although HIPERLAN/2 was used, one can also consider these results valid
for IEEE 802.11a with packet size of 1,080 bytes. As there is only one-way
communication without any buffering at the receiver, one can consider this
as real-time communication [8].
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Percentage jerkiness
for different data rates
and SNR.

Figure 27.3
Percentage blockiness
for different data rates
and SNR.
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As expected, we see that the performance of the lower data rate is better
than the higher data rate, and that higher SNR for a given data rate gives
better performance.

27.4.2 Video over IEEE 802.11b

Streaming video quality over IEEE 802.11b WLAN with backbone IP net-
work was measured. The method was to measure the perceptual quality at
the access point and at the wireless station. The video stream used was a
music video with varying background at 373 Kbps of 4 minutes and 8 sec-
onds length. For both wireless and wired stations only jerkiness was
observed; the results are given in Figure 27.5.

In the case of a wired network the reason for jerkiness is easily under-
stood; probability of error in wired networks is negligible, on the other hand
congestion can occur thus causing jerkiness. The wireless network, in our
case, used CSMA/CA-based MAC protocol and there was no interference.
Thus, similar to the wired network only jerkiness is observed. Of course, as
the number of users increases, jerkiness will also increase.

In the case of 11-Mbps IEEE 802.11b WLAN, one observes a net
throughput of about 5 Mbps [7]. Thus, the jerkiness observed is almost neg-
ligible.

27.5 UMTS Speech Quality
The AMR speech codec has been adopted as the standard codec for GSM
phase 2+ [15] and UMTS 3G [15] standards. This codec supports eight
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Figure 27.4
Percentage blurriness
for different data rates
and SNR.



rates, which can be dynamically selected as often as every 20 ms during a
conversation. The performance of the AMR codec has been characterized
in the case of GSM physical layer. However, the corresponding results have
not been available until recently for the case of UMTS physical layer and
only then for very limited conditions [15]. In this section, the performance
of AMR is characterized based on objective voice quality measurement.
The performance curves presented here represent the objective voice qual-
ity in terms of frame erasure rate (FER).

27.5.1 Simulation Model

The simulation was done using original speech as input to the AMR codec
over the UMTS physical layer. On the received side the decoded speech
was stored. The input and output speech were used as input to the voice
quality measurement tool to get MOS results [15].

The speech files have been obtained from the ITU database for voice
quality measurement tests. The database includes 176 files, which contain
clean speech. Each file contains prerecorded sentences of 8 seconds duration
in PCM format. The sentences contain approximately 50% speech and 50%
silence intervals. Voices from two male and two female speakers have been
used in the simulations.

The AMR speech codec is based on the Algebraic Code Excited Linear
Prediction (ACELP) technique [15]. Encoded speech samples are transmitted
in 20-ms frames. The number of bits in each frame can vary from one frame
to the next depending on the codec mode. There are a maximum of eight
modes possible for the codec: 4.75, 5.15, 5.90, 6.70, 7.40, 7.95, 10.2, and
12.2 Kbps. The encoded speech is divided into three classes: class A, B, and
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station using IEEE
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C in the decreasing order of their perceptual importance in reconstruction
of speech. The frame erasure rate in AMR is defined as the average rate of
speech frames for which the CRC indicates decoding errors in class A bits.
These frames are marked as “bad” frames, and their occurrence invokes the
error concealment procedure [15]. Additional details of AMR can be found
in 3GPP standards and in [15].

The major parameters used for physical layer simulation are chip rate of
3.84 Mcps, spreading factor of 128, channel bit rate of 60 Kbps, TTI of 20
ms. Also, DTX was used for downlink and both inner and outer loop power
control was used. The vehicular-A channel impulse response model [15] has
been used in the simulation.

27.5.2 Results

In this section, the AMR characterization test results are presented as a func-
tion of FER and RBER. They provide an indication of the quality degrada-
tion to be expected for the implementation of the AMR speech codec in
UMTS networks.

The objective speech quality results for the simulation are shown in
Figure 27.6. The quality degradation is expressed in differential MOS
(DMOS).

Figure 27.6 shows the following trends in speech quality degradation:

• There is very small difference in speech quality for all AMR rates at
low error rates.
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Figure 27.6
DMOS results as a
function of FER.



• The voice quality is degraded quite rapidly at high error rates.

In addition, the voice quality is gradually degraded for all codec rates as
the FER is increased up to 1%. In the event of occasional bad frames, the
error concealment procedure compensates for the lost frames.

As the FER is increased beyond 1%, for each codec rate a critical FER
value is reached beyond which the voice quality is degraded exponentially
with FER. It can be observed from Figure 27.6 that the speech quality for
AMR rate 12.2 Kbps at FER = 7% is essentially the same as the quality for
AMR rate 4.75 Kbps at FER = 1%.

27.6 Concluding Remarks

In this chapter, PQoS definition, application, and results are presented for
different types of systems and networks. These solutions make use of refer-
ence (original) and output signal to give PQoS result.

For WLAN, simulation results are given for video over HIPERLAN/2.
Since simulation for WLAN is done considering one user, the results are
also valid for IEEE 802.11a. Since the above-mentioned results give PQoS
measurement, these results can also be used for quality control. Measure-
ment results for streaming video over IEEE 802.11b is also given. Results
show that only jerkiness is observed.

A full set of AMR performance characteristic curves has also been
obtained in this chapter. The results show a common trend in the AMR
codec voice quality for various rates. For each codec rate, the voice quality
remains practically the same with FER until the critical FER value for that
codec rate is reached. Results show that the robustness of AMR codec to
errors increases at higher rates as evident from the critical FER values. In
particular, results show that the speech quality for AMR rate 12.2 Kbps at
FER = 7% is practically the same as the quality for AMR rate 4.75 Kbps at
FER = 1%.
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Chapter 28

Transcoding for the Mobile
Internet: The Case of Video
Transcoding*
Shinji Ota, Akio Yoneyama, Takayuki Warabino, Daisuke Morikawa,
and Masayoshi Ohashi,

28.1 Introduction
With the advent of broadband wireless links and high-performance mobile
devices, mobile users can handle multimedia data in their wireless Internet
accesses. At present, mobile phones can also process video data and mobile
users can enjoy video content on mobile phones. In current services for
video content distribution to mobile phones, users can playback video con-
tent after the video data is downloaded completely to their mobile phones.
In these services, the video content data size is limited according to the
mobile phone’s memory for processing video data and that of the total
download time of the video data.

A video streaming technique, in which video content is played back
while the video data is being downloaded from an origin server, is useful for
the distribution of higher quality and longer video content in a mobile envi-
ronment. With this technique, mobile devices can process video content
with a shorter processing memory, and mobile users need not wait as long
for playback of the video content.

In the mobile environment, however, constant end-to-end QoS is not
guaranteed. Therefore, to meet the performance requirement for viewing
multimedia content, adaptations for a variety of mobile devices and for QoS
fluctuations over a wireless link are required. In this chapter, an overview of
video transcoding for the mobile Internet is provided.
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28.2 Adaptation Techniques for Multimedia Content
Distribution

28.2.1 Adaptation Technique for Mobile Web Accesses

In recent years, several transcoding proxies for mobile Web access have
been used in order to adapt mobile device capabilities. Most mobile opera-
tors may install these proxies on the border between their mobile networks
and the Internet/intranet. The reasons are that all content providers may not
support adaptation proxies, and they may not prepare all contents accom-
modated for mobile users. As shown in Figure 28.1, transcoding proxies
receive Web content such as HTML files and image data from Web servers
and relay them to mobile devices after transcoding. There are two types of
transcoding techniques depending on the aim of adaptation.

28.2.1.1 Format Conversions

Format conversions convert one data format into another format that the
device can support. WML is a Web content markup language for mobile
phones. To process Web content distributed for Internet-connected PCs on
mobile phones, a format conversion from HTML to WML is needed.

Current mobile phones mainly support image data formats such as GIF,
PNG, and JPEG. Mobile phones, however, usually cannot deal with high-
quality image data transferred from the Internet because the processing
power of mobile phones is not sufficient. Conversions among image data
formats are useful in enabling mobile users to view as much image data in
Web pages as possible.
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28.2.1.2 Web Page Rearrangement

Web page rearrangement refers to techniques that change Web page layout
in order to fit the display size of a mobile device. Page size reduction is use-
ful for PDAs, where a Web page layout is reduced by changing the size
properties of Web page objects (e.g., frames, tables, images) while maintain-
ing the same proportions. With this technique, mobile users can view a
Web page with the look and feel of a PC.

However, the technique is not effective for mobile phones because it is
hard for mobile users to view Web page objects that are too small. Further-
more, given the small size of mobile phone displays, it is also hard to repro-
duce Web page overview. Therefore, rearrangement of Web page objects is
used for distributing Web content to mobile phones.

A rearrangement technique, in which HTML frames and tables tags are
deleted from a HTML file and the other objects in the HTML page are rear-
ranged lengthways, is proposed and used [1]. In this rearrangement, Web
page objects are scaled to fit into the lateral size of mobile phone displays.
Mobile phone users can view a rearranged Web page only with up and
down key operations.

28.2.2 Issues of Viewing a Video Stream in a Mobile Environment

The demand of mobile video streaming is being accelerated by the new-
generation wireless systems. There are some restrictions, however, in view-
ing a video stream in a mobile environment:

• Lack of mobile device’s capability: Receiving video streaming data that
exceeds a mobile device’s capabilities will cause a lack of video frames
and deterioration of the picture quality. Mobile devices have not been
able to support video formats encoded by higher bit-rate compression
methods (e.g., MPEG-2) as used in the Internet/intranet. The video
formats used in a mobile environment must be encoded by a lower
bit-rate compression method (e.g., MPEG-4), and the encoded bit
rate must be adjusted to the mobile device’s capability.

• Insufficient and unstable quality of wireless links: Insufficient quality of
wireless links would cause a lack/delay of video frames and deteriora-
tion of the picture quality. The bandwidth of wireless links is usually
narrower than that of the Internet link. Therefore, video-streaming
data that exceeds the capabilities of a wireless link is kept waiting or
discarded. Unstable wireless link QoS is also a restriction. The packet
losses and delays fluctuate depending on the conditions of the wireless
link (e.g., signal to noise ratio), and handoffs and initiations/termina-
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tions of other streamings in the same link. Video streaming is influ-
enced by these restrictions because the video data is transmitting for a
long time over the wireless link. These bandwidth discrepancy issues
may be resolved by the QoS signaling in the future if the signaling and
its control mechanism are well established over wireless links.

28.2.3 Adaptation Techniques for Video Streaming

In this section, several adaptation techniques for video streaming over the
Internet are introduced.

28.2.3.1 Adaptation Approaches

Examples of adaptation approaches for best-effort networks (e.g., the Inter-
net) are simulcast, layered coding, and transcoding. The objective of these
approaches is to multicast or Webcast efficiently over the Internet to devices
and networks of a broad range of capabilities.

In a simulcast [2], a sender of video data prepares a small number of
video streams carrying the same video data but targeted at receivers with dif-
ferent capabilities. These video streams are sent to different multicast groups
or different unicast sessions; a receiver can receive a suitable video stream by
selecting a multicast group or a unicast session port for the video stream.

With layered coding [3], video data is decomposed into multiple video
streams. Using this approach, video data is encoded into a number of layered
streams (S1, S2, …, Sn) that can be incrementally combined by the decoder.
These layered streams are sent to different multicast groups or unicast ses-
sions (G1, G2, …, Gn), respectively, and a receiver can receive a suitable
video stream by selectively joining multicast groups or receiving unicast ses-
sions based on monitoring the received quality of the streams.

In real-time transcoding [4], a transcoder converts a high-rate and
high-quality video stream to another low-rate and low-quality stream
depending on changes in the reception quality in real time. The transcoder
converts video formats corresponding to receiver capabilities.

These approaches have some advantages and disadvantages. Simulcast
wastes relay networks’ bandwidth if the number of supported video streams
becomes large. Layered coding is more efficient than simulcast; however, it
does not always provide the best quality in terms of coding efficiency
because the bit rate for each layer is usually fixed. Of these options, trans-
coding can provide the best possible video quality to each receiver. In addi-
tion, the transcoding approach can easily deploy new functions for a new
format. This approach, however, involves scalability issues, where the
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transcoder must perform conversions requested from multiple receivers in
real time.

28.2.3.2 Types of Transcoders

The following section focuses on video transcoding techniques. Major
techniques are frame dropping, requantization, and video format
conversion [5].

Frame dropping [6, 7] reduces the output data rate by dropping video
frames. A shortage of receiver device processing power and the lack of suffi-
cient processing memory may cause unnecessary dropping of frames on the
device. The transcoder has information about frame types and their impor-
tance, and it drops frames according to that importance in order to adjust the
output frame rate of the stream.

Requantization [8] reduces the output data rate by reducing the
number of bits used to encode pixels. In MPEG video encoding, if the fre-
quency coefficients become coarser, the output rate of the encoder can be
reduced at the cost of picture quality.

The video format conversion is used for swapping between different
video formats. In the technique, parameters of the output stream, such as
frame size, frame rate, quantizer parameter, can be adjusted to fit the
receiver capabilities and the available bandwidth.

28.2.3.3 Adaptation Mechanisms

For the adaptation schemes described in Sections 28.2.3.1 and 28.2.3.2, sev-
eral adaptation algorithms have been proposed. In the simulcast and the lay-
ered coding approach, receivers control the adaptation strategy [3]. A
receiver monitors the quality of received video, such as frame loss and jitter,
and decides whether to change multicast group, and to which multicast
group the receiver should move, depending on the monitored quality.

In the transcoding approach, transcoding nodes (e.g., servers or proxies)
control the adaptation strategy. Some transcoding systems have feedback
mechanisms to collect information about reception quality from receivers,
and operate transcoding depending on packet losses or frame losses reported
by receivers [4, 6]. In this case, adaptation capability is limited by feedback
frequency; that is, the system does not fully adapt to rapid changes in trans-
mission quality.

The other approach is to estimate transmission QoS in the adaptation
node instead of using a feedback mechanism. For example, transmission
delays are estimated from the state of the source buffer, and transcoding is
performed depending on the amount of data in the buffer [7, 8]. In this case,
flow-control mechanisms for video data distribution are mandatory.
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28.3 Related Works

In the TranSend project [9], a proxy for transcoding Web contents was pro-
posed. The proxy supports “distillation” relating to images, texts, and vid-
eos. The proxy adapts according to device capabilities. The Browse-it server
provided by Pumatech is based on this work. Other similar commercial
products include Spyglass Prism and AvantGo.

The Vosaic [6] extended the vanilla NCSA Mosaic architecture to
support the dynamic, real-time video and audio information. To cope
with insufficient CPU power, the Vosaic player continuously measures
the rate of frames dropped by the receiver and reports the frame loss rate to
the Vosaic server. The player also measures and reports packet loss rate to
the server to cope with network congestion. The server adjusts data rate to
the receiver by dropping frames based on the reports from the player.

MobiWeb [7] enhances the performance of adaptive real-time streams
over wireless Internet links. In the system, two symmetric proxy layers are
added to both a mobile device and a BS. The proxies provide an admission
control to reserve wireless resources for each stream, as well as a dynamic
prioritization scheme to guarantee the stable transmission of high-priority
streams. In addition, an adaptation scheme for reducing the data rate of
low-priority streams depending on the wireless link quality is also provided.
It is presumed that the information used in the controls, such as throughput,
error rate of the link transmission, received signal power and handoff notifi-
cations, is provided from the link layer.

Another proxy-based system is proposed in [10]. Under this system, the
mobile proxy server (MPS) is located at the boundary of the wired and wireless
network (e.g., a WLAN access point), and the MPS transcodes an MPEG
stream from a server into a format suitable to the mobile client. The purpose
of the transcoding is to support a wide range of mobile devices; however, no
adaptation is provided against QoS fluctuations on the wireless link.

PacketVideo provides MPEG-4 multimedia distribution in a wireless
environment. The player, PVPlayer, supports data rates ranging from 9.6
Kbps to 384 Kbps. The FrameTrack technology used in the system applies
dynamic rate adaptation against bandwidth fluctuations during video
streaming. During the adaptation, the server regulates the frame rate based
on PVPlayer reports.

28.4 Standardization Issues

Protocols for streaming over the Internet have been standardized by the
IETF. RTP [11] is a protocol that provides end-to-end data delivery serv-
ices with real-time characteristics, such as interactive audio and video.
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A receiver of RTP data observes the QoS, and the QoS information
[referred to as receiver reports (RRs)] is conveyed in RTP control protocol
packets. The highest sequence number received, the number of packets lost,
the estimated packet interval jitter, and timestamps for computing end-to-
end delays are included in the RR. Furthermore, Real Time Streaming Proto-
col (RTSP) [12] for streaming session setup and control has been
standardized.

In MPEG-4 standard, binary format for scene description (BIFS) is adopted
for providing facilities to compose a set of multimedia objects into a scene.
MPEG-4 also supports a framework for representing MPEG-4 scene
description using a textual syntax. The framework provides interoperability
with synchronized multimedia integration language (SMIL) [13], which is an
XML-based textual language for enabling simple authoring of interactive
audiovisual presentations.

The CC/PP [14] framework will specify how client devices express
their capabilities and preferences to servers that originate content. The
framework is supported by WAP and 3GPP, and it is expected that it will
also be supported by various types of devices for Internet access.

Support of streaming services in the 3G wireless environment is also
being discussed in the 3G specification groups such as 3GPP and 3GPP2. In
the specifications, it is recommended that Internet standard/de facto stan-
dard protocols and languages for streaming should be supported in the
mobile environment. QoS requirements and features of video streaming
service in the 3G wireless environments are provided in [15]. In the specifi-
cation, it is suggested that a streaming service should support dynamic
adjustment of streaming parameters; however, definite approaches for the
adjustment will be one of the discussion items in the near future.

28.5 Video Transcoding System Architecture and Control
Mechanism

28.5.1 Basic Concept of the System

Mobile packet services have been commercialized for efficient Internet
accesses, and these services will become major in future mobile systems. In
the packet services, the throughput fluctuations occur because resources will
be allocated to each user in a best-effort manner. To achieve sufficient video
streaming quality, a video transcoding proxy (VTP) for IMT-2000 packet serv-
ice is proposed [16]. VTP is based on the following concepts.

1. Adaptations for long-term bandwidth fluctuations: The quality fluctua-
tions of the wireless link can be classified into two categories. Short-
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term fluctuations are caused by the transmission characteristics of the
air interface such as fading, interference, and so on. Handoffs of mo-
bile devices and initiations/terminations of streaming cause long-
term fluctuations. In IMT-2000 systems based on CDMA, the
outer-loop control of a transmitting power control operates to keep
the frame error rate of the mobile device constant. Consequently, it
is considered that no short-term fluctuation should ideally occur in
the CDMA systems. From this point of view, VTP is mainly looking
at adaptations for the long-term fluctuations.

2. Adjust an output data rate to throughputs: In order to control the output
rate of the stream to an arbitrary level, a transcoding technique is
used. VTP tries to adjust the output data rate for a mobile device to
the throughput reported from the mobile device.

3. Coping with capability variation in mobile devices: There are capability
gaps between Notebook PCs and mobile phones (e.g., display size,
CPU power, and battery life), even in future mobile communication
systems. Therefore, adaptations for the various mobile devices are
also required.

4. Reducing the cost of implementation: It is supposed that two symmetric
proxies are added to both a mobile device [a client proxy (CP)] and a
mobile network (a VTP). The VTP collects information about re-
ception quality from the CP. To minimize the feedback delay, the
VTP should be placed at the nearest node in the mobile communica-
tions network to the CP (e.g., the BS). However, it makes control
mechanisms of the VTP complicated and costly. For example, a mo-
bile device must seamlessly switch from one VTP on the old BS to
another VTP on the new BS during its handoff processes. By placing
the VTP functions at the gateway nodes as shown in Figure 28.2, the
impact of such enhancement will be kept to a minimum.

28.5.2 System Architecture

The architecture of the video transcoding system is illustrated in
Figure 28.3. The system consists of a CP located on a mobile device and a
VTP located on a gateway.

The CP collects and manages the profile of the mobile device (device
profile) and user preferences relating to VTP operations (user profile).

The device profile includes display size, processing power, and video
format type supported by the mobile device. The user profile includes the
maximum bandwidth allowed to the user (e.g., subscribed bandwidth).
These profiles are transmitted to the VTP before the beginning of video
streaming. The CP also periodically measures download throughput (trans-
mission profile) and passes it to the VTP during video streaming.
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The VTP has two components, a transcoder and a control module. The
transcoder is a video stream conversion engine. It decodes an input video
stream and then performs size conversion and reencoding in real time. The
control module decides appropriate encoding parameters based on the
profiles from the CP and periodically passes them to the transcoder. The
control module also observes the transmission profile and increases the
encoding bit rate if no rate reduction request is received over a period
of time.

28.5.3 Control Mechanism

The control module decides the following encoding parameters by evaluat-
ing the profiles reported from the CP.
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Figure 28.2
Network architecture
of the video transcod-
ing system.

Figure 28.3
The basic architecture
of the video transcod-
ing system.



1. Frame format: The control module determines the frame format for
the video stream to be fitted to the display size of the mobile device.
For instance, from the relationship between frame format and size
shown in Table 28.1, the control module chooses the largest frame
format for which both width and height are within the display size in
the device profile.

2. Maximum frame rate: The control module determines the maximum
frame rate (Fmax) for the video stream based on the mobile device’s
processing capability. The following equations show the method of
Fmax calculation (F and Fmax ≤ 30; A: constant value):

P A F S Pd i= ⋅ ⋅ ≤ (28.1)

F
P

A S
t

max = ⋅
1

(28.2)

where P
d
and P

t
indicate the amount of processing that is required for

decoding in real time and which the client device can perform, re-
spectively. F is the frame rate of the video stream, while S is the frame
size of the video stream and is derived by multiplying width and
height. Equation (28.1) shows P

d
is proportional to F and S, and for

decoding in real-time, P
d
must be less than P

t
. Then, (28.2) is derived

from (28.1) and F
max

can be calculated. In calculating, as P
t
depends on

the capability of the CPU and video codec LSI present on the client
device, P

t
is determined based on the processing power information

in the device profile (Figure 28.4). The transcoder always keeps the
frame rate of output video stream less than F

max
so that the mobile de-

vice can playback the video stream successfully.

3. Encoding bit rate: The control module determines the encoding bit
rate of a video stream from the VTP to the CP based on the transmis-
sion profile. When the throughput from the VTP to the CP becomes
low, the encoding bit rate of the output video stream will be reduced
according to the transmission profile. However, the control module
cannot detect the increase in bandwidth because the exact available
bandwidth cannot be known before use. So the control module
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Table 28.1 The Relationship Between Frame Format and Size

Frame format CIF QCIF SQCIF

Width [pixels] 352 176 128

Height [pixels] 288 144 96



gradually increases the encoding bit rate if it observes no rate reduc-
tion over a period of time.

28.5.4 MPEG Transcoder

Generally, transcoders decode the original stream and then reencode the
decoded media using a different encoding setting. In this case, it is possible
to change the bit rate dynamically according to the mobile device’s condi-
tion. For the bit rate downconversion of MPEG video streams, there are
three main factors:

1. Frame rate conversion: It reduces the frame rate compared to the origi-
nal stream. In MPEG video encoding, there are three picture coding
types: I-pic (INTRA-coded pictures), P-pic (INTER-frame predic-
tive coded pictures), and B-pic (bidirectionally predicted pictures).
Since B-pics are not used as reference pictures by other frames, sim-
ple frame rate reduction can be achieved by eliminating the B-pic
data from the original stream. This method, however, is not applica-
ble for the elimination of I-pics or P-pics since it temporarily de-
grades picture quality. Therefore, full decoding of the original stream
is required to realize the conversion to an arbitrary frame rate.

2. Image size conversion: It reduces the size of the image from the original
stream. It also requires full decoding of the original stream to realize
the conversion to arbitrary image size. If the H/V reduction ratio of
the image size is a power of two, the resizing of the images can be
done only by a simple subsampling with a two-tap filter.

3. Format conversion: It converts the coding format from MPEG-2 to
MPEG-4, which will be commonly used in the Internet and mobile
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environment. With the conversion, the output rate from the trans-
coder is controlled within the range suitable for a mobile device
(MPEG-4: 5 Kbps ~ 5 Mbps), and the error resilience feature can also
be enhanced (target bit error rate is from 10–3 to 10–4).

For the development of the transcoder, the above three factors were
combined. The transcoder adapts frame rate and picture quality according
to the setting of the target bit rate and picture size. Under this system, the
input MPEG-2 stream is first decoded to a picture image and stored in the
frame memory. At the same time, motion vector information is extracted
from the original MPEG video stream. Then a picture-resizing operation is
applied to the decoded pictures before reencoding. Generally, MPEG video
encoding requires over twice as much computation power as MPEG video
decoding. The most computationally expensive processing is motion esti-
mation processing and it takes up about half of the whole encoding process.
In the developed transcoder, the extracted motion vector information from
the original MPEG-2 video stream is used for the motion estimation opera-
tion at the MPEG-4 video reencoding stage so that computational com-
plexity is significantly reduced.

28.6 Features of the Video Transcoding System

28.6.1 Experimental Video Transcoding System

An experimental video transcoding system was built (Figure 28.5). The CP
and a video client (VC) are located at the same client emulator (CE). The VTP is
located at the mobile WWW gateway (MWG). The mobile network simulator
(MNS) can shape traffic flows from the MWG to the CE, and the peak-rate
of the wireless link is emulated. The dummy traffic generator (DTG) can gen-
erate dummy traffic and send them to the CE with the requested data rate.
By using MNS and DTG, the bandwidth fluctuations can be emulated.
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Figure 28.5
Structure of experi-
mental system.



MWG is built on a PC with Pentium III CPU (800 MHz) and 786-MB
memory. The system parameters are shown in Table 28.2. The control
period is the time interval, with which the control module calculates encod-
ing parameters. The increase cycle of the data rate provides the timing at
which the control module tries to raise the output data rate; and the increase
ratio provides the percentage with which the bandwidth is increased. The
frame rate of the output stream for the CE is limited to 15 fps (frames per
second) by the maximum frame rate. In these experiments, MPEG-2 con-
tent shown in Table 28.3 was used as the input. The length of the input
stream is 180 seconds.

28.6.2 Characteristics of the Experimental System

Figure 28.6 shows the characteristics of this transcoding system when 150-
Kbps dummy traffic is periodically inserted and removed.

If the bandwidth adaptation is not performed, the packets to the CP are
delayed by a TCP flow control between the CP and the VTP. In the no-
adaptation case, the playback duration is 220 seconds, and it is longer than
that of the input stream (180 seconds). When the VTP bandwidth adapta-
tion is used, the playback duration is 180 seconds, and the video streaming is
completed in real time without transmission delays.
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Table 28.2 System Parameters for Experiments

Maximum rate 350 Kbps

Control period 5 seconds

Increase cycle 2

Increase ratio 20%

Maximum frame rate 15 fps

Table 28.3 Specification of the MPEG-2 input stream

Stream type MPEG-2 PS

Video MPEG-2 Video

Bit rate 1.5 Mbps

Picture size 320 pixel × 240 pixel

Frame rate 30 fps

Audio MPEG-1 layer II

Bit rate 224 Kbps



In the no adaptation case, frequent interruptions of the audio and video
outputs were observed when the bandwidth was narrowed. When adapta-
tions were used, the number of interruptions was reduced. In the system,
interruptions were observed when adaptations were performed to fit the
output rate into the narrowed bandwidth and when bouncings of the
selected encoding rate are observed. Bouncings are caused by our control
algorithm, in which the control module gradually increases the encoding bit
rate if it observes no rate reduction over a period of time.

28.7 Concluding Remarks
In this chapter, an overview of video transcoding for the mobile Internet is
provided. A real-time video transcoding system to overcome the issue of
QoS fluctuations in mobile environments is introduced.

In the near future mobile communications systems (which have
advanced concepts from original IMT-2000 systems) such as cdma2000 1x
EV-DO and 4G systems will emerge. New enhanced transcoding mecha-
nisms will be necessary.

Continuing studies toward further improvement of the transcoding sys-
tem performance must be carried out. Furthermore, development of various
adaptation techniques by examining transcoder control methods to over-
come the short-term fluctuations is needed.
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Figure 28.6
The characteristics of
the transcoding system
when 150-Kbps
dummy traffic is peri-
odically inserted and
removed.
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Chapter 29

On Security in Wireless and IP
Networks
Senthil Sengodan

29.1 Introduction

The security services/mechanisms/algorithms that are present in today’s
wireless networks are very different from those that are present in today’s
fixed IP networks. With the convergence of these networks, differences
between these networks needs to be investigated and the consequent effect
on end-to-end security needs to be determined. In this chapter, we provide
an overview of security technologies used within various wireless and IP
networks. This paves the way to understand implications of end-to-end
security when wireless and IP networks converge.

Figure 29.1 illustrates two broad scenarios that are applicable in this
context. Figure 29.1(a) depicts the case where the wireless network has been
designed with the application in mind. For instance, second-generation cel-
lular networks, such as Telecommunications Industry Association/Elec-
tronics Industries Association-95 (TIA/EIA-95), TIA/EIA-136, and GSM,
fall under this category. Such networks have been designed primarily to
carry voice. Interface to fixed IP networks, in this case, usually takes place
via gateways.

In this scenario, it is important to understand the security features/capa-
bilities of each network. Such an understanding permits an understanding of
the end-to-end security when the communicating endpoints are on differ-
ent networks. The security of the entire systems is only as strong as the
weakest link.

Figure 29.1(b) depicts the case where the wireless network is a bearer
network. In other words, the wireless network carries payload that could be
an IP datagram. Link layer wireless technologies such as Bluetooth, Infrared
Data Association (IrDA), and WLANs fall under this category. The 2G
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cellular networks may also be used as bearer networks when they are used to
transport data—for instance, by connecting one’s laptop to one’s GSM
phone. Generally speaking, however, 2G cellular networks fall under the
previous category since such networks have been designed to carry voice.

In this scenario, an understanding of the security features/capabilities of
wireless and IP networks would permit the understanding of layers in the
protocol stack in which the security functionality may either be turned on
or off. As seen in the figure, IP traffic rides atop the wireless network. Con-
sequently, depending on the particular system, it may not be necessary to
utilize all security features of each layer in the protocols stack (e.g., network
and wireless link layer). Instead, one may decide to turn off the security
functionality in the wireless link layer if such functionality is redundant.

The rest of the chapter is organized as follows. Section 29.2 gives an
overview of the security features of several cellular networks: AMPS,
TIA/EIA 41, TIA/EIA 136, IS-95, GSM, GPRS, and UMTS. Section 29.3
describes the security features within two kinds of wireless link layer tech-
nologies: Bluetooth and IEEE 802.11 LANs. Section 29.4 describes the
security protocols that are used within TCP/IP networks—specifically,
IPsec, Transport Layer Security (TLS), and Internet Key Exchange (IKE). Sec-
tion 29.5 describes several commonly used encryption and hash algorithms.
Section 29.6 describes issues such as private addressing [e.g., network address
translators (NAT) and Realm Specific IP (RSIP)], firewalls, and distributed
denial of service (DDoS) attacks. Finally, we conclude in Section 29.7.

29.2 Cellular Networks Security

The cellular systems discussed here include AMPS, IS-136, IS-95, GSM,
GPRS, and UMTS.

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

588 ON SECURITY IN WIRELESS AND IP NETWORKS

Figure 29.1
Two scenarios of wire-
less IP convergence:
(a) the case in which
the wireless network
has been designed from
the application stand-
point, and (b) the case
in which the wireless
network is a bearer
network.



29.2.1 AMPS

The AMPS specification only deals with the air interface (unlike 2G systems
like TIA/EIA-136 and GSM that deal with the entire system).

The original AMPS system only provided weak authentication, and it
did not provide any encryption or integrity. The authentication was based
on the use of the correct electronic serial number (ESN) corresponding to the
mobile identification number (MIN). With a table lookup at the mobile telephone
switching office (MTSO), authentication either succeeded or failed. The MIN
and ESN were sent on the reverse control channel, thereby making it easy
for eavesdroppers to “pick-up” ESNs corresponding to MINs. These were
then used in “cloned” terminals. Later implementations used a personal iden-
tification number (PIN) on the voice channel in order to authenticate the user.
Since the voice channel is dynamically assigned, detection of the PIN by
eavesdroppers is more difficult (see Figure 29.2).

Newer AMPS phones (or dual-mode phones) use strong authentication
and encryption; these techniques are similar to those used in digital systems.

29.2.2 TIA/EIA-41

TIA/EIA-41 was defined in order to standardize roaming between different
operators.

As in the case of AMPS, the MS transmits the ESN and MIN in a regis-
tration message over the air interface. As seen in Figure 29.3, upon recep-
tion, the MSC sends a REGISTRATION_NOTIFICATION_INVOKE
message to the VLR (message 1); and the VLR sends a
QUALIFICATION_REQUEST_INVOKE (or REGISTRATION_
NOTIFICATION_INVOKE) message to the HLR (message 2). Messages
1 and 2 each carry the ESN and MIN supplied by the MS. Upon receiving
message 2, the HLR verifies the ESN corresponding to the MIN. The HLR
then either accepts or rejects the request by sending a
QUALIFICATION_REQUEST_RESULT (or REGISTRATION_
NOTIFICATION_RESULT) message (message 3); which prompts the
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AMPS system.



VLR to send the REGISTRATION_NOTIFICATION_RESULT mes-
sage (message 4) to the MSC.

In addition, the HLR and the previous VLR, as well as the previous
VLR and its MSC (not shown Figure 29.3), exchange a REGISTRA-
TION_CANCELLATION_REQUEST and REGISTRATION_
CANCELLATION_RESULT between them. Similarly, PROFILE_
REQUEST_INVOKE and PROFILE_REQUEST_ RESULT messages
are exchanged between the VLR and the HLR.

29.2.3 TIA/EIA-136 (NA-TDMA)

TIA/EIA-136 (referred to as IS-136) also known as North American Time
Division Multiple Access (NA-TDMA) is a second-generation cellular sys-
tem that has been standardized by TIA.

IS-136 introduces several new features that provide enhanced security.
A unique 64-bit key, known as the A-key, is stored securely in each mobile
terminal and its corresponding authentication center (AuC). The cellular
authentication and voice encryption (CAVE) algorithm is used to authenticate
the mobile as well as to derive a shared secret data (SSD) that is used for
encryption over the air interface.

Figure 29.4(a) illustrates the case of generating an SSD that is used for
encryption, while Figure 29.4(b) illustrates the case of generating an authen-
ticator that is used for confirming secure SSD generation as well as for
authentication. Figure 29.5 illustrates the message exchanges during SSD
computation, while the authentication itself takes place using a challenge-
response mechanism (as described in Section 29.2.3.2).
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29.2.3.1 SSD Generation

The AuC generates a 56-bit random number (RANDSSD) and using the
CAVE algorithm computes SSD (SSD-A and SSD-B). The RANDSSD
and computed SSD are sent by the AuC to the BS. The BS sends an
UPDATE_SSD_ORDER message containing the RANDSSD to the
mobile. Using the CAVE algorithm, the mobile computes the SSD. It then
generates a random number (RANDBS), with which AUTHBS is com-
puted. The mobile includes RANDBS in the BASE_STATION_
CHALLENGE_ORDER message sent to the BS. The BS then computes
AUTHBS and includes it in the BASE_STATION_ CHALLENGE_
CONFIRMATION message sent back to the mobile. If the AUTHBS
computed by the mobile matches that sent by the BS, the mobile responds
with an UPDATE_SSD_CONFIRMATION message. This ensures that
the mobile and the BS both share the same SSD. SSD-A is then used for
authentication, while SSD-B is used for voice encryption.

29.2.3.2 Authentication

In a two-way challenge-response handshake mechanism, the BS sends the
Unique_Challenge_Order message containing RANDBS to the MS,
which then computes AUTH as in Figure 29.4(b) and returns it back to the
BS in the Unique_Challenge_Order_Conf message.
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Figure 29.4
Using CAVE to
compute (a) SSD and
(b) AUTHBS.

Figure 29.5
Message exchanges
during SSD
computation.



An additional authentication mechanism uses a counter increment
scheme. Here, the BS increments the value of an 8-bit counter in the MS by
the use of the Parameter_Update command. In order to authenticate itself,
the MS would then have to produce the correct value of the counter.

29.2.4 IS-95 (CDMA)

IS-95 is based on CDMA. The authentication and privacy mechanisms
employed in IS-95 are identical to those employed in IS-136. IS-95 uses an
additional privacy mechanism based on a private long code mask that is
securely stored within the MS and its corresponding AuC. This is initiated
either by the BS or by the MS by transmission of a Long_Code_Transi-
tion_Order message.

29.2.5 GSM

GSM provides several security mechanisms. These include anonymity,
authentication, and confidentiality. Anonymity is provided by the assign-
ment of a temporary identity, referred to as the TMSI, to the MS. The
TMSI only has local significance within the MSC/VLR area that the MS is
visiting.

In GSM, a unique authentication key Ki is stored securely within the
SIM card and the AuC corresponding to the subscriber. In order to authen-
ticate a user, the AuC generates a random number (between 0 and 2128 – 1)
called RAND. Using RAND and Ki as inputs to algorithm A3, the AuC
generates SRES. RAND is also transmitted to the MS as a challenge, and if
the MS returns an SRES that is the same as the one computed by the AuC,
the MS is authenticated.

Algorithm A8 is used to generate the 64-bit encryption key Kc used for
voice stream encryption. A8 takes as input RAND and Ki and outputs Kc.
Figure 29.6 illustrates algorithms A3 and A8. Algorithm A5 is the encryp-
tion algorithm itself.

GSM separates the mobile equipment (ME) from the mobile user (MU).
The ME is identified by the mobile equipment identity (MEI), while the MU is
identified by the IMSI. In order to detect stolen MEs, the EIR stores a list of
stolen MEIs. If the MEI of the ME is listed, then the EIR knows that the
ME has been stolen.

29.2.6 GPRS

The GPRS is an enhancement to GSM-based networks in order to make
the networks data friendly. Figure 29.7 depicts the logical architecture of
GPRS networks, where the two GPRS entities, namely, the (SGSN and
GGSN) are shown. The Gp interface that exists between two different public
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and mobile networks (PLMNs) provides security functionality that is similar to
a VPN. This is operator specific.

The security mechanism that GPRS uses is similar to those that are used
within GSM, the distinction being that the SGSN performs the security and
access control functions that the MSC would perform in GSM networks.

29.2.6.1 Authentication of Subscriber and Ciphering

Figure 29.8 illustrates the authentication procedure within GPRS net-
works. Such authentication procedures may be invoked, for instance, when
an MS performs a GPRS attach with an SGSN, in order to establish a mobil-
ity context. The SGSN needs to have at least one authentication triplet
before it can pass on a challenge to the MS. This authentication triplet is
obtained by the SGSN from the HLR. The SGSN sends a “Send Authenti-
cation info” message to the HLR with the IMSI of the MS as a parameter,
and one or more authentication triplets are returned in the “Send Authenti-
cation Info Ack” message. Each authentication triplet contains (RAND,
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Figure 29.6
Authentication (A3)
and encryption key
generation (A8)
algorithms in GSM.

Figure 29.7
GPRS logical
architecture. (Source:
ETSI.)



SRES, Kc), where RAND is the random number (challenge), SRES is the
response to the challenge, and Kc is the encryption key.

In GSM networks, the ciphering algorithm is fixed (algorithm A5),
whereas in GPRS networks, the ciphering algorithm can be determined by
the HLR. The choice of the ciphering algorithm is included in the
“Authentication Request” message that the SGSN sends to the MS. In addi-
tion to sending the ciphering algorithm, the SGSN includes the RAND as a
challenge for the MS. The MS then computes the response SRES and
returns it to the SGSN in the “Authentication Response” message.

Using RAND and the secret key Ki, the MS also determines the
encryption key Kc. Encryption then takes place using the “ciphering algo-
rithm” specified by the SGSN and the encryption key Kc. The MS starts
encryption immediately after sending the “Authentication Request” mes-
sage, while the SGSN starts encryption after receipt of the “Authentication
Response” message. It may be noted that while in GSM, the ciphering takes
place between the MS and the BTS; in the case of GPRS, the ciphering
occurs between the MS and the SGSN.

29.2.7 UMTS

The UMTS specifies the authentication and key agreement (AKA) algorithm.
One of the distinguishing factors of AKA (compared to GPRS or GSM) is
that AKA allows for mutual authentication (i.e., the MS authenticates the
network as well). Figure 29.9 illustrates the AKA procedure—note that the
message sequence is identical to that in Figure 29.8 for GPRS networks.
The specific parameters and algorithms are slightly different, though.

As in the case of GPRS, the SGSN sends an “Authentication Data
Request” message to the HLR with the IMSI as a parameter. The HLR
then returns a set of authentication vectors (AV) in the “Authentication Data
Response” message, which are equivalent to the authentication triplets in
the case of GPRS. Included in an AV are (RAND, XRES, CK, IK).

When the SGSN wishes to authenticate an MS, it sends a “User
Authentication Request” message to the MS. This message contains a
RAND, which is used as a challenge, as well as AUTN, which is used by the
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Figure 29.8
Subscriber authentica-
tion. (Source: ETSI.)
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MS to authenticate the SGSN. After the MS authenticates the SGSN using
the AUTN, the RAND is used by the MS to compute the response RES to
the challenge. This response is then returned in the “User Authentication
Response” message. The cipher key (CK) and the integrity key (IK) are com-
puted by the MS as well, and these keys are known to the SGSN as they are
sent by the HLR in the AV.

29.3 Link Layer Security

In this section, we will give an overview of some of the security mechanisms
that are present in wireless link layer technologies—specifically, Bluetooth
and IEEE 802.11 WLANs.

29.3.1 Bluetooth Security

Bluetooth provides device authentication as well as message confidentiality.
In order to achieve this, two kinds of keys are defined:

1. Link key: This 128-bit key, also known as the authentication key, is
used for device authentication as well as for generating the encryp-
tion key. The link key can be one of four types:
• Unit key: This is a semipermanent key that is generated within a

Bluetooth device (BD) without interacting with other BDs. A unit
key may be used as the link key between a pair of BDs if the mem-
ory available in the BD does not allow creation/storage of a com-
bination key.
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Figure 29.9
Illustrating the AKA
procedure of UMTS.



• Initialization key: This is a temporary key that has significance for a
pair of BDs. The initialization key is deleted after creation of the
combination key.

• Combination key: This is a semi-permanent key that is created for
every pair of interacting BDs.

• Master key: This is a key that is shared among several BDs in a pi-
conet, and is useful in a multicast configuration.

2. Encryption key: This key, derived from the current link key, is used
for message encryption and can be between 8 and 128 (in octet mul-
tiples) bits long.

A semipermanent key is one that is stored in nonvolatile memory and is
valid even after session termination. A session is defined as the duration that
a BD is connected to a piconet. A piconet is the set of BDs that use the same
channel. A temporary key, on the other hand, is only valid for the session
duration. Unit and combination keys are semipermanent, while initializa-
tion and master keys are temporary.

29.3.1.1 Key Generation Techniques

Unit Key Generation
The unit key is generated when the BD is being operated for the first time.
The BD generates a 128-bit random number RAND, which is input to
algorithm E2 along with the 48-bit BD_ADDR of the device to produce
the 128-bit unit key (see Figure 29.10).

Initialization Key Generation
The initialization procedure is needed when a pair of BDs (say, BDA and
BDB) do not share a link key or when the link key is lost, and communica-
tion between the two is desired. Prior to initialization, a PIN is entered
securely into each of the BDs—either manually or by automated means.
This PIN (of length L octets) is augmented with BD_ADDRB (assuming
that BDB is the claimant) to produce PIN’ (of length 16 octets) as follows:
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Figure 29.10
Illustrating link key
generation for
unit/combination keys
(mode 1) and master/
initialization keys
(mode 2).



PIN’ = PIN [0 … L–1] U BD_ADDRB [0 … min{5, 15–L}]
if L < 16

PIN’ = PIN
if L = 16

The verifier, BDA, generates a 128-bit random number RAND, which
along with PIN’ is input to algorithm E2, producing the 128-bit initializa-
tion key as output. RAND is transmitted by the verifier to the claimant,
which then computes the key as well.

Combination Key Generation
This key is produced after generation of the initialization key when a pair of
BDs need to communicate. Once the combination key has been generated,
the initialization key is discarded. The combination key may also be regen-
erated between a pair of BDs at a later time. To generate a combination key,
BDA and BDB first generate a temporary key (say, KEYA and KEYB) using a
procedure identical to that used to generate a unit key. Hence, RANDA and
BD_ADDRA are input to algorithm E2 by BDA to produce KEYA, while
RANDB and BD_ADDRB are input to algorithm E2 by BDB to produce
KEYB. BDA then XORs RANDA with the current link key (which is the
initialization key soon after initialization) and transmits the result to BDB;
similarly, BDB XORs RANDB with the current link key and transmits the
result to BDA. Each BD regenerates the RAND used by the other BD, and
using the BD_ADDR of the other BD computes the KEY generated by the
other BD. Knowing KEYA as well as KEYB, the two are XORed by each
BD to compute the combination key.

Master Key Generation
This key is generated when the same key needs to be used for several BDs
(one master and two or more slaves). The master generates two random
numbers RAND1 and RAND2, and passes them through algorithm E2 to
produce the master key Kmaster. A third random number RAND3 is gener-
ated by the master and passed on to each of the slaves. (Different slaves may
receive different random numbers, if so desired; but, this is not necessary.)
The slave inputs RAND3 and the current link key with the master through
algorithm E2 to produce a temp key Ktemp. The master does the same to pro-
duce Ktemp as well. The master XORs Ktemp with Kmaster and transmits the
result to the slave. The slave computes Kmaster by XORing the received value
with Ktemp.

Encryption Key Generation
Figure 29.11 illustrates the generation of the encryption key using the cur-
rent link key. The 96-bit ciphering offset number (COF) is chosen as follows.
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Authentication and Encryption
Device authentication in Bluetooth is based on a challenge-response
mechanism as illustrated in Figure 29.12. The verifier BDA generates a ran-
dom number RANDA and sends it to the claimant BDB. The verifier and
the claimant generate the authenticator SRES based on the E1 algorithm
The claimant transmits the authenticator (SRES) to the verifier. If this
matches the authenticator generated at the verifier, then the claimant has
been authenticated. Encryption and decryption in Bluetooth is as shown in
Figure 29.13.

29.3.2 IEEE 802.11 WLAN Security

The security mechanism for IEEE 802.11 wireless LANs is termed Wired
Equivalent Privacy (WEP). WEP does not specify any key management tech-
niques, nor does it provide message authentication. The primary security
service provided by WEP is message confidentiality based on a 40-bit key,
24-bit initialization vector (IV) RC4 algorithm. The short key length (40 bits)
and the short IV (24 bits) that WEP uses have largely contributed to its criti-
cism as being insufficient for today’s security needs.

The security drawbacks of the current WEP version are being addressed
in the next version of WEP. Three new security services are being pro-
posed: (1) key management and distribution, (2) data authentication, and (3)
replay attack prevention. In addition to the mandatory support for the RC4
algorithm, two optional algorithms are being introduced: the advanced
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Figure 29.11
Encryption key
generation.

Figure 29.12
Authentication in
Bluetooth.



encryption standard (AES) and another algorithm currently termed WEP2. In
addition to data authentication at the link layer, an upper layer authentica-
tion mechanism is also being proposed. With these enhancements to WEP,
most of the security concerns regarding WEP will be addressed.

29.4 TCP/IPsec
The security protocols that are discussed here are IPsec, TLS, and IKE.
IPSec is a protocol that is used to obtain certain security services such as
authentication and encryption at the IP layer. In addition to providing such
functionality at the transport layer, TLS also includes a handshake protocol
for establishing the security context between the communicating endpoints.
IKE is a protocol that is used for secure key exchange. While being a general
purpose key exchange protocol, its applicability is largely towards establish-
ing the security context for IPsec endpoints.

29.4.1 IPsec

IPsec is a protocol standardized within the IETF, and which provides secu-
rity services at the network layer (i.e., the IP layer) for IP-based communi-
cations. IPsec offers two security protocols—authentication header (AH) and
encapsulating security payload (ESP)—each of which provides certain security
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Encryption and de-
cryption in Bluetooth.



services. The security services provided by AH are connectionless integrity,
data origin authentication, optional anti-replay service and access control.
The security services provided by ESP are message confidentiality, and
optionally connectionless integrity, data origin authentication, anti-replay
service, and access control. While the security services offered by ESP
include all those that are offered by AH, the set of fields over which the serv-
ices are applicable varies in the two cases. AH and ESP are defined as sepa-
rate headers that are carried within the IP datagram.

29.4.1.1 AH

IPSec AH provides connectionless integrity, data origin authentication,
optional anti-replay service, and access control. With IPsec AH, an authen-
tication header is inserted between the IP header and the UDP or TCP
header. The format of this header is shown in Figure 29.14(a). The actual
authenticator, such as the MAC or the digital signature, goes in the last field
labeled “authentication data.” The sequence number field is provided to
combat replay attacks. The security parameters index (SPI), which is an arbi-
trary 32-bit value assigned by the destination, in conjunction with the desti-
nation IP address and the security protocol (which is AH in this case)
uniquely identifies the security association (SA).

IPsec AH can exist in two modes: transport mode and tunnel mode.
These are illustrated in Figure 29.14(b, c), respectively. Transport mode is
used when the SA exists between the two communicating EPs. Tunnel
mode, which uses IP in IP encapsulation, is used when at least one of the
terminating points of the SA is at a security gateway instead of the commu-
nicating EP. In either case, the entire IP datagram is authenticated.

29.4.1.2 ESP

IPsec ESP provides message confidentiality, and optionally connection-less
integrity, data origin authentication, anti-replay service, and access control.
With IPsec ESP, an ESP header is inserted between the IP header and the
UDP/TCP header. In addition, an ESP trailer is inserted after the
UDP/TCP payload. The format of the ESP header and trailer is shown in
Figure 29.15(a). As in the case of AH, the 3-tuple of (destination IP address,
ESP, SPI) is used to identify the ESP SA. Similarly, the sequence number
field is used to combat replay attacks. Since several encryption algorithms
are block algorithms (i.e., they operate on blocks of fixed size), the
UDP/TCP payload may have to be padded to an integral multiple of the
block size. As in the case of AH, ESP may be used either in transport or tun-
nel mode. ESP also provides optional authentication, and the authenticator
(MAC or digital signature) is carried in the “Authentication data” field.
Comparing Figures 29.14 and 29.15, however, it is seen that while IPsec
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AH authenticates the entire IP datagram, authentication within IPsec ESP
does not cover the IP header.

29.4.1.3 Outbound and Inbound Processing

Consider the case where packets are sent between two communicating end-
points, and IPSec ESP is used to encrypt the traffic using the data encryption
standard (DES) algorithm. It is assumed that an ESP SA has already been
established between the two endpoints (say, using IKE). Let the IP address
of the transmitting endpoint (say, A) be 192.100.70.10, that of the receiving
endpoint (say, B) be 185.25.35.6, the source port at A be 1355 and the desti-
nation port at B be 1656. Let the SPI (which is chosen by B during SA estab-
lishment) associated with this SA be 35. Figure 29.16 illustrates the
outbound security processing that occurs at A, while Figure 29.17 illustrates
the inbound security processing that occurs at B.

As seen in Figure 29.16, each IP datagram at A is sent to an IPsec control
unit, which consults a security policy database (SPD) to determine what action,
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Figure 29.14
(a) AH, (b) AH in
transport mode, and
(c) AH in tunnel
mode.



if any, needs to be applied to the packet. Upon consulting the SPD, it is seen
that packets with source IP address 192.100.70.10, destination IP address
185.25.35.6, source port number 1355, destination port number 1656, and
protocol field of UDP need to be processed using a certain SA. The SA that
is used to process the packet is described in the security association database
(SAD), and a pointer to the entry in the SAD exists in the SPD. The packet
is suitably processed using this SA (which happens to be DES with Key 2),
and sent out the outbound interface.

As seen in Figure 29.17, upon receiving the packet, B looks up the
3-tuple of (destination IP address, security protocol, SPI), based on which
the SA is ascertained using the SAD. In this example, the 3-tuple of
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Figure 29.15
(a) ESP, (b) ESP in
transport mode, and
(c) ESP in tunnel
mode.



(185.25.35.6, ESP, 35) points to the appropriate SA in the SAD at B. The
attributes of this SA (which includes the key) are used to suitably decrypt the
packet.

29.4.2 TLS

The most commonly used security protocol on IP networks (specifically,
the Internet) today is probably the Secure Socket Layer (SSL) protocol. SSL is
a proprietary protocol that has not been standardized by any organization
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Figure 29.16
IPsec outbound
processing.

Figure 29.17
IPsec inbound
processing.



(but is an industry de facto standard). The TLS protocol is based on SSL, and
has been standardized by the IETF. TLS has a mode where it can fall back to
SSL. TLS contains two main layers:

1. A handshake layer that negotiates the secure connection;

2. A record layer that provides the security services using the security
association that is created by the handshake layer.

One-way or two-way authentication using public key mechanisms are
used during the handshake layer. The security services provided by the
record layer are primarily (1) confidentiality using symmetric key encryp-
tion (DES, RC4 and so on), and (2) message integrity using keyed MAC
mechanisms such as keyed secure hash algorithm (SHA) and keyed message
digest 5 (MD5). The TLS record protocol requires a reliable transport layer,
such as TCP, for its operation. When UDP is used for transport, as is the
case with real-time media streams, TLS cannot be used.

Two modes of handshake exist:

1. Full handshake is illustrated in Figure 29.18. The ClientHello and
ServerHello messages are used to exchange security capabilities of
the TLS client and server, and at the end of the exchange the follow-
ing attributes are established: protocol version, session ID, cipher
suite, compression method, and random numbers. The messages that
follow are used for key exchange purposes. A ChangeCipherSpec
and a finished message are sent to indicate that the security attributes
that were established as part of this handshake will be used to secure
the message exchanges. The asterisks in the figure imply that the
message is an optional one.
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Figure 29.18
TLS full handshake.
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2. Abbreviated handshake may be used when the client wishes to re-
sume or duplicate an existing session that is identified by the session
ID.

29.4.3 ISAKMP and IKE

We now give a brief description of ISAKMP and IKE.

29.4.3.1 ISAKMP

ISAKMP provides a framework for authentication and key management.
Several key exchanges may be used within the ISAKMP framework.
OAKLEY describes several key exchanges (or modes), and SKEME
describes one key exchange that may be used within ISAKMP. Depending
on the nature of the key exchange protocol, one or more of certain security
services is provided for the SA.

ISAKMP provides several payload types: SA, proposal, transform, key
exchange, identification, certificate, certificate request, hash, signature,
nonce, notification, delete, and vendor ID. Figure 29.19 shows the struc-
ture of some of these payload types, along with the generic ISAKMP mes-
sage header. One or more payload types may be present in an ISAKMP
message, and the “Exchange type” field within the ISAKMP header
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ISAKMP payload
types.



determines the presence and ordering of the payloads. The exchange types
that have been defined within ISAKMP include: base, identity protection,
authentication only, aggressive, and informational. Protocols using the
ISAKMP framework, such as IKE, may define additional key exchanges for
their purpose.

Figure 29.20 provides an example of using of these payload types for the
purpose of establishing an SA. The ISAKMP message shown on the left is
sent by endpoint A to endpoint B, offering a set of security capabilities. The
ISAKMP message shown on the right, is subsequently sent by B to A con-
veying the security context that is chosen by B. The ISAKMP message sent
by A to B contains two proposals, denoted as Proposal #1 and Proposal #2.
Proposal #1 is a proposal for IPsec ESP and IPsec AH. With IPsec ESP, one
of two security transforms may be used: the DES encryption algorithm with
specified attributes, and the 3-DES algorithm with specified attributes. With
IPsec AH, only one security transform is offered, that using hybrid message
authentication code-MD5 (HMAC-MD5) with certain specified attributes.
Proposal #2, on the other hand, is a proposal for IPsec AH only. This IPSec
AH proposal offers only one security transform, that using HMAC-SHA
with certain specified attributes.

Upon receiving these two proposals, B chooses between them (assum-
ing that at least one of the two is supported by B). In the example, B chooses
Proposal #1, which implies that IPsec ESP along with IPSec AH is being
chosen. Since two transforms were offered with IPsec ESP, B needs to
choose one of the two, and in this case, the 3-DES encryption algorithm is
chosen rather than the DES algorithm.

It may be noted that a complete exchange is not presented here in
Figure 29.20, rather only an illustrative one (which is incomplete) is
provided.
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29.4.3.2 IKE

While ISAKMP provides a framework for authentication and key
exchange, the IKE protocol makes use of this framework. IKE utilizes parts
of the OAKLEY and SKEME key exchange mechanisms within the
ISAKMP framework in order to define a robust key exchange mechanism.

IKE operates in two phases: phase 1 establishes the general IKE SA,
while phase 2 establishes specific protocol SAs such as IPsec AH SA, IPsec
ESP SA, TLS SA, and so on. The advantage of a two-phase approach is that
a common IKE SA may be used to create multiple phase 2 SAs, thereby pre-
senting a faster and more efficient mechanism to create SAs. Certain modes
have been specified within IKE, and the security services vary depending on
the specific mode used. For instance, the establishment of a phase 1 SA (i.e.,
a general IKE SA) may use one of two modes: main mode or aggressive
mode. While the main mode is more robust, the aggressive mode is
achieved with fewer message exchanges at the expense of compromising
identity protection. Main mode is an instantiation of the ISAKMP identity
protect exchange, while the aggressive mode is an instantiation of the
ISAKMP aggressive exchange. Similarly, a quick mode has been defined for
use in creating phase 2 SAs. Quick mode is not an instantiation of any of
the predefined exchanges within ISAKMP, and has been specified only
within IKE.

29.5 Security Algorithms

29.5.1 Encryption Algorithms

Encryption algorithms are employed within protocols such as IPsec or TLS
in order to provide confidentiality service. Such algorithms are one of two
kinds: block ciphers and stream ciphers. Block ciphers—which include
DES, 3-DES, Blowfish, Rijndael, RC2, and RC5—operate on input
blocks of certain sizes to produce ciphertext (encrypted text) of the same
size. The size of the block depends on the encryption algorithm (i.e., cipher)
used. Block sizes of 64, 128, 196, 256 bits are typical. Stream ciphers
—which include RC4—on the other hand, operate on a single bit or a sin-
gle byte at a time.

29.5.1.1 Operation Modes

Since block ciphers operate one block at a time, it is possible to chain or feed
information performed in one block ciphering operation to that in the sub-
sequent block ciphering information. Depending on whether and how this
is done, four modes of operation are commonly defined: electronic code book
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(ECB), cipher block chaining (CBC), cipher feedback (CFB), and output feedback
(OFB).

In ECB mode, each block of data is encrypted independently of any
other block of data, as shown in Figure 29.21(a). In the figure, the input
blocks are represented as Pi for plaintext, while the cipher output blocks are
represented as Ci for ciphertext. In CBC), the ciphertext of one cycle is
XORed with the plaintext of the next before feeding it to the cipher algo-
rithm. For the first cycle, an IV is used. This is shown in Figure 29.21(b).

CFB and OFB modes are a way of approximating the behavior of
stream ciphers using block ciphers. J-bit CFB or OFB mode operates on
j-bits (where j does not exceed the block size) of plaintext in each cycle to
produce j-bits of ciphertext. In CFB, for the first cycle, the leading j-bits of
the output of the ciphering operation is XORed with the j-bit plaintext
(P1) to produce the j-bit ciphertext (C1). C1 is also fed to rightmost j-bits of
a left-shift register, which is initialized to IV. The contents of this shift regis-
ter along with the key K constitute the input to the next ciphering opera-
tion. The process continues, as illustrated in Figure 29.21(c). OFB is similar
to CFB, with the difference being that in OFB, the j-bit output from the
ciphering operation in one cycle is fed into the next cycle, instead of the
j-bit ciphertext that is fed in the case of CFB.

29.5.1.2 DES

The DES is the most widely used encryption algorithm to date. The algo-
rithm was standardized by the United States government’s National Institute
of Standards and Technology (NIST) in 1977 and has enjoyed widespread
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Figure 29.21
Illustrating (a) ECB, (b) CBC, (c) j-bit CFB, and (d) j-bit OFB modes for block ciphers.



popularity since. DES is a symmetric block cipher, which implies that the
same key is used for encryption and decryption. Generally speaking, sym-
metric ciphers are considerably faster than asymmetric ciphers (which use a
different key for encryption and decryption), and hence are widely used for
media stream and other bulk encryption. DES takes a block input of 64-bit
length, and using a 56-bit key, outputs a block of 64-bits. The key length
specified is actually 64 bits, although every eighth bit is used for parity pur-
poses, thereby making the actual key length 56 bits. Triple-DES, because of
its increased security over DES, is currently being used increasingly widely.
Double-key triple-DES uses two different keys each 56 bits long, while
triple-key triple-DES uses three keys each 56 bits long.

29.5.1.3 AES

In order to replace DES with a stronger algorithm, NIST chose the Rijndael
cipher as its AES in October 2000. AES is a symmetric block cipher that can
operate on blocks of size 128, 196, or 256 bits. Independent of the block
size, the key size may also be either 128, 196, or 256 bits long.

29.5.1.4 RSA Algorithm

Rivest, Shamir, Adleman (RSA) algorithm, which has been named after its
three inventors, is the most popular asymmetric cipher. Asymmetric
ciphers, also known as public key algorithms, use the public key of the
recipient for encryption, and the recipient uses his private key for decryp-
tion. The patent for the RSA algorithm expired in October 2000, and it is
likely to see an increase in use because of this. Since RSA is a public key
algorithm, it is considerably slower than symmetric algorithms like DES,
3-DES, and more. Consequently, it is not used for media stream encryp-
tion, but is usually used for operations such as key exchange. The algorithm
is straightforward:

C = Pe mod n is the encryption algorithm

P = Cd mod n is the decryption algorithm

where P is the binary representation of the plaintext, and C is the corre-
sponding ciphertext. The private key is the 2-tuple (d,n), and the public key
is the 2-tuple (e,n). The strength of the algorithm lies in the difficulty in fac-
toring a product of two large prime numbers.
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29.5.2 Hash and Signature Algorithms

One-way hash functions (commonly referred to as simply hash functions)
are the core of authentication and integrity services. A hash function takes
an input of arbitrary size and creates an output of fixed size called the mes-
sage digest. This output, which is quite small, acts as a fingerprint of the
input. In other words, if two different inputs are provided to a hash func-
tion, the likelihood of getting the same output should be small. This desir-
able functionality of hash functions is referred to as collision avoidance. The
one-way nature of hash functions implies that it is extremely unlikely to
determine the input, given the output of the hash function.

Hash functions may be used in several ways to provide authentica-
tion/integrity services. For instance, in conjunction with a secret key, they
are used to generate MACs. Two popular mechanisms exist for this purpose:
keyed MAC and hashed MAC (HMAC). When used in conjunction with a
private key, they are used to generate digital signatures. Two popular digital
signature algorithms are the RSA algorithm and the digital signature algorithm
(DSA).

When the output of a hash function along with a user’s private key is
input to a suitable signing algorithm, a digital signature is obtained. This
digital signature may be used for authentication, integrity, and nonrepudia-
tion purposes. Authentication is provided because only the holder of the
private key could have produced the digital signature. Nonrepudiation is
provided for a similar reason, and because the recipient does not possess the
private key. Message integrity is provided because any alteration of the mes-
sage in transit would result in a mismatch between the included and com-
puted message digest at the receiver.

29.5.2.1 MD5

MD5 is probably the most widely used hash function. MD5 takes an input
of arbitrary size and produces a message digest of 128 bits. The MD5 algo-
rithm internally operates with inputs of size 512 bits, but the algorithm itself
(or this may also be viewed as a wrapper to the core algorithm) has function-
ality to break an arbitrary input into 512-bit blocks. Padding and length
indication functionality is also included within the algorithm specification.
Recently, certain security attacks (brute force and other forms of cryptana-
lysis) have been mounted successfully upon the MD5 algorithm, causing its
use in certain applications is being replaced by the SHA-1 hash function.

29.5.2.2 Secure Hash Algorithm 1 (SHA-1)

The SHA-1 was standardized by the NIST in 1995. SHA-1 takes inputs of
arbitrary length and creates a message digest of 160 bits. As with MD5,
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SHA-1 internally takes inputs of block 512 bits. As with MD5, SHA-1 itself
has functionality to break an arbitrary sized input to blocks of 512 bits to
append any padding and length fields. Compared to MD5, SHA-1 is more
resistant to brute force and other forms of cryptanalysis.

29.5.2.3 RSA Algorithm

The RSA algorithm may be used to compute a digital signature. The hash of
the original message is signed using the sender’s RSA private key to create
the digital signature. The digital signature is concatenated with the original
message and sent to the recipient. The recipient recomputes the hash from
the message, and compares this with the output that is obtained when the
digital signature is processed using the sender’s RSA public key. If these two
match, then the integrity of the message is intact.

29.5.2.4 DSA

The DSA was standardized by NIST within the Digital Signature Standard
(DSS) in 1991, with revisions in 1993 and 1996. The hash of the original
message, a random number, the sender’s private key, and a set of global
parameters is input to a signature algorithm, which outputs two parameters s
and r, which are concatenated with the original message and sent to the
receiver. The receiver computes the hash of the message, and sends this hash
along with the parameters s, r, the sender’s public key, and the set of global
parameters to a verifier, which should output r if the integrity of the message
is not compromised.

29.6 DDoS, Firewalls, and Private Addressing

In this section, we discuss issues dealing with firewalls, DDoS attacks and
private addressing.

29.6.1 Always-On and DDoS

Both GPRS and 3G systems are always on with respect to the data path. In
addition, wireline connectivity technologies such as DSL and cable-modem
are also always on. The always-on nature of these technologies, while a con-
venience to subscribers, is an added security threat. Once an attacker is able
to penetrate the user’s always-on device, he or she could potentially do one
of two things:

W i r e l e s s I P a n d B u i l d i n g t h e M o b i l e I n t e r n e t

29.6 DDoS, Firewalls, and Private Addressing 611



• Access confidential information belonging to the subscriber: This directly hurts
the subscriber since sensitive information such as credit card numbers
can be stolen.

• Utilize subscriber system resources to run “zombie” programs and launch at-
tacks such as DDoS attacks: The victims in this case are both the sub-
scriber whose device resources are being utilized as well as the server
on which the DDoS attack is launched. In addition to his or her re-
sources being utilized, the subscriber may also be held liable for dam-
ages to the server if he or she has not taken suitable measures to combat
such an attack.

The use of personal firewalls decreases the chances of an attacker suc-
cessfully attacking a user’s device. In addition, some recent efforts within the
IETF that facilitate in countering DDoS attacks include the following:

• Efforts are ongoing within the itrace working group in the area of
ICMP traceback. The idea here is that routers, in addition to forward-
ing packets, would also generate ICMP packets with a small probabil-
ity. These ICMP packets are destined to the same destination as the
other packets. Using such ICMP traceback packets, the destination
can determine the path that the packets traversed from the source.
Such forward path information is useful to combat source address
spoofing that is commonly used in DDoS and other attacks. While the
generation of such ICMP traceback messages has clear advantages,
some of the major challenges that such an effort faces include dealing
with user privacy issues, ISPs wishing to keep their network topology
confidential, and message authentication.

• While intrusion detection systems (IDS) are available for detecting net-
work, host and application intrusion, the Intrusion Detection Exchange
Format Working Group (IDWG) aims to specify a common message
format. This would facilitate better coordination among various IDSs,
thereby reducing intrusion instances by attackers.

29.6.2 Private Addressing

Private IPv4 addresses may be assigned to mobile/wireless devices in order
to cope with limited IPv4 address space. Since assignment of private IP
addresses comes with no added cost to the user, this is attractive from a pric-
ing perspective as well. However, when a device within an addressing
domain (usually a PLMN) needs to communicate with a device that is in a
different addressing domain, one of two possible approaches is resorted to:
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• NATs residing at the boundary of the addressing domains replace the
private IP address with a public address when the packet leaves the
PLMN, and vice-versa.

• RSIP is a mechanism whereby a suitable IP address (private or public)
is assigned to the device depending on whether the remote communi-
cation endpoint resides within the same addressing domain or outside
it.

29.6.2.1 NAT

Several flavors of NATs exist, and their functionality depends on the
particular flavor in use. Some of the NAT flavors are traditional NAT
[which include basic NAT and network address port translator (NAPT)], two-
way NAT or bidirectional NAT, twice NAT, and multihomed NAT.
Figure 29.22 illustrates the operation of a basic NAT.

One of the security-related features that NAT provides is the privacy of
the endpoint within the PLMN. The remote endpoint outside the PLMN is
not aware of the IP address or topology of the local endpoint within the
PLMN. When a local and a remote endpoint communicate with each other
at two different instances, the NAT feature prevents the remote endpoint
from detecting that it is the same local endpoint, thereby facilitating privacy.

Although NATs provide privacy to some extent, they suffer from two
serious drawbacks:

1. Certain applications (such as FTP and H.323) that embed network
addresses within APDUs require the use of an application level gateway
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(ALG) in order to work with NATs. Such ALGs, which are usually
collocated with the NAT functionality, replace the private IP address
in the APDU with a public IP address.

2. NATs suffer from a serious security drawback in that they break the
end-to-end IPsec security model. When a local endpoint within a
PLMN establishes an IPsec AH or ESP SA for packet authentication
purposes, any modification in the IP address and/or port number by
the NAT would result in the packet being discarded at the remote
endpoint.

29.6.2.2 RSIP

RSIP uses a different approach compared to NATs while dealing with pri-
vate addressing. The approach with RSIP is that when an endpoint A (EP
A), which is assigned a private address, needs to communicate with an end-
point B (EP B), which lies outside this private addressing domain, then EP A
leases a public address from an RSIP server for the purpose of this commu-
nication. Since this public IP address is then used by the application, the
problem faced with NATs is not encountered here.

Figure 29.23 illustrates the operation of RSIP. As seen in the figure, EP
A, which is located within a private addressing domain (address space A),
initiates communication with EP B, which is located in a public addressing
domain (address space B). Certain IP addresses are denoted in the figure, and
for illustration let us assume that IP address A.x represents the private address
10.0.0.x, while IP address B.x represents the public address 195.0.0.x. It is
seen that EP A has a private address of 10.0.0.1 assigned to it, while EP B has
a public address of 195.0.0.20 assigned to it. The RSIP server that resides at
the boundary of the private and public domains has two interfaces: that to
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the private domain has an IP address 10.0.0.5, while that to the public
domain has an IP address 195.0.0.5. The RSIP server also has a pool of four
public IP addresses—195.0.0.1 through 195.0.0.4—that it may lease to its
clients within the private domain.

Since EP A wishes to communicate with EP B, which is a host in the
public addressing domain, EP A (which is an RSIP client) leases the public
IP address 195.0.0.2 from the RSIP server using the RSIP. Certain criteria
may be associated with this lease—such as the duration of the lease and
whether the leased IP address may be used for communication only with EP
B or with other EPs as well. Now, the IP address that the application at EP A
is aware of is 195.0.0.2, and not 10.0.0.1. Any APDUs that are sent by EP A
to EP B contain a network address value of 195.0.0.2. Similarly, the source
IP address of the IP datagram created at EP A also contains 195.0.0.2. In
order to transport this IP datagram from EP A to EP B, the datagram is tun-
neled through another IP datagram from EP A to the RSIP server. This
outer IP datagram, which has a source IP address of 10.0.0.1 and a destina-
tion IP address of 10.0.0.5, is needed because the inner IP datagram cannot
be routed within the private domain. Upon reaching the RSIP server, the
outer IP header is stripped, and the original IP datagram is routed through
the public domain to EP B.

Since the only address that EP B sees for EP A is 195.0.0.2, this is the
address that is used for EP A. Messages sent by EP B to EP A are subse-
quently tunneled to EP A when they reach the RSIP server. Thus, it is seen
that with the use of RSIP, one does not require an ALG in the presence of
private addressing. With NATs, on the other hand, an ALG is needed.

Using RSIP, a user in a PLMN (with IPv4 addressing) can obtain end-
to-end IPsec authentication while coping with the problem of limited IPv4
addresses. Since a public transport address is assigned a local device com-
municating with a remote endpoint outside the PLMN, no address/
port translation is needed, thereby facilitating interworking with IPsec
authentication.

29.6.3 Firewalls

Firewalls have traditionally been used at the periphery of corporate net-
works in order to protect these networks from outside attacks. In addition,
they also act as a policy enforcement point whereby different policies may
be enforced for different users/hosts within the protected domain. With the
advent of IP within wireless networks, the resulting open architectures war-
rant firewalls.

Typically, firewalls have come in three categories:

1. Packet filters: These are of two kinds: static packet filters and statefull
packet filters. Static packet filters have a static configuration based on
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which packets are either granted or denied access. They do not
maintain any state about the session, and they handle packets on a
per-packet basis. Statefull packet filters, on the other hand, maintain
information on session state, and based on this information, packets
may dynamically be granted or denied access. The static nature of
static packet filters makes them unsuitable for PLMNs due to the
typical dynamic nature of port assignment for several PLMN ses-
sions. Statefull packet filters are neither adequate nor economically
feasible, and the performance requirements are too high for a low-
end single-point-of-access gateway.

2. Circuit gateways: The most common circuit gateway is SOCKS.
Here, a SOCKS server typically residing at the edge of the PLMN
establishes a TCP connection (or circuit) to each of the communicat-
ing endpoints, and the session data is relayed by the SOCKS server.
The SOCKS client within the PLMN authenticates the establish-
ment of such a virtual circuit. Such a mechanism is also complex and
not very suitable for UDP traversal.

3. Application level gateways: Application level gateways (also known as
proxies) operate by being aware of the application. While being very
secure, they are not scalable since such a solution would require that
each application require a proxy at the edge of the PLMN. In addi-
tion, this is an expensive solution.

In light of the unsuitability of some of the traditional firewall solutions
for PLMNs, newer solutions are being considered. One technique that
holds promise is based on a firewall control interface between a device
within the PLMN and the firewall. Using such an open interface, all appli-
cation level functionality can be moved towards the end devices, and the
end device controls the firewall to allow legitimate traffic to pass through.

29.7 Concluding Remarks

In this chapter, we discussed the security features/mechanisms present
within various network technologies. Security features within several types
of cellular networks (AMPS, EIA/TIA-41, EIA/TIA-136, IS-95, GSM,
GPRS, and UMTS) were discussed. The security mechanisms employed by
wireless link layer technologies (Bluetooth and IEEE 802.11 WLANs) were
discussed. We also gave an overview of the security mechanisms employed
within TCP/IP networks (IPsec, TLS, ISAKMP, and IKE). Finally, we dis-
cussed aspects dealing with firewalls, private addressing (NAT, and RSIP),
and DDoS attacks.
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We see that the security mechanisms and algorithms employed within
wireless networks have traditionally been different from those employed
within traditional wired TCP/IP networks. This has been due to a combi-
nation of factors: differing threat models, choice of mechanisms/algorithms
suited to the particular environment, as well as varying standards bodies
responsible for standardizing these. Although converged mechanisms for
security within wireless and wireline systems are beginning to emerge and
their significance is being increasingly recognized, deployments based on
current disparate security technologies will have to be considered for quite
some time in system design. In such an environment, an understanding of
the security features employed within various network technologies is criti-
cal to understand implications to end-to-end security.

Lately, with IP technology emerging as a glue across networks, com-
mon IP level solutions are beginning to be seen. For instance, although ear-
lier versions of WAP used wireless TLS (WTLS) for security, versions that
are currently being developed specify the use of TLS. Such converged secu-
rity mechanisms have been made possible with increased bandwidth avail-
ability, increased processing power of wireless devices, and greater
coordination among standardization bodies. Significant work is currently
ongoing in various standardization bodies to improve several aspects dealing
with security, while taking into account this convergence aspect. These
include the IETF (next-generation IPsec, AAA, Mobile IP), W3C (XML
Signatures, XML Encryption), 3GPP (AKA), IEEE 802.11 (WEP), OASIS
(SAML, XACML, Web services Security) and Liberty Alliance. We expect
continued efforts in improving overall system security as the convergence of
wireless and IP networks continues.
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