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8.2
Detect and Respond as a
Supporting Element

A fundamental tenet of the defense-in-depth strategy embraced by this Information Assurance Technical Framework (IATF) is to prevent cyber attacks from penetrating networks, and to detect and respond effectively to mitigate the effects of attacks that do.  An integral aspect of this strategy is a secure infrastructure to support the detection of and reaction to cyber incidents and attacks. 

8.2.1
What This Focus Area Addresses

Detect and respond capabilities are complex structures that run the gamut of intrusion and attack detection, characterization, and response. The progression of detect and respond technologies is building from audit logs and virus scanners to a more robust capability.  While technology continues to evolve, this overall area remains heavily dependent on highly skilled operators and analysts.

8.2.1.1
Scope of This Focus Area

The local environments (within an enclave) are the logical location for network-based and host-based sensors.  Sections 6.4, Network Monitoring within Enclave Boundaries and External Connections, 6.5, Network Scanners within Enclave Boundaries, and 7.2, Host-Based Detect and Respond Capabilities within Computing Environment, address specific Framework guidance for these sensors.  This section addresses the processes and technologies that are typically required beyond the sensors. This includes discussions of architectural considerations for improving the Detect and Respond posture of an enterprise, evolving paradigms for a Detect and Respond infrastructure, the various processes and functions that are performed within the secure infrastructure, and the technologies that are available to realize these processes and functions. The section concludes with sources for additional information and a list of references used in developing this guidance.

8.2.1.2
Terminology

To set the stage for the discussions in this section of the Framework, there are a number of terms that should first be defined. We recognize that these terms, which are fundamental to the discussions in this section, are also germane to many sections of the Framework.  We also appreciate that these terms have varying interpretations within the community, so we include the following definitions to eliminate possible confusion or ambiguity within this section of the Framework. 

The first set of terms deals with threats and vulnerabilities.  A threat exists when an intruder (also referred to as an adversary or a threat agent) has the means, motivation, and opportunity to exploit an information system and/or its associated networks. A vulnerability is a weakness or hole that can be exploited by an intruder.  An attack is a sequence of events an intruder uses to exploit a vulnerability. 

An intrusion can be thought of as a break-in attempt or actual break-in to an information system.  The intruder’s intent may be to misuse the system or data contained within the system, render a system unreliable or unusable, gain access to the data contained on the system, and/or manipulate the data.  Once an intrusion has occurred on an information system, the damage can be extensive(sensitive information may be compromised and network systems or network services can be rendered inoperable.  These events can result in the loss of a corporation’s competitive edge, lost productivity when network services are unavailable, and costly man-hours and dollars to assess the impact of an intrusion and recover any lost data. 

Beyond this, there are various levels of an “attack” that are also worth identifying.  We look at attacks from a bottom up perspective, since they are detected based on a logical progression from the point of view of sensors (e.g., intrusion detection system or IDS).  

· Alarms are the typical output provided by a sensor as an indication that it believes it detected some evidence of the presence of an intruder.  

· Events are actual occurrences of some irregularity that caused an alarm.  We distinguish alarms from events in that there are often a number of valid network and host operations that may cause an alarm (thus giving rise to false positive indications).

· Interesting Events are based on the recognition that local environments may experience hundreds of thousands of events daily, and there are typically only a small number that have the potential for any real damage.  This category represents those that have the potential for serious impact such as may be characterized in a security policy.

· Incidents are interesting events that actually have serious impact on the information systems and networks of a local environment.

· Attacks are concentrated efforts by an adversary or intruder to have a serious impact on an overall enterprise, usually implemented by a series of incidents targeted at multiple local environments.

While all incidents and attacks are important, the Framework guidance focuses on attacks in which the attacker(s) have the will, resources, and persistence to cause grave harm to an enterprise.

8.2.2
Enterprise Architecture Considerations

While planning for a Detect and Respond infrastructure, it is important to recognize that the enterprise networks and systems that it will support must also be structured to provide information to, and take advantage of, the services and information such a secure infrastructure provides.  The remainder of this section provides guidance on configuring an enterprise to improve its Detect and Respond posture. 

Incident Reporting

As highlighted in Sections 6.4, Network Monitoring within Enclave Boundaries and External Connections, 6.5, Network Scanners within Enclave Boundaries, and 7.2, Host-Based Detect and Respond Capabilities within Computing Environment of the Framework, the local environments have the option of deploying sensors, and possibly analysts, to interpret the results of, and, when appropriate, react to the implications of these outputs.  Beyond the local environment, each organization, or perhaps community, has to determine what information should be reported, in what format, under what situations, and to whom.  The Department of Defense (DoD) has issued implementation guidance and a joint policy for incident and vulnerability reporting. Other system infrastructures simply allow reporting, and leave it to the local environment to work directly with the next tier to decide when, what, and how to report. 

Network Partitioning and Redundancy, Backup

Networks are typically configured to provide the most cost-effective service to its users.  Whenever feasible, networks should be partitioned into logical segments, with boundary protection devices between segments.  This limits traffic flow and thus potential exposure within segments, provides a degree of isolation if one segment or another is subverted, and facilitates the shutting down or limiting of services within affected segments as a possible response.  Offering redundant capabilities within a network creates the potential for response options allowing authorized traffic to be diverted around a segment that has been exploited.

Deploy Technical Safeguards and Countermeasures as
Response Options

A fundamental aspect of an effective react capability is to deploy safeguards and countermeasures that can be activated to implement responses.  Whether they are making changes to firewall policies, filtering router configurations, deception servers, or others, there are a number of such countermeasures available, as discussed in Section 8.2.5.4, Response Tools.

Plan for Contingency Operations

There is an entire discipline associated with disaster planning (sometimes referred to as planning for contingency operations) that includes the development of anticipatory processes and procedures that can facilitate an effective response. These include creating backups of mission-critical and establishing preplanned courses of action (COA).  Recommendations regarding the preparation of COAs include the following:

· Plan to deal with high-probability threats and at least acknowledge the less likely possibilities.

· Allocate resources to complete and coordinate the planning; create plans in advance rather than waiting for an event to occur.

· Coordinate and obtain approval/acceptance of plans by upper management, business unit managers, and other decision-makers.

· Take advantage of planning that other, similar organizations may have already prepared.

· After the plans are formulated, exercise the procedures to validate the approach, refine the tactics, and train the participants.

When the program is in place, frequently review, update, and enhance it to keep it current.

Coordinating Responses

Fundamentally, response itself is an issue for the local environments.  However, there are a number of factors with implications beyond the perspective of local sites that need to be considered when formulating and evaluating response options as well as when actually responding to an intrusion or attack.  A basic decision is whether to shut down an intruder’s access (or an entire site) or to allow an intrusion to continue while evidence is collected that will be needed for subsequent prosecution. 
Considerations for Operations

As with the architectural features identified above, there are also complementary operational practices
 that are important to the overall defense of an enterprise, and again, are directly relevant to considerations for a detect and respond infrastructure:  

· Be prepared for severe denial-of-service attacks (e.g., institute and practice contingency plans for alternate services).

· Inspect for physical penetrations.

· Educate users and staff.

· Institute well-known procedures for problem reporting and handling.

· Institute procedures for reporting suspicious behavior.

· Institute and monitor critical access controls (e.g., restrict changeable passwords, require dial-back modems).

· Minimize use of the Internet for mission or time-critical connectivity.

· Require security-critical transactions (e.g., establishing identity when registering) to be conducted in-person.

· Institute and monitor a strict computer emergency response team alert and bulletin awareness and patch program.

· Establish procedures for recovery from attack.

8.2.3
General Considerations for a
Detect and Respond Solution

It appears that there are no generally accepted architectural constructs for a detect and respond infrastructure across various communities.  However, there are several fundamental considerations for a detect and respond infrastructure that appear to be consistent across communities.  These are highlighted below.

8.2.3.1
General Constructs for a
Detect and Respond Infrastructure

In general, many network infrastructures are inherently hierarchical by nature, and this one is no exception.  When considering a general construct for a detect and respond infrastructure, a primary consideration is the perspective that the system infrastructure layer will maintain for its support.  Figure 8.2-1 identifies typical layers in this hierarchy and the perspectives that each layer could offer.  Each layer usually retains responsibility for its own operation, and thus must be capable of making decisions about courses of action for its own operation.  However, it is seldom the case that any site can function in a completely autonomous fashion without some oversight, coordination, and direction, so there is a natural hierarchy for the decision making as well. 

In general, information about incidents, which is usually sensed at the lowest layer in the hierarchy, is reported to higher layers.  Warning and response coordination that is more typically derived from higher layers is disseminated from these higher layers down.  Again, these are general statements, and any specific situation has to be tailored to the unique needs of the constituent segments.
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Figure 8.2-1.  Perspectives of Layers in a Detect and Respond Infrastructure Hierarchy

8.2.3.2
Examples of Existing Detect and Respond Infrastructures

A detect and respond infrastructure of this nature will likely be structured in the manner depicted in Figure 8.2-2.  This is consistent with various actual hierarchy structures used today in various communities and enterprises.  The specific relationships and responsibilities across the layers differ in actual practice.
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Figure 8.2-2.  Basic Hierarchy for Detect and Respond Infrastructure

For the Department of Defense (DoD), local sites are responsible for deploying network monitors and performing site assessments.  Typically each Military Department (MILDEP) has its own Navy Computer Emergency Response Team (NAVCERT) capability or Air Force Information Warfare Center (AFIWC) that is responsible for attack detection and characterization for that MILDEP.  At the enterprise level, DoD has established a Joint Task Force for Computer Network Defense (JTF-CND), with a technical analysis capability within the Global Network Operations Security Center (GNOSC) to monitor critical defense networks and coordinate actions across the DoD to restore functionality after an intrusion or attack.  The DoD model differs from the others in that reporting and response coordination procedures are mandated.

The civil government agencies have adopted a less formal structure.  There is a Federal Computer Emergency Response Team (FEDCERT) that is responsible for coordinating detect and respond activities across the Federal Government, but its use appears to be at the discretion of individual agencies.  Selected agencies maintain their own Computer Emergency Response Team (CERT) capabilities (e.g., Department of Energy [DOE] Computer Incident Advisory Capability [CIAC] that is operated at Lawrence Livermore National Laboratories as a central clearinghouse for reporting incidents.)  This community also takes some advantage of CERT capabilities from academia (e.g., CERT associated with Carnegie Mellon University actually funded by DoD).  The Federal Intrusion Detection Network (FIDNet), a General Services Administration (GSA) initiative to centralize a federal government-wide capability to analyze local sensor outputs is consistent with this general hierarchy but may be implemented as a managed commercial security service offering available to those agencies that decide to subscribe.

In the private sector, CERTs are available to support those specific organizations that choose to use them, again with reporting and coordination at the discretion of the organization.  The Information Sharing and Analysis Center (ISAC), a construct resulting from efforts to implement Presidential Decision Directive 63 (PDD-63), was conceived as a mechanism to structure sector (e.g., banking and finance, telecommunications) coordinators.  The intent was to provide a mechanism for enabling appropriate, anonymous, and confidential sharing of information on incidents, threats, vulnerabilities, and solutions associated with each sector’s critical system infrastructures and technologies.  One ISAC is in place for the banking and finance community.  While others have not been put into operation, it is again representative of the use of a hierarchical structure for a detect and respond infrastructure.

At the national level, the National Infrastructure Protection Center (NIPC), established at the Federal Bureau of Investigation (FBI) again in response to PDD-63, is intended to serve as the U.S. Government focal point for threat assessment, warning, investigation, and response to threats or attacks against our nation’s critical infrastructures.  It is supported by the National Security Incident Response Center (NSIRC) at National Security Agency (NSA) to bring perspectives from the Intelligence Community to perform in-depth analysis (including post-attack investigation) to support activities at the NIPC (and JTF-CND).  While these national layers of the infrastructure are called upon at the discretion of other organizations, they maintain a national-level perspective.  The NIPC also leads or coordinates activities associated with national security or criminal investigations of cyber crimes.

Although not depicted in Figure 8.2-2, there is some evidence of global infrastructures being established at the international level.  One such example is the Forum of Incident Response and Security Teams (FIRST), whose membership includes DoD Service CERTs, academia, and major private corporations from across the globe.  Their goals are to foster cooperation among constituents for the protection, detection, and response from computer intrusions.  They provide a means for sharing alert and advisory information, and facilitate collaborative planning and sharing of information, tools, and techniques.

8.2.4
Detect and Respond Functions 

Within the detect and respond infrastructures, a wide range of functions is needed to support operations.  In many cases, technology solutions are not available to perform these functions automatically.  Analysts, network operators, and system administrators perform many of the functions by applying basic support technologies to ease their tasks.  This section provides an overview of the functions that these analysts (with their tools) are attempting to perform.  This section begins with an overview of the various phases of operation associated with detect and respond and then highlights specific functions that are representative of each phase.  The section that follows provides a discussion of the underlying technologies that are available to support detect and respond capabilities.

8.2.4.1
Phases of Operation

Figure 8.2-3 illustrates the five basic phases of detect and respond.  These phases are as follows:
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Figure 8.2-3.  Basic View of Detect and Respond Phases

· Warning—Providing advanced notice of a possible impending attack, including a perspective on the attack strategy, scenarios, likely target sites, and timing

· Detect—Determining that an attack is occurring or has occurred.  This includes the sensing functions discussed in Sections 6.4, Network Monitoring within Enclave Boundaries and External Connections, 6.5, Network Scanners within Enclave Boundaries, and 7.2, Host-Based Detect and Respond Capabilities within Computing Environment, of the Framework, along with broader activities to discern an attack is under way

· Characterize—Analyzing the attack in terms of its intent, approach, projections of how it will proceed, likely impacts, and possible identification of the attack source

· Respond—Reacting to mitigate the effects of the attack and restore the systems and network

· Investigate—Analyzing how an attack was accomplished to provide feedback to improve existing protect, detect, and react capabilities to ensure that similar exploitations cannot occur, and when appropriate, to provide evidence when prosecution of attackers is pursued.

From a process standpoint, it is possible to consider detect and respond operations as a series of phases or stages form a life cycle for a particular incident or attack.  In this view, it is easy to consider the cycle of phases to begin anew with the occurrence of another attack.

While this perspective is straightforward, it is not really reflective of real-life situations.  Although there is sense of “hand-off” from one phase to another, each of the phases is really an ongoing set of processes.  For example, warning does not typically stop after an alert is issued.

It continues to search for new indications while detection capabilities focus on those being anticipated.  This is typically the same for each phase, as represented in Figure 8.2-4.  This sort of twisting view of detect and respond phases may seem whimsical, but is really more indicative of practical operations. 
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Figure 8.2-4.  Realistic View of Detect and Respond Phases

There are a number of approaches for realizing these phases within the context of a detect and respond hierarchy.  Figure 8.2-5 provides a perspective that can be used when considering allocation of detect and respond functions.  While each local site, organization, or enterprise (community) has the option of allocating detect and respond functions within their hierarchy, it is often the case that warning and attack investigation is provided as a detect and respond infrastructure services because the investigation requires highly skilled analysts and access to broad and diverse sources of information.  The other functions tend to follow the perspective on the hierarchy level.  Thus, the functions on the left side of Figure 8.2-5 that focus on incidents are typical of those at a local level, or possibly an organizational level.  Those on the right side of the diagram that focus on attacks are more indicative of those of a higher level of the system infrastructure (based on the view that attacks are really composed of coordinated incidents across multiple sites).
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Figure 8.2-5.  Possible Allocations of Detect and Respond Functions 
Another important aspect of these functions is that they are highly dependent on one another.  They each rely on, and provide information to others, working toward a common goal of successful detection and response to incidents and attacks.  The following section highlights representative processes for each of the eight functions identified in the figure.  Again, these are offered not as direction of what functions have to be performed, but to offer a perspective on what detection and response must achieve using the available technologies discussed in subsequent sections.

8.2.4.2
Functions to Support Warning

Warning is a proactive capability intended to provide advanced notice (or warning) of possible impending cyber attacks.  Figure 8.2-6 offers a perspective on the types of functions that could be implemented to support warning. 
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Figure 8.2-6.  Functions to Support Warning

While this is undoubtedly a critical capability for maintaining an effective defensive posture, it is also the least mature.  Discussion in the community seems to focus on the identification of precursors to attacks as “observables,” tracking a broad range of social, political, organizational, intelligence, and technical events that can be fused with incident reporting to postulate attacker actions including attack target sites and systems and attack scenarios and timing.  Various attack models are used as a foundation for these projections.

8.2.4.3
Functions to Support Incident Detection

Detection of incidents (or intrusions) is typical of a local site operation, as discussed in detail in Sections 6.4, Network Monitoring within Enclave Boundaries and External Connections, and 7.2, Host-Based Detect and Respond Capabilities within Computing Environment, of the Framework. In a broad sense, these functions at the local level are performed to determine the security posture and status of a local site (or environment) typically using network-based and host-based sensor technologies, supported by local analysts to identify vulnerabilities, intrusions, and malicious code attacks.  Typical functions associated with support to local incident detection are shown in Figure 8.2-7.  
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Figure 8.2-7.  Functions to Support Local Incident Detection

To be consistent with other functional structures discussed in this section, we distinguish incident detection from incident characterization, in which operators perform analyses to discriminate between alarms, events, interesting events, and intrusions.  As inferred by the diagram, these functions go well beyond intrusion detection to consider security incidents, performance irregularities, and vulnerabilities identified by scanners or penetration (e.g., Red Team) testing.

8.2.4.4
Functions to Support
Incident Characterization

These functions draw from the results of the incident detection discussed in Section 8.2.4.3, Functions to Support Incident Detection, to interpret the true nature and criticality of each alarm that is created by the local sensors.  Typical functions of incident characterization are shown in Figure 8.2-8.
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Figure 8.2-8.  Functions to Support Incident Characterization

In addition to the primary inputs from incident detection, warning alerts provide an additional focus on specific attack sources and/or types of attacks.  Ideally, the outputs of these functions would provide some sense of an intruder’s intent, scenario, and the identification of the source of each incident.  Typically, the results of these functions are used as input to the incident response functions, discussed below.

8.2.4.5
Functions to Support Incident Response

As discussed earlier, the local environment is ultimately responsible for executing a response to mitigate the effects of the intrusion and to restore the systems and networks. Typical functions of incident response are shown in Figure 8.2-9.
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Figure 8.2-9.  Functions to Support Incident Response

These functions draw from a set of preestablished safeguards and countermeasure options.  Selection of an appropriate response option would be made based on a number of assessments.  These assessments first address the impact (and any anticipated progressions) of the incident on the site’s operational capabilities and its ability to perform its missions.  The focus is then turned to how the activation of available responses would impact the site’s operational capabilities and ability to perform its missions. Coordination with the detect and respond infrastructure (when appropriate) can provide recommendations about the technical impacts that response options may have on incidents associated with ongoing attacks as another factor for consideration in selecting a response.  Finally, these functions include the activation of the selected response, intended to contain, assess damage, eradicate, reconstitute, and recover from the effects of the incident (or attack) to the local site capabilities.

8.2.4.6
Functions to Support Attack Determination

Building on intrusion and incident reporting from local sites and external events, these functions focus on determining if an attack is under way or has occurred.  Typical functions associated with attack determination are shown in Figure 8.2-10.
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Figure 8.2-10.  Functions to Support Attack Determination

Drawing from the local sensing functions discussed in Sections 6.4, Network Monitoring within Enclave Boundaries and External Connections, 6.5, Network Scanners within Enclave Boundaries, and 7.2, Host-Based Detect and Respond Capabilities within Computing Environment, of the Framework, this activity also includes correlation of incident data from all sites within its constituency and combining that data with warning alerts, all-source intelligence reports, and other external events to discern if an attack is under way.  
8.2.4.7
Functions to Support Attack Characterization

When the determination has been made that an attack has been detected, this set of functions focuses on analyzing the attack in terms of its intent, approach, projections of how it will proceed, likely impacts, and possible identification of the attack source.  Typical functions associated with attack characterization are shown in Figure 8.2-11.  The functions can be considered in two categories.  The first is fusion of the various sources of information to identify all relevant events and data to be analyzed.  The second is a series of specific analysis functions that focus on the various aspects of the characterization. 

[image: image11.wmf]INTRUSIONS

CHARACTERIZATION

FEEDBACK

EXTERNAL INCIDENTS

INTELLIGENCE

WARNING ALERTS

FUSION OF

CORRELATED

INTRUSION EVENTS

FUSION OF

CORRELATED

INTRUSION EVENTS

SEARCH FOR

UNDETECTED

INTRUSIONS

SEARCH FOR

UNDETECTED

INTRUSIONS

POSTULATE

POTENTIAL

INTRUSIONS

POSTULATE

POTENTIAL

INTRUSIONS

IDENTIFY OTHER

SOURCE EVENTS

IDENTIFY OTHER

SOURCE EVENTS

IDENTIFY

INTRUSION DETECTION

SHORTFALLS

IDENTIFY

INTRUSION DETECTION

SHORTFALLS

ATTACK

PROJECTION

ATTACK

PROJECTION

ASSESSMENT OF

LIKELY TARGETED

SYSTEM

ASSESSMENT OF

LIKELY TARGETED

SYSTEM

ATTACK &

ATTACKER

CHARACTERIZATION

ATTACK &

ATTACKER

CHARACTERIZATION

TRACKING

INTRUSION

ACTIVITY

TRACKING

INTRUSION

ACTIVITY

iatf_8_2_11_0123

INTRUSIONS

CHARACTERIZATION

FEEDBACK

EXTERNAL INCIDENTS

INTELLIGENCE

WARNING ALERTS

FUSION OF

CORRELATED

INTRUSION EVENTS

FUSION OF

CORRELATED

INTRUSION EVENTS

SEARCH FOR

UNDETECTED

INTRUSIONS

SEARCH FOR

UNDETECTED

INTRUSIONS

POSTULATE

POTENTIAL

INTRUSIONS

POSTULATE

POTENTIAL

INTRUSIONS

IDENTIFY OTHER

SOURCE EVENTS

IDENTIFY OTHER

SOURCE EVENTS

IDENTIFY

INTRUSION DETECTION

SHORTFALLS

IDENTIFY

INTRUSION DETECTION

SHORTFALLS

ATTACK

PROJECTION

ATTACK

PROJECTION

ASSESSMENT OF

LIKELY TARGETED

SYSTEM

ASSESSMENT OF

LIKELY TARGETED

SYSTEM

ATTACK &

ATTACKER

CHARACTERIZATION

ATTACK &

ATTACKER

CHARACTERIZATION

ATTACK

PROJECTION

ATTACK

PROJECTION

ASSESSMENT OF

LIKELY TARGETED

SYSTEM

ASSESSMENT OF

LIKELY TARGETED

SYSTEM

ATTACK &

ATTACKER

CHARACTERIZATION

ATTACK &

ATTACKER

CHARACTERIZATION

TRACKING

INTRUSION

ACTIVITY

TRACKING

INTRUSION

ACTIVITY

iatf_8_2_11_0123


Figure 8.2-11.  Functions to Support Attack Characterization

Resources available to support analysis include warning alerts, all-source intelligence, external incidents, known attack scenarios, and attacker signatures and electronic fingerprints.  A side benefit of these analyses is feedback that can be provided to local IDSs to support their tuning, updating their attack scripts, and the like, to improve their detection capabilities as they pertain to the ongoing attack.

8.2.4.8
Functions to Support Response Coordination

When an attack has been detected and characterized, the real value the system infrastructure can provide is coordinating an effective response at the local sites that will mitigate the effects of the attack and support the restoration needed to return the systems and networks to normal operation.  Typical functions associated with response coordination are shown in Figure 8.2-12.  The thrust of these functions is to assess, on a technical (versus operational and mission impact) basis, the effectiveness of available preplanned courses of action, safeguards, and countermeasures against the identified and projected attack scenarios.
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Figure 8.2-12.  Functions to Support Response Coordination

Typically, local organizations and sites are in the best position to assess operational and mission impacts, based on projections of technical impacts to network services and system operations. Recommendations are formulated to assist local sites in the containment, damage assessment, eradication, and restoration to normal operational state.  When appropriate, this also includes development or refinement of react mechanisms tailored to unique aspects of the ongoing attack.

8.2.4.9
Functions to Support Attack Investigation

This remaining set of functions focuses on analyzing how an attack was accomplished to provide feedback to improve existing (and future) protect, detect, and respond capabilities, ensuring that similar exploitations cannot occur.  When appropriate, the investigation also structured to provide evidence of when prosecution of attackers is pursued. Typical functions associated with the attack investigation are shown in Figure 8.2-13.  These functions are typically performed after the attack with extended time frames available for in-depth analyses.  They can be considered in four basic groups or categories. The first is to establish and maintain a catalog of known vulnerabilities and the effects of known exploitations that provide a foundation for those analyses.  These can include determining the effects of known attack sequences and potential modifications to those attack sequences. The second group, which is the primary focus for attack investigation, addresses characterization of the attack and attacker built from any available cyber evidence (e.g., audit logs, Transport Control Protocol [TCP] dumps).

[image: image13.wmf]CHARACTERIZE & CATALOG

ATTACKS

CHARACTERIZE & CATALOG

ATTACKS

CATALOG

ATTACKER SIGNATURE

CATALOG

ATTACKER SIGNATURE

CHARACTERIZE

ATTACKER INTENTION

CHARACTERIZE

ATTACKER INTENTION

POSTULATE

COUNTERMEASURES

POSTULATE

COUNTERMEASURES

COLLECT

CHARACTERIZE

PARSE

EVIDENCE

COLLECT

CHARACTERIZE

PARSE

EVIDENCE

CATALOG

VULNERABILITIES

& EFFECTS OF

EXPLOITATION

CATALOG

VULNERABILITIES

& EFFECTS OF

EXPLOITATION

CHARACTERIZE

ATTACK

SCENARIO

CHARACTERIZE

ATTACK

SCENARIO

TRACE

ATTACK SOURCE

TRACE

ATTACK SOURCE

PROJECT

ATTACK EFFECTS

PROJECT

ATTACK EFFECTS

ASSESS 

DAMAGE

ASSESS 

DAMAGE

FEEDBACK

iatf_8_2_13_0125

CHARACTERIZE & CATALOG

ATTACKS

CHARACTERIZE & CATALOG

ATTACKS

CATALOG

ATTACKER SIGNATURE

CATALOG

ATTACKER SIGNATURE

CHARACTERIZE

ATTACKER INTENTION

CHARACTERIZE

ATTACKER INTENTION

POSTULATE

COUNTERMEASURES

POSTULATE

COUNTERMEASURES

COLLECT

CHARACTERIZE

PARSE

EVIDENCE

COLLECT

CHARACTERIZE

PARSE

EVIDENCE

CATALOG

VULNERABILITIES

& EFFECTS OF

EXPLOITATION

CATALOG

VULNERABILITIES

& EFFECTS OF

EXPLOITATION

CHARACTERIZE

ATTACK

SCENARIO

CHARACTERIZE

ATTACK

SCENARIO

TRACE

ATTACK SOURCE

TRACE

ATTACK SOURCE

PROJECT

ATTACK EFFECTS

PROJECT

ATTACK EFFECTS

ASSESS 

DAMAGE

ASSESS 

DAMAGE

CHARACTERIZE & CATALOG

ATTACKS

CHARACTERIZE & CATALOG

ATTACKS

CATALOG

ATTACKER SIGNATURE

CATALOG

ATTACKER SIGNATURE

CHARACTERIZE

ATTACKER INTENTION

CHARACTERIZE

ATTACKER INTENTION

CATALOG

ATTACKER SIGNATURE

CATALOG

ATTACKER SIGNATURE

CHARACTERIZE

ATTACKER INTENTION

CHARACTERIZE

ATTACKER INTENTION

POSTULATE

COUNTERMEASURES

POSTULATE

COUNTERMEASURES

COLLECT

CHARACTERIZE

PARSE

EVIDENCE

COLLECT

CHARACTERIZE

PARSE

EVIDENCE

CATALOG

VULNERABILITIES

& EFFECTS OF

EXPLOITATION

CATALOG

VULNERABILITIES

& EFFECTS OF

EXPLOITATION

CHARACTERIZE

ATTACK

SCENARIO

CHARACTERIZE

ATTACK

SCENARIO

TRACE

ATTACK SOURCE

TRACE

ATTACK SOURCE

PROJECT

ATTACK EFFECTS

PROJECT

ATTACK EFFECTS

ASSESS 

DAMAGE

ASSESS 

DAMAGE

FEEDBACK

iatf_8_2_13_0125


Figure 8.2-13.  Functions to Support Attack Investigation

When required, this also provides evidence that could be used in subsequent prosecutions of attackers.  The third establishes a set of attacker “signatures” (which could be thought of as a fingerprint file) that can be referenced when investigating future attacks.  The remaining group focuses on developing and providing feedback for improving countermeasures and safeguards.

8.2.5
Relevant Detect and Respond Technologies 

Cyber attack detection and response technologies (predominantly focused on intrusions) have emerged within the last several years as a result in large part of situations that stem from the worldwide interconnectivity created by the Internet.  A computer-literate person can gain access into government and commercial internal networks via public routes using software hacking tools that can be easily downloaded from the Internet.

The previous section provided a perspective on the types of functions that are typical for various layers of a detect and respond infrastructure.  This section provides guidance on technologies that are available to implement these functions and considerations for their selection and effective use.  The section concludes with a reference model that provides an overall context for these technologies in a detect and respond infrastructure setting.

The Defense-in-Depth strategy and the overall Framework reinforce the close relationship of personnel, operations, and technology in realizing an effective information assurance (IA) posture.  This cannot be emphasized too strongly across the detect and respond disciplines.  When looking at the state of detect and respond technologies, it is clear that there are no “easy answers.”  Many of these technologies provide measurement (instrumentation) capabilities that must be interpreted by highly skilled analysts.  Other technologies provide tools to support the analysis operations.  Even the response technologies require well-trained and highly skilled operators to ensure that the response mitigates, rather than exacerbates, the effects of an incident or attack.  Three major issues associated with effective technology deployment are—

· Where in the network they are deployed to ensure they address critical network resources

· How often they are used based on the operational concept of operation and availability of operators and analysts

· What skills the operators and analysts must have to make effective use of the results.

It cannot be over-emphasized that unlike protect technologies, detect and respond technologies do not in themselves offer any real protection.  Rather, they enable the processes and functions that can mitigate the effects of an attack and restore the information systems and networks to an operational condition.

8.2.5.1
Technology Categories

Although commercial intrusion detection products have been available for several years, a number of recent and highly publicized hacking cases have created a renewed interest in the broader field of detect and respond technologies.  Research by government, industry, and universities is ongoing to determine what constitutes an attack and how to detect and respond to an attack.  

Today, most technologies tailored for detect and respond use provide information to an analyst, assist an analysis, or provide a means for responding based on the results of the analysis.  Figure 8.2-14 shows the broad range of technologies that are addressed in this section of the Framework.
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Figure 8.2-14.  Detect and Respond Technologies

8.2.5.2
Monitoring and Scanning Technologies

It should be noted that monitoring and scanning technologies (characterized broadly as sensors) are covered in depth in other sections of the Framework.  Specifically Sections 6.4, Network Monitoring within Enclave Boundaries and External Connections, and 6.5, Network Scanners within Enclave Boundaries, address network-based monitoring and scanners, respectively, while Section 7.2, Host-Based Detect and Respond Capabilities within Computing Environment, addresses host-based sensor technologies. This material is synopsized in this section to provide a context for the remaining technologies and to facilitate discussions of when and how to use these technologies in a synergistic fashion. Figure 8.2-15 identifies the general categories of these technologies.
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Figure 8.2-15.  Sensor Technologies Grouping

Technology Overview 

Network and host-based sensors provide alerts and supporting information to network operators and administrators that a vulnerable condition exists or an event has occurred within the enterprise and thus creates an opportunity for them to analyze and evaluate what actually transpired. This allows an appropriate action (as specified by the security policy for the organization) to be initiated.  If the attack is detected in real time, it may be possible to mitigate the damage resulting from the attack.  If detected after the attack is over, the logging features of the sensors may identify why the attack was successful so that exploitable weaknesses can be fortified.

Monitors

Network IDSs examine traffic on the wire in real time, examining packets looking for dangerous payloads or signs of abuse (e.g., malformed packets, incorrect source or destination addresses, and particular key words) to spot attacks before they reach their destination and do the damage.  When suspicious activity is identified, a network-based IDS is capable of both raising alerts and terminating the offending connection.  Some will also integrate with the firewall, automatically defining new rules to shut out the attacker in the future.  As indicated in the earlier sections of the Framework, the high incidents of false positive detection make automated response mechanisms undesirable.  Network-based IDSs typically operate on independent computers so there is no impact on the performance of mission systems. They are typically deployed one per network segment, because they are unable to see across switches and routers.

Host intrusion detection provides an agent that resides on each host to be monitored.  The agent collects information reflecting the activity that occurs on a particular system. The monitor scans event logs, critical system files, and other auditable resources looking for unauthorized changes or suspicious patterns of activity.  When anything out of the ordinary is noticed, alerts or Simple Network Management Protocol (SNMP) traps can be initiated automatically.  The agent may also behave in a manner similar to the network-based IDS in that it will examine packets on the wire to compare against a database of known attacks(but in this case, it is restricted solely to packets targeted at the host machine.  For this reason, host intrusion detection is ideal in a highly switched environment to protect specific critical servers, or for otherwise heavily loaded networks (where it may be difficult to protect the entire network).  Some host-based IDSs also include a “personal firewall” capability to provide additional protection for the host machine.  Unlike its network counterpart, host IDSs operate on mission-critical systems, and therefore, their performance impacts mission operations.

Malicious code detectors prevent and/or remove most types of malicious code.  The use of malicious code scanning products with current virus definitions is crucial in preventing and detecting attacks by all types of malicious code. Malicious code detectors should be implemented across the enterprise.  Defense against malicious code is only as good as its weakest link; if one system can be compromised, the entire enterprise is at risk.  Centralized management for the AV capabilities with a common set of policies is strongly recommended.
Vulnerability Scanners

The Framework makes the distinction between scanners and the monitoring devices discussed above.  Monitors typically operate in near real time and tend to measure the effectiveness of the network’s protection services in practice since they are subjected to actual exploitation attempts. Scanners, on the other hand, are preventative measures, typically operating periodically (or on demand) to examine systems for vulnerabilities that an adversary could exploit, evaluating effectiveness of the system infrastructure’s protection.  Vulnerability scanners sometimes referred to as “risk assessment products” provide a number of known attacks with which network administrators can probe their network resources proactively.  Scanners perform rigorous examinations of systems to locate known problems that represent security vulnerabilities.

Host-based scanners use an agent loaded on a system to examine a server or client.  This examination can determine the potential system-level vulnerabilities that exist on a particular system based on known vulnerabilities in the operating systems.  These technologies typically connect into a management console that can report on the status of all systems with agents across the network.

Network-based scanners examine a network and take inventory of all devices and components within the network infrastructure.  These components, the network configuration, and the various versions of software controlling the network are examined and compared to a database of known vulnerabilities.  

War dialers are a specialized type of network vulnerability scanner technology.  Once identified, backdoors can be closed or some type of security plan created to preclude use of that particular point of entry.  Along with a strong modem policy describing the need for modem registration and private branch exchange (PBX) controls, war dialer scanning can help an organization defend itself against such dangers.  Use of this type of technology can help an enterprise identify vulnerable backdoors (e.g., unsecured modems across an enterprise) before an attack occurs.
File (software) integrity checkers are a specialized type of host scanner technology that verifies the integrity of files, detecting when files have been changed.  As with the host vulnerability scanner technologies discussed above, these technologies tend to run off-line, and thus are not a protection mechanism.  Typically they operate periodically, based on an event (e.g., file access) or on demand. 

Considerations for Sensor Deployment and Operation

Deploying combinations of network and host-based sensors provides the best possible security by monitoring network-based traffic and host-specific exploitations directly on target workstations. This combination provides significant attack protection and facilitates policy enforcement for any size enterprise.  Figure 8.2-16 identifies potential locations for their deployment.

When possible, it is recommended that the sensors be linked into the overall system and network management capabilities for an enterprise-wide solution.  This eases individual sensor management, facilitates central reporting, and provides a more coherent perspective on the status of the enterprise overall.

Malicious code detectors should be implemented across the enterprise, on every system and network. Most of these technologies provide a means for sending responses or alerts at the server level, and some at the console level.  It is always desirable to notify anyone that may have been infected that malicious code has been detected. 

If scanners are deployed, it is important to consider what and when scans are performed.  Otherwise, it is possible that mission-critical servers become busy responding to simulated attacks during times of peak demand. Assessment frequency is a factor of how often network changes are made as well as the security policy for the enterprise. 
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Figure 8.2-16.  Possible Sensor Deployment Locations

The most important aspect to consider for integrity checker operation is deployment timing.  To be their most effective, integrity checkers should be initialized on systems before they are placed into production and made generally accessible to their user communities.  If they baseline monitored files and data structures any time after a system has “gone live,” it is possible that the system has already become compromised and the integrity checker will miss changes that have already occurred.
8.2.5.3
Analyst Tools

Many intrusion detection and vulnerability scanning tools described above and in previous sections of the Framework come with their own rudimentary analysis tools.  Some third-party vendors offer tools that will input security audit logs and intrusion event logs from some systems for further analysis, particularly if they have been generated in some standard format (e.g., open database connectivity).  The interoperability standards for some of these formats (intrusion detection in particular) are still under development in standards bodies and government-sponsored activities such as the Defense Advanced Research Projects Agency (DARPA) Common Intrusion Detection Framework (CIDF) program, the Internet Engineering Task Force’s (IETF) Intrusion Detection System Working Group, and the ISO SC27 standards group.

Technology Overview

While network and host sensor technologies have been developed specifically for detect and respond functionality, analyst tools have evolved from more general-purpose applications.  Although basic tools and technologies exist, commercial analyst tools have not generally been tailored to this environment.  We note that the government sector (e.g., the Intelligence Community) has developed a number of custom tools that more closely relate to this use; however, they are considered beyond the scope of the discussion in this Framework.

To support the analyst in performing the functions described in Section 8.2.4, Detect and Respond Functions, tools and techniques must be assembled that allow analysts to use all aspects of the information analysis technologies discussed below across the problem. The kind of tools required to do the “all source” type of analysis required by the detect and respond infrastructure are not currently available in the commercial sector, but any analyst tools (individually or in combination) must provide functions in the following areas:

Data Reduction.  IDSs are notorious for generating large amounts of mostly superfluous information if not configured precisely.  Even when well configured, their design is such that the system errs on the side of identifying, tagging, and reporting on all potential intrusion events.  This data must be reduced to information of import before any additional analysis steps can be performed.  Often, data reduction takes place incrementally during many of the analyst functions described in Section 8.2.4, Detect and Respond Functions.  Models of “acceptable behavior” are typically used to reduce information. Local knowledge, such as configuration of the networking environment, knowledge of the application and systems in use across the network or enclave, and the expected traffic patterns of normal behavior, can all be used to reduce the mass of information generated by these systems to more manageable and germane levels.

Data Correlation.  Correlation of events over a large set of data, even after data reduction techniques have been applied, to identify problems or determine if attacks are under way can be time-consuming and place extreme demands even on experienced operations staff.  The larger the correlation environment, the more complex and detailed such correlations become.  Often, operations staff cannot keep up with the increasing rates at which events are generated.  Therefore, automated event management and correlation systems that can scale to large and complex environments are needed to accurately model and store the diagnostic knowledge possessed by operations staff.  They must provide algorithms that analyze this knowledge in the context of the current system state to detect problems as they occur.  Such systems must be able to input and correlate data from disparate sources, from intrusion detection event data to external alerts and intelligence databases.  Generally, automated correlation tools determine relationships among data by implementing one or more of the following reasoning techniques: rule-based reasoning (RBR), model-based reasoning (MBR), state transition graphs (STG), codebooks, and case-based reasoning (CBR).  

RBR techniques may not be well suited to larger, enterprise-wide environments but can work well in small domains, perhaps on the local level.  Codebook reasoning is faster than rule-based reasoning given its streamlined encoding methodology and is better suited for larger enterprise environments.  STG techniques are limited to correlated events in a single object and cannot determine when problems occur across related objects.  MBR also does not function well in large domains, and CBR does not scale well because of the need for a general case library, which would be different for each enterprise/local environment.  A scaled approach based on these techniques has yet to be developed.

Data Mining.  Data mining refers to capabilities to drill down through a database and display information in a meaningful way.  It is one segment of the broader knowledge discovery technology that addresses knowledge creation overall.  Data mining technology and techniques can be applied to the analysis environment with the goal of turning information from all sources in the detect and respond infrastructure into the identification of hidden attacks, patterns of attacks, and prediction of attacks. Data mining technologies can potentially discover hidden predictive information in large data sets.  They use knowledge discovery, pattern recognition, statistical data analysis, and database systems technology to automate the search for information in data sets.  Data mining technologies collect and analyze information from multiple data sets and check them for data integrity.  They provide a clearer resolution of the information, provide an understanding of attacks in progress, and predict patterns of attacks.

Some specific work is already under way at Columbia University, where researchers have defined and tested a data-mining framework for adaptively building intrusion detection models.  Their work uses auditing programs to extract information to detail each network connection or host session. Then they apply data mining techniques, such as classification, meta-learning, association rules, and frequent episodes to learn rules that accurately capture the behavior of intrusions and normal activities.  These rules can be used to build new detection models.  While this is only part of the solution, it illustrates how data mining techniques are becoming an integral aspect of a more advanced detect and respond tools base.

Visualization.  Data visualization cuts across all the aforementioned areas.  Technologies must be employed that make use of simple, yet effective visualization techniques to assist the analyst through the various functions associated with the framework.  The use of common metaphors and design elements provide the ability to visually process presented information effortlessly.  Gestalt principles of proximity, continuity, similarity, symmetry or good form, and closure, as well as the introduction of appropriate perspective and relevant color, all significantly enhance the analysis functions.

Considerations for Their Selection, Deployment, and Operation

All the above factors must come together in a tool or series of technologies that provide to the analyst the ability to support the detect and respond infrastructure as described in Section 8.2.4, Detect and Respond Functions.  Numerous tools exist that provide partial solutions, but there are still many challenges relating to common data export formats, the development of accepted reference models, and the problem of all-source data fusion that allow a focus on attacks versus incidents.

These technologies become of critical importance in the context of an overall enterprise management strategy, particularly as it pertains to detect and respond operations.  Today, many event management functions are handled manually.  Analysts and operators monitor and correlate events and handle identified problems (or potential problems).  This manual processing does not scale to the growing speed, complexity, and size of many enterprise networks.  Using these technologies, an enterprise management capability can accurately model and store diagnostic knowledge possessed by operations staff and provide algorithms that use this knowledge in the context of the current system state to monitor, detect, characterize, and react to events in an efficient and effective manner.

Essentially, all these technologies must—

· Operate on a common data/information format.  Given the nature of the tools required and the information to be processed, some sort of data warehouse construct is probably the most viable approach. 

· Provide different levels of functionality at different tiers of the framework.  Some tool functionality, such as the requirement to integrate event information with intelligence data, will not be required at a local level but will be necessary at the organizational and national levels, particularly where coordinated attack determination analysis is under way. 

· Provide seamless operator interfaces between technologies and a common, yet flexible, visualization approach.

There are no commercially available tools that provide all the necessary functions to satisfy the analysis needs within the detect and respond infrastructure.  While there are fusion tools that have been developed within the government that provide functions similar to those needed for the detect and respond environment, they do not synergistically bring together various analysis technologies in a single packaging for this specific focused purpose.  For the most part, they have evolved and have been tailored for specific community (e.g., warfare and intelligence) operations.  In some cases, there are efforts under way to adapt them to the detect and respond environment; however, they have not reached the state of commercial technology offerings.  Simple commercial off-the-shelf (COTS) approaches will undoubtedly require tailoring and integration efforts to build a cohesive shell or framework system around the various critical technologies.

8.2.5.4
Response Tools

There are two general classes of response tools considered within this Framework.  One is a deception server, as discussed below. The second class of response tools, referred to as active countermeasures, focuses on implementing immediate mitigation actions to repel or redirect active attacks to minimize damage or reestablish and recover blocked or disabled services.

Deception Servers 

These response tools provide capabilities for characterizing and refining information pertaining to attacks in progress or particular attackers either by redirecting or luring attackers into highly instrumented system infrastructures designed to closely audit all activities.  These systems are typically called deception servers, although they are more commonly known as honey pots, fishbowls, and upon occasion, Venus flytraps.

Technology Overview

The concept behind deception servers is to present a “false” front, an instrumented server environment, with simulated well-know vulnerabilities (the honey pot construct) to lure attackers in with the promise of an easy score.  These systems are designed and configured to emulate a production environment but are in reality set up to alert network administration and security staff while at the same time generating detailed activity logs of the attack or intrusion event. The system thoroughly measures and tracks the would-be intruder’s activities.

While not a new idea, this is a relatively new class of product to be offered commercially.  These products are capable of simulating a range of different network servers and devices to act as an attractive decoy for the would-be attacker.  While the attacker concentrates on the decoy services, the honey pot collects as much evidence as it can while it is alerting the administrator.

When an incident is detected it is the organization’s choice to terminate the connection immediately or to continue to allow the attacker to explore the façade system.  If the connection is terminated, the attackers know that they have been detected and may try a different approach or to attack a different organization with the same attack.  If allowed to continue unchallenged within the deception environment, information about the attacker can be gained.  This information can be recorded and used by law enforcement officials to apprehend the attacker and take suitable legal action.

Deception servers can be useful only if the environment being protected has sufficient resources to use them once they are deployed.  
Considerations for Selection Unique to the
Deception Server Environment

Besides the usual criteria for selection of any software package or technology to be used within the Framework, such as supportability, dependability, clarity of user interface and documentation, ease-of-use and the like, there are a few fairly unique aspects to consider.  There are a number of considerations that should be taken into account when choosing a deception server product for deployment.

Platform and Emulation Operating System.  The most important factor to consider is platform support.  The system should either run on the same type of platform that is commonly used in the environment it will be protecting, or emulate the operating system that is running on the true production systems that surround it.  Depending on the target environment, Windows NT and various versions of UNIX should be supported.  Some products will even attempt to emulate network appliance services such as Cisco Internet Operating System (IOS).

Commercial Product versus “Home Grown”.  There are numerous documents available in the community that describe how to configure a deception server from base operating system installations.  This could be considered as a cost savings option, particularly if there are operating system support personnel available.  However, it may be much more efficient to simply use one of the available products “out of the box.”

Emulation Level.  Some deception servers attempt to emulate more commonly offered network services while others emulate the application level.  The closer the emulation to the true implementation, the more likely the ruse will work without alerting the attacker to the deception.  One available technology actually makes a copy of your production system environment, securing it and instrumenting it on a second hardware platform for deployment as a deception server.  Those systems that only emulate at an application level are susceptible to network-level operating system (OS) identification tools, such as the commonly used Nmap.  The level of deception required depends upon how high the risk factors are for the environment and the probability of threats coming from highly sophisticated attackers.  For environments with few resources, easily deployed, commercially available emulation packages should suffice.  However, for the best coverage, a full-blown dedicated system that imitates the production environment in every way will provide the best protection possible.

Reporting and Logging.  Of course, the depth and breadth of logging are important, particularly based on what the true operational goals of the deception server are.  If the goal is to simply be alerted to the fact that an intrusion is under way and provide some level of data to assist in the foiling of the intrusion and recovery, the level of audit and reporting need not be particularly high.  However, if the goal is to provide sufficient evidence to law enforcement officials to trace and potentially prosecute an attacker, a higher level of audit, reporting, and supporting documentation are required.

Considerations for Deployment and Operation

There are a number of considerations for deployment and operation of deception servers.

Placement on the Network and Redirection.  Several methods exist for placing deception servers into a network infrastructure and ensuring attackers go after it.  For example, one can either set up boundary routers or firewalls to redirect nonproduction services (e.g., File Transfer Protocol [FTP] or Telnet) to the deception servers rather than to just not support them, and then route normal services, such as HTTP, to production systems.  The drawback, of course, is that if attacks take place using production services, the deception server provides no added value.  Another approach is to place a deception server at the same logical network level as production servers and have it emulate full production services, so it can become targeted in attack “sweeps.”

Legal Issues.  Little or no legal precedence has been established for deception servers.  If deception servers are deployed, some potential liabilities could be experienced.  It would be wise to post the same restricted use notifications that are found on the enterprise’s true production systems.  Additionally, be prepared that if the deception server is compromised and then subsequently used as a stepping off point for attacks elsewhere, the organization that deployed the deception server could be found culpable, more so than if their normal production servers were compromised despite due diligence efforts.  It should be kept in mind that deception servers are detection tools and should be treated as such, and unless the deploying organization is a law enforcement agency, unfair entrapment charges cannot really be made successfully.

Active Countermeasures and Recovery Tools

Active countermeasures and recovery tools focus on terminating the intrusion or attack and restoring affected services or lost data as soon as possible.  Recovery may also include initial (technical) damage assessment tools that ascertain the extent of the damage inflicted during the intrusion or attack.  These should be differentiated from attack investigation tools, which are used to gather information about intrusions with the intent, among other activities, to trace, locate, apprehend, and prosecute intruders and attackers (addressed in subsequent sections).

Technology Overview

Reconfiguration, Containment, and Disconnection Technologies.  There are numerous approaches to initiating active countermeasures that serve to halt or block attacks that are discovered against an environment.  Typically, there are no tools one can acquire that stand alone and are used to repel attacks.  Most countermeasures come bundled with IDSs.  They provide either a standalone capability (e.g., the ability to send TCP disconnects to certain active connections determined to be the source of attacks), have programmed interfaces to network equipment (switches, hubs, routers, and firewalls) so certain connections can be cleared or blocked at the network level, or allow new filtering rules to be instituted based on addressing or protocols associated with the attack.  Many tools allow the creation of precanned scripts that can be executed causing dynamic reconfigurations across the enterprise.

Additionally, some host-based tools provide the ability to interface with the host operating system to allow quick disabling of accounts that are being used as launch points for attacks.  Dynamic access control modifications are also possible.  All these tools should be focused on minimizing the period in which the attack takes place, and consequently minimizing the damage, either from the original attack or as the intruders attempt to cover their tracks as they back out.

These tools (or more appropriately features of available intrusion detection tools) must be chosen carefully and their use within the secure infrastructure planned accordingly.  Each of the various attack mitigation features should be thoroughly tested to ensure that they do not wreak more havoc on the enterprise than the original attack.  Some tools allow the automatic institution of countermeasures.  It is recommended that automatic “shunning” not be implemented until all scenarios are tested and sufficient operational experience in the particular environment indicates the risks are minimal.

Recovery Tools.  Damage assessment and recovery tools include disk repair and recovery tools as well as operating system specific tools that are able to make repairs to OS-specific data structures on the system (e.g., the Windows registry). It is important to prepare these tools ahead of time, in anticipation of having to recover from attacks, because no protection features are foolproof.

Backup recovery tools are an important component of this part of the framework.  Each set of tools must be chosen to work with the particular platforms and information system applications running within the enterprise.  Preevent planning and rehearsals should be conducted to ensure that the tools are configured appropriately and operations personnel are sufficiently trained.  Processes and procedures for proper backup execution, testing, and the selection of the appropriate periodicity to execute backups are all critical factors in the preplanning phases of recovery operations.  Some of the file integrity checking tools addressed in Section 7.2.4, Host Scanners—File Integrity Checkers, can also be used in the recovery process, determining which files may have been corrupted during the attack and may have to be restored from protected media.  Besides the technology, appropriate planning is an absolute necessity as part of any response capability.

8.2.5.5
Attack Investigation Tools

Also referred to as computer forensics tools, attack investigation tools, and computer forensics science in general, focuses on acquiring, preserving, retrieving, and presenting information associated with illegal intrusion activities.  Three roles of a computer within a criminal context have been identified.  The first is where the computer is a target of an attack or intrusion.  The second is where a computer is the used as an instrument of an attack (a hacker’s computer, for instance).  The third is where a computer may be a repository for information pertaining to the commission of a crime, containing databases, images, etc.

In the context of the detect and respond infrastructure, attack investigation or forensics tools consider the first and second roles.  The first, where the computer is the subject of the attack, and the second, where a third-party computer is attacked and usurped, then used in subsequent attacks on other systems.  The aspect of seized computers being examined for their role in criminal activities, whether as a tool or as a repository, is beyond the scope of this section of the Framework.

Technology Overview

There are three general phases to any computer forensics process: acquisition, examination, and utilization, and consequently different tools for each. In the acquisition phase, information must be acquired from the systems that have been intruded upon and/or attacked in such a way that all the information on the system is captured. In situations where criminal prosecutions are a goal of the investigation, the information must be collected and maintained consistent with rules of evidence.  In the examination phase, appropriate tools must be used to analyze the information on the system with the intent of attempt to ascertain such facts as—

· How the attack was achieved (i.e., what vulnerability, technical or procedural, was exploited).

· What information the intruder may have left behind to implicate himself or herself (e.g., trace logs, malicious code or Trojan Horse software, trademark methods, system damage).

· What the intent of the intruder was (e.g., exploration/curiosity, malicious damage, information theft, denial of service, service theft).

Finally, the utilization phase of the forensics process allows for the creation of formal reports, the certification of the chain of custody thread, and all other aspects that then allow the pursuit of a criminal investigation leading to a potential prosecution.

Most standard computer forensics tools focus on the preservation of evidence, the analysis of information for criminal activity, and then the final packaging for prosecution.  In the detect and respond infrastructure, while many of these tools have applicability, additional analysis tools that focus on log and event analysis are also important. Of particular importance are those logs and events from secondary systems such as routers and firewalls and not necessarily just the pilfered target system itself.  However, in all cases, rules of evidence must be followed to support successful prosecutions.

When a situation arises in the detect and respond environment where attack analysis is intended to potentially lead to criminal prosecution, acquisition tools that capture and preserve the evidentiary trail of information must be used instead of simple log or event information capture and copying.  Tools that make exact, certifiable copies of information and often entire disk images must be deployed.

For analysis, tools that not only attempt to recover lost or deleted information (an intruder covering his/her “tracks”) must be deployed, but tools that analyze log events and audit information to build a profile of how an intrusion progressed must also be applied.  If necessary, tools that can analyze down to individual TCP/Internet Protocol (TCP/IP) segments and datagrams (TCPdump) must be used along side the more traditional computer forensics tools.

Finally, tools that generate reports, document the chain of custody, and just generally provide additional efficiency, fill out the third phase, utilization. 
Considerations for Selection and Operations

There are a number of factors associated with attack analysis that should be considered when pulling together a stable of appropriate tools.

Ease of Use and Integration.  A clean, robust user interface, particularly in the complicated analysis phases of an investigation, is critical.  Many tools handle all aspects of attack investigation (acquisition, analysis, and utilization) in complete packages, most focused on computer crime scene investigation.  It is important to consider if these all-in-one packages adapt easily to the operational environment in question.  Also, in most cases, a long, drawn-out investigation will have prohibitive impact on operations.  The speed with which information can be collected for later analysis is critical.

Preservation of Evidence.  The tools must preserve evidence appropriately, per acceptable law enforcement or prosecutorial standards.  The disk copying or information copying tools must function in such a way as to ensure a perfect copy is preserved.  The available tradeoffs between speed and copy perfection (full image versus information copy) must be determined.

Flexibility.  The tools must be able to collect, preserve and analyze information from the systems deployed in the local environment.

Operational Approach.  The available tools are still in focused mostly on single activities, such as information capture or disk imaging, log analysis, the discovery of deleted files or hidden information.  Consequently, particularly in a detect and respond situation, a well-composed investigative framework must be established ahead of time to provide the context for the implementation of the tools.  The functions during an investigation are described in Section 8.2.4.9, Functions to Support Attack Investigation, but the next level of detail appropriate to the particular environment in question, such as operations personnel availability, budget, local and/or national policies on how long systems can remain off-line for investigation purposes, etc., all must drive the particular tool acquisitions.

8.2.5.6
Related Detect and Respond
Operational Considerations

While there are a number of technologies available to support various aspects of detect and respond, there are also important considerations that deal with their selection, deployment, and operation.  Some of these are discussed below.

Independent Testing of Technologies

Another factor slowing the development of these technologies is the lack of adequate testing and product certification facilities.  Large-scale testbeds are needed to test these systems using real-world simulations and to develop metrics, verification procedures, and standard test-case scenarios.  There is a real need for independent laboratories to evaluate and certify products, providing unbiased and accurate evaluations of relevant technologies that can be made available to network security customers.

The National Security Telecommunications and Information Systems Security Policy (NSTISSP) No. 11 provides the national policy that governs the acquisition of IA and IA-enabled information technology products for national security telecommunications and information systems.  This policy mandates that effective January 2001 preference be given to products that are in compliance with one of the following:

· International Common Criteria for Information Security Technology Evaluation Mutual Recognition Arrangement.

· NSA/National Institute of Standards and Technology (NIST) National Information Assurance Partnership (NIAP).

· NIST Federal Information Processing Standard (FIPS) validation program. 

After January 2002, this requirement is mandated. DoD Chief Information Officer (CIO) Guidance and Policy Memorandum No. 6-8510, Guidance and Policy for Department of Defense Global Information Grid Information Assurance references this same NSTISSP No. 11 as an acquisition policy for the Department.

The International Common Criteria and NIAP initiatives base product evaluations against Common Criteria Protection Profiles.  NSA and NIST are working to develop a comprehensive set of protection profiles for use by these initiatives.  

System Backup

There are two main strategies to follow when performing a system backup: one for the workstation level and the other for the network level.

Workstation Strategy

The best backup strategy for workstations is to back up often.  If the workstation is running the Windows OS, there are some simple backup tools already provided.  There are also several utilities and programs available from reputable companies to aid users in performing backups.  The following features can make backup chores more bearable: incremental backup, unattended scheduling, and easy, simple restoration.  Incremental backup saves changes made since the most recent full or incremental backup.  This is important because users who do not want to wait to back up a system can use incremental backup as a substitute for a lengthy full backup.  Scheduling uses software automation to execute backup chores without the need for personal interaction.  While the user must select and put in place a backup media, the user does not need to be present for the actual backup.  Zip( drives and small tape drives are also cost-effective solutions used to back up workstation data.

Network Strategy

The best backup strategy for networks is an approach that combines several features to save time and effort and still ensure complete backups.  Execute full backups often.  Since backups take up network, server, and/or workstation resources, it is best to run full backups when none is working.  Also, open files are skipped during backup and do not get backed up at all until some future time when the file is closed and not being used.  Having few to no users holding files open will ensure the greatest backup saturation possible.  Full backups are most efficiently executed in the evenings.  Store the full backup tape off-site.  On each of the remaining workdays of the week, using a separate tape for each day, run an incremental backup and store it off-site, too.  The last full backup of the month should be permanently moved off-site and held for archival purposes.  If a network is attacked by malicious code, these backup techniques will ensure data integrity and allow all systems to be recovered.

Security Awareness Training

Security awareness is usually a first line of defense for an organization.  Organizations should implement a security awareness training program sanctioned by a recognized information systems security authority such as NIST.  An acceptable security program should be able to inform users about the threats of e-mail attachments, simple physical security, and protection of authentication mechanisms.  The threats are much more numerous than these examples but statistical information indicates most users know very little about these threats.  

Configuration 

Proper system administration is one of the best mechanisms to limit the number of vulnerabilities that can be exploited.  CERT and other organizations publish vulnerabilities and fixes for those vulnerabilities.  Every organization should be aware of the latest security patches and fixes for their equipment.  

Privacy Concerns 

Organizations may own the intellectual property of employees and may also legally restrict computer activities to only those approved by management.  A common practice is to present this warning to all computer users as part of the normal login message. This does not mean that all managers in an enterprise own all of the transactions of all of the employees. Especially unclear is how to handle the conflict that arises between privacy and monitoring.  Use of IDSs and system-monitoring tools requires caution. Legal issues pose a potential problem to the deployment and use of detect and respond technologies.  As noted in NTIB#1, legal and regulatory issues are very complex and the “legal system has not yet made authoritative judgments on the issues.”  The report illustrates the conflicting views on the subject noting that “intrusion detection systems are sometime viewed as intrusive themselves, and . . . the position is taken that all information systems are subject to arbitrary monitoring at any time.”

Sniffers that search for key words in messages (e.g., “attack,” “weakness,” or “confidentiality”) as a standard set of watchwords may find key words used in an appropriate manner depending on the type of correspondence.  Audit trail reports may contain full command strings (including parameters). The results of an analyst’s investigation of traffic patterns or traffic content within or interfacing to an enterprise (either in response to a possible intrusion or during an investigation following an attack) could be considered an unwarranted invasion of privacy. Activating and directing a potential adversary to a honey pot (deception server) raises privacy issues as well. It is important to refer privacy concerns to the appropriate legal and policy organizations for the enterprise prior to deployment and use of these technologies.

8.2.5.7
Technology Reference Model

As discussed earlier in this section of the Framework, the detect and respond infrastructure is hierarchical by its nature.  There is a tight coupling between the physical structures (of the local computing environment, enclave boundary, and system infrastructures), the processes that need to be performed, and the technologies that are available to realize those processes at each layer of the hierarchy. A technology reference model for this system infrastructure highlighting these relationships is provided in Figure 8.2-17.
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Figure 8.2-17.  Detect and Respond Technology Reference Model

The shaded areas of the figure represent a typical local environment (computing environment and enclave boundary).  As discussed in earlier sections, the local environment is the natural location for host and network-based sensors (e.g., IDSs and vulnerability scanners).  If detect and respond technologies (e.g., honey pots) are used, they are also located at this level of the hierarchy.

The processing above the sensors can be placed at every level of the hierarchy. Local environments have the option of deploying any and all aspects of processing and analysis, usually focused for their specific operations. Similar structures may also be available to focus at organizational, enterprise, and national levels.  There is a decision making capability needed at each level to interpret the operational implications of current situations and provide direction on courses of actions.  This is typically performed with some collaboration at levels higher and lower as appropriate.  

The network infrastructures that typically connect local environments together also provide the basic connectivity of these environments to various elements of the detect and respond infrastructure.  This connectivity is needed to provide reporting up the hierarchy and information associated with response coordination back down.

The very nature of the reference model highlights the importance of selecting technologies that can interoperate with each other across the overall detect and respond infrastructure.  Although not shown, to realize a system infrastructure that can deal with an appreciable sized enterprise, that integration should extend into the system and network management infrastructures as well.  

8.2.6
For More Information

The list of reference materials used in preparing this section provides an excellent base of knowledge from which to draw on relevant technologies.  There are a number of additional sources of information.  This section of the Framework focuses on on-line sources because they tend to offer up-to-date information.  These include the following:

IA Technology Framework Executive Summaries

An important segment of the IATF is a series of executive summaries that are intended to provide summary implementation guidance for specific case situations.  These offer important perspectives on the application of specific technologies to realistic operational environments.  These are still being formulated and will be posted on the IATF Web site http://www.iatf.net/ as they become available.

Protection Profiles

The International Common Criteria and NIAP initiatives base product evaluations against Common Criteria Protection Profiles.  NSA and NIST are working to develop a comprehensive set of protection profiles for use by these initiatives.  An overview of these initiatives, copies of the protection profiles, and status of various products that have been evaluated are available at the NIST Web site http://niap.nist.gov/.

8.2.6.1
Independent Third-Part Reviewers of Relevant Vendor Technologies

· ICSA Net Security Page, www.icsa.net
· Talisker’s Intrusion Detection Systems, www.networkintrusion.co.uk/
· Network Computing—The Technology Solution Center,
www.nwc.com/1023/1023f12.html
· Paper on CMDS Enterprise 4.02, http://www.Intrusion.com/Products/enterprise.shtml  (ODS Networks has changed its name to Intrusion.com)

· PC Week On-Line, www.zdnet.com/pcweek/reviews/0810/10sec.html
8.2.6.2
Overview of Relevant Research Activities

· Coast Homepage—Perdue University, www.cs.purdue.edu/coast
· UC Davis, seclab.cs.ucdavis.edu/ 

8.2.6.3
Overview of Selected Network Monitor Vendor Technologies

· Symantec Corporation, http://www.symantec.com
· Cai.net, http://www.cai.net/
· Cisco Connection Online, www.cisco.com
· CyberSafe Corporation, www.cybersafe.com
· Internet Security Systems, www.iss.net
· Network ICE, www.networkice.com
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�	Note that it is imperative to perform quality network management and system security administration to maximize the security of the network configuration and mechanisms and to increase the likelihood of detecting and successfully reacting to attacks.


�	The DoD has issued CJCSI 6510.01B, a JCS publication providing implementation guidance and a joint policy for Defensive Information Operations.  Within that document, Enclosure D, Appendix G, defines incident and vulnerability reporting procedures, methods, and reporting formats.


�	“National INFOSEC Technical Baseline—Intrusion Detection and Response,” Lawrence Livermore National Laboratory and Sandia National Laboratories, December 1996, as reported in Network Intrusion Detection and Response, a Technology Forecast, by William L. Cameron, AlliedSignal Technical Services Corporation, August 1998.
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