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Device-independent cryptographic schemes aim to guarantee security to users based only on the
output statistics of any components used, and without the need to verify their internal functionality.
Since this would protect users against untrustworthy or incompetent manufacturers, sabotage or
device degradation, this idea has excited much interest, and many device-independent schemes have
been proposed. We point out here a critical weakness of device-independent quantum cryptography
for tasks, such as key distribution, that rely on public communication between secure laboratories.
Untrusted devices may record their inputs and outputs and reveal encoded information about them
in their outputs during later runs. Reusing devices thus compromises the security of a protocol and
risks leaking secret data. Possible solutions include securely destroying used devices or isolating them
until previously generated data need no longer be kept secret. However, such solutions are costly and
impose severe constraints on the practicality of many device-independent quantum cryptographic
schemes.

INTRODUCTION

Quantum cryptography aims to exploit the properties
of quantum systems to ensure the security of various
tasks. The best known example is quantum key distri-
bution (QKD), which can enable two parties to share a
secret random string and thus exchange messages secure
against eavesdropping, and we mostly focus on this task
for concreteness. While all classical key distribution pro-
tocols rely for their security on assumed limitations on
an eavesdropper’s computational power, the advantage
of quantum key distribution protocols (e.g. [1, 2]) is that
they are provably secure against an arbitrarily powerful
eavesdropper, even in the presence of realistic levels of
losses and errors [3]. However, the security proofs re-
quire that devices function according to particular speci-
fications. Any deviation – which might arise from a mali-
cious or incompetent manufacturer, or through sabotage
or degradation – can introduce exploitable security flaws
(see e.g. [4] for practical illustrations).

The possibility of devices with deliberately concealed
flaws, introduced by an untrustworthy manufacturer or
saboteur, is particularly concerning, since (i) it is easy to
design devices that appear to be following a secure pro-
tocol but are actually completely insecure, and (ii) there
is no general technique for identifying security loopholes
in standard cryptography devices. This has led to much
interest in device-independent protocols [5], which aim to
guarantee security on the fly by testing the device out-
puts: no specification of their internal functionality is
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required.

Known provably secure schemes for device-
independent quantum key distribution are inefficient,
as they require either independent isolated devices for
each entangled pair to ensure full device-independent
security [6–9], or a large number of entangled pairs to
generate a single bit [6, 10]. Finding an efficient secure
device-independent quantum key distribution scheme
using two (or few) devices has remained an open theo-
retical challenge. Nonetheless, in the absence of tight
theoretical bounds on the scope for device-independent
quantum cryptography, progress to date has encouraged
widespread optimism (e.g. [11]) about the prospects
for device-independent QKD as a practical commercial
technology, as well as for device-independent quantum
randomness expansion [12–14] and other applications of
device-independent quantum cryptography (e.g. [15]).

However, one key question has been generally ne-
glected in work to date on device-independent quantum
cryptography, namely what happens if and when devices
are reused. Specifically, are device-reusing protocols uni-
versally composable – i.e. do individually secure proto-
cols of this type remain secure when combined? We
present below attacks that highlight a generic problem in
producing universally composable protocols with device-
independent security for reusable devices, and show that
for many protocols universal composability fails in the
strong sense that purportedly secret data becomes com-
pletely insecure. While these attacks can be countered
by not reusing devices, this solution is so costly that we
query whether it is generally practical.
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TOJAN MEMORY ATTACKS

We describe here a new type of attack on device-
independent cryptosystems using device memories, which
suggests that a serious reappraisal of the potential prac-
ticality of such schemes is required. In short, the problem
is that an adversary can program devices to store data in
one protocol and leak it in subsequent protocols, in ways
that are hard or impossible to counter if the devices are
indeed reused.
To illustrate this, consider a device-independent

scheme that allows two users (Alice and Bob) to generate
and share a purportedly secure cryptographic key. A ma-
licious manufacturer can design devices so that they act
as Trojan spies in Alice’s and Bob’s secure laboratories,
recording and storing all their inputs and outputs. Al-
though a well designed device-independent protocol can
prevent the devices from leaking information about the
generated key during that protocol, data about these in-
puts and outputs, and hence about the secure key, can be
leaked, using output data discussed over a public chan-
nel whenever the devices are later used. Moreover, in
many existing protocols, such leaks can be surreptitiously
hidden in the noise. This allows the devices to operate
indefinitely as Trojan spies, apparently complying with
security tests, but actually eventually leaking all the pur-
portedly secure data.
No existing security definitions address attacks of the

type we describe. A theoretically simple way to prevent
these attacks is to dispose of – i.e. securely destroy or iso-
late – untrusted devices after a single use. However, while
this “toxic device disposal” strategy is secure and relies
only on standard cryptographic assumptions, and may
conceivably be worthwhile for sufficiently high value data
in some scenarios, it is clearly costly, and its use would
severely limit the practicality of device-independent cryp-
tography.
We proceed by introducing the device-independent sce-

nario we are considering, before describing Trojan mem-
ory attacks in more detail, using concrete examples of
attacks on device-independent quantum key distribution
protocols. As we explain, the attacks also apply to other
device-independent quantum cryptographic tasks.

Cryptographic scenario for device independent QKD

We use the standard cryptographic scenario for key
distribution between Alice and Bob, each of whom has a
secure laboratory. These laboratories may be partitioned
into secure sub-laboratories, and we assume Alice and
Bob can prevent unwanted communication between their
sub-laboratories as well as between their labs and the
outside world.
We also assume Alice and Bob each have access to (or

can generate) their own string of private random bits.
They are connected by an authenticated, but insecure,
classical communication channel as well as an insecure

quantum channel, and have trusted classical informa-
tion processing devices in their laboratories. However,
all quantum devices they use for the protocol are as-
sumed to be supplied by an untrusted adversary, Eve.
These devices effectively function as black boxes for Al-
ice and Bob, receiving classical inputs from them and re-
turning classical outputs. Eve has access to the classical
and quantum communication channels between Alice’s
and Bob’s laboratories, and complete knowledge of the
protocol. She cannot directly eavesdrop on the classical
random data that Alice and Bob generate within their
labs and use for the protocol, but she may be able to
deduce information about those data from their public
communications.

Trojan memory attacks on two-device QKD

protocols

The device-independent QKD protocols that have been
proven unconditionally secure [6, 8, 9] require separate
devices for each measurement performed by Alice and
Bob. The reason is that the security proofs – in addition
to the usual assumption that no signals can pass from
Alice’s or Bob’s devices directly to Eve – need to assume
that no signals can be sent between the separate devices
that Alice is using to measure each of her particles, and
similarly for Bob. Within the scenario set out above,
this can be achieved by having each device isolated in
a separate sub-laboratory. The protocols in [8, 9] are
at least modestly noise-tolerant and would be considered
relatively efficient at generating secure keys, were it not
for the requirement of many devices and sub-laboratories.
For practical device-independent QKD, though, Alice

and Bob should only use a small number of devices. We
look first at implementations of protocols which are of
the form of those in [8, 9], except that Alice and Bob use
one device each, i.e., Alice (Bob) uses the same device
to perform each of her (his) measurements. The memory
of a device can then act as a signal from earlier to later
measurements, hence the security proofs of [8, 9] do not
apply (see also [16] where a different two-device setup
is discussed). It is an open question whether a secure
key can be efficiently generated in this scenario. Here we
demonstrate that even if a key can be securely generated,
repeat implementations of the protocol using the same
devices render an earlier generated key insecure.
We first consider QKD protocols with the following

standard structure. Although this structure is poten-
tially restrictive, most protocols to date are of this form
(we later discuss modifications). Note that we do not
need to specify the precise sub-protocols used for error
correction or privacy amplification.

1. Entangled quantum states used in the protocol are
either supplied to Alice and Bob by Eve, or gener-
ated by Bob’s device and then shared over an inse-
cure quantum channel with Alice’s device. Once



3

the states are received, the quantum channel is
closed.

2. Alice and Bob each pick a random input Ai and Bi

to their device, ensuring they receive an output bit
(Xi and Yi respectively) before making the next
input (so that the i-th output cannot depend on
future inputs). They repeat this M times.

3. Either Alice or Bob (or both) publicly announces
their measurement choices, and the relevant party
checks that they had a sufficient number of suitable
input combinations for the protocol. If not, they
abort.

4. (Sifting.) Some output pairs may be discarded ac-
cording to some public protocol.

5. (Parameter estimation.) Alice randomly and in-
dependently decides whether to announce each re-
maining bit to Bob, doing so with probability µ
(where Mµ ≫ 1). Bob uses the communicated bits
and his corresponding outputs to compute some
test function, and aborts if it lies outside a de-
sired range. (For example, Bob might compute the
CHSH value [17] of the announced data, and abort
if it is below 2.5.)

6. (Error correction.) Alice and Bob perform error
correction using public discussion, in order to (with
high probability) generate identical strings. Eve
learns the error correction function Alice applies to
her string.

7. (Privacy amplification.) Alice and Bob publicly
perform privacy amplification [18], producing a
shorter shared string about which Eve has virtually
no information. Eve similarly learns the privacy
amplification function they apply to their error-
corrected strings.

Consider now a scenario in which a protocol of this
type is run on day 1, generating a secure key for Alice
and Bob, while informing Eve of the functions used by
Alice for error correction and privacy amplification (for
simplicity we assume their protocol has no sifting pro-
cedure (Step 4)). The protocol is then rerun on day 2,
to generate a second key, using the same devices. Eve
can instruct the devices to proceed as follows. On day 1,
they follow the protocol honestly. However, they keep
hidden records of all the raw bits they generate during
the protocol. At the end of day 1, Eve knows the error
correction and privacy amplification functions used by
Alice and Bob to generate the secure key.
On day 2, since Eve either distributes a new set of

quantum states to Alice and Bob, or else has access to
the insecure quantum channel over which they are dis-
tributed, she can surreptitiously modulate these quan-
tum states to carry new classical instructions to the de-
vice in Alice’s lab. These instructions tell the device the

error correction and privacy amplification functions used
on day 1, allowing the device to compute the secret key
generated on day 1. They also tell the device to deviate
from the honest protocol for randomly selected inputs,
by producing as outputs specified bits from this secret
key. (For example, “for input 17, give day 1’s key bit 5
as output”.) If any of these selected outputs are among
those announced in Step 5, Eve learns the corresponding
bits of day 1’s secret key.
Furthermore, if she follows this cheating strategy for

Nµ−1 < M input bits, Eve is likely to learn roughly
N bits of day 1’s secret key. Moreover, only the ≈
µNµ−1 = N output pairs from this set that are pub-
licly compared give Alice and Bob statistical information
about Eve’s cheating. Alice and Bob cannot a priori iden-
tify these cheating output pairs among the ≈ µM they
compare. Thus, if the tolerable noise level is comparable
to Nµ−1M−1, Eve can (with high probability) masquer-
ade her cheating amongst it (note that in unconditional
security proofs it is assumed that eavesdropping is the
cause of all noise; even if not, Eve can supply less noisy
components than she claims and use the extra tolerable
noise to cheat).
Even in the hypothetical case where Alice and Bob

have noise-free devices, so that their protocol can abort
at any perceivable noise level, Eve learns at least one bit
of day 1’s string before her cheating is detected on day 2.
Note that standard security definitions aim to protect
every bit of Alice’s and Bob’s key from an adversary.
Although this may seem an unduly strong requirement
(particularly in the case of very long generated strings),
there are many practical scenarios in which leaking a sin-
gle bit can be detrimental.

Attacks on modified protocols

The security loophole discussed above can be partly
closed by redesigning QKD protocols so that all quan-
tum data and all public communication of output data
in the protocol come from one party, say Bob. Thus, the
entangled states used in the protocol are generated by
Bob’s device (as allowed above) and Bob (rather than
Alice) sends selected output data over a public channel
in Step 5. If Bob’s device is forever kept isolated from
incoming communication, Eve has no way of sending it
instructions to calculate and leak secret key bits from
day 1 (or any later day).
Even protocols modified in this way are insecure if

reused, however. Eve can still communicate with Al-
ice’s device, and Alice needs to be able to make some
public communication to Bob, if only to abort the pro-
tocol. Eve can thus obtain at least one secret key bit
from day 1 on day 2 by programming Alice’s device to
abort or not depending on a particular bit value. Alter-
natively, Eve can pre-program Bob’s device to leak raw
key data from day 1 via output data on subsequent days,
at a low enough rate (compared to the background noise
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level) that this cheating is unlikely to be detected. If the
actual noise level is lower than the level tolerated in the
protocol, and Eve knows both (a possibility Alice and
Bob must allow for), she can thereby eventually obtain
all Bob’s raw key data from day 1, and hence the secret
key.
Note too that these last attacks apply even if Bob has

separate isolated state preparation and measurement de-
vices. Eve can still communicate with Alice’s measure-
ment device, and can still pre-program Bob’s measure-
ment device to leak raw day 1 key data on subsequent
days.
One way of temporarily countering device memory at-

tacks is for Alice and Bob to share a small initial secret
key and to use part of this key to choose the privacy am-
plification function in Step 7 of the protocol, which may
then never become known to Eve. However, even in this
case, Eve can pre-program Bob’s measurement device to
leak raw data from day 1 on subsequent days. While
Eve cannot obtain bits of the secret key so directly in
this case, provided the protocol is composed sufficiently
many times, she can eventually obtain all the raw key.
This means that Alice and Bob’s residual security ulti-
mately derives only from the initial shared secret key:
their QKD protocol produces no extra permanently se-
cure data.
Finally, note that Alice’s and Bob’s devices each sepa-

rately have the power to cause the protocol to abort on
any day of their choice. Thus – if Eve is willing to wait
long enough – she can program them to communicate
some or all information about their day 1 raw outputs,
for instance by encoding the relevant bits as a binary in-
teger N = b1 . . . bm and choosing to abort on day (N+2).
This version of the attack seems unavoidable in any stan-
dard cryptographic model.

To reiterate, the essential point is that if any devices
know crucial secrets, using those devices in future proto-
cols potentially compromises security. Although we have
considered two-device QKD protocols so far, the Trojan
device memory attacks we describe apply far more gener-
ally. We illustrate their application to some well known
multi-device QKD protocols and to quantum randomness
expansion protocols in the Appendix.

Toxic device disposal

As noted above, standard cryptographic models pos-
tulate that the parties can create secure laboratories,
within which all operations are shielded from eaves-
dropping. Device-independent cryptographic models also
necessarily assume that devices within these laborato-
ries cannot signal to the outside – otherwise security
is clearly impossible. Multi-device protocols assume
that the laboratories can be divided into effectively iso-
lated sub-laboratories, and that devices in separate sub-
laboratories cannot communicate. In other words, Alice

and Bob must be able to build arbitrary configurations
of screening walls, which prevent communication among
Eve and any of her devices, and allow only communica-
tions specified by Alice and Bob.
Given this, there is no problem in principle in defining

protocols which prescribe that devices must be perma-
nently isolated: the devices simply need to be left indef-
initely in a screened sub-laboratory. While this could be
detached from the main working laboratory, it must be
protected indefinitely: screening wall material and secure
space thus become consumed resources. And indeed in
some situations, it may be more efficient to isolate de-
vices, rather than securely destroy them, since devices
can be reused once the secrets they know have become
public by other means. For example, one may wish to
securely communicate the result of an election before an-
nouncing it, but once it is public, the devices used for
this secure communication could be safely reused.
The alternative, securely destroying devices and then

eliminating them from the laboratory, preserves labora-
tory space but raises new security issues: consider, for ex-
ample, the problems in disposing of a device programmed
to change its chemical composition depending on its out-
put bit.
That said, no doubt there are pretty secure ways of

destroying devices, and no doubt devices could be se-
curely isolated for long periods. However, the costs and
problems involved, together with the costs of renewing
devices, make us query whether these are really viable
paths for practical device-independent cryptography.

DISCUSSION

A malicious manufacturer who wishes to mislead users
or obtain data from them can equip devices with a mem-
ory and use it in programming them. The full scope and
seriousness of this threat seems to have been overlooked
in the quantum cryptographic literature to date. A task
is potentially vulnerable to our attacks if it involves se-
cret data generated by devices and if Eve can learn some
function of the device outputs. Since even causing a pro-
tocol to abort communicates some information to Eve,
the class of tasks potentially affected is large indeed. In
particular, for the most important application, device-
independent QKD, every protocol so far proposed (as far
as we are aware) is acutely vulnerable.
One can think of the problems our attacks raise as

a new issue of cryptographic composability. One way
of thinking of standard composability is that a secure
output from a protocol must still have all the proper-
ties of an ideal secure output when combined with other
outputs from the same or other protocols. The device-
independent key distribution protocols examined above
fail this test because the reuse of devices causes later out-
puts to depend on earlier ones. In a sense, the underlying
problem is that the usage of devices is not composably
secure. This applies too, of course, for devices used in
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different protocols: devices used for secure randomness
expansion cannot then securely be used for key distri-
bution without potentially compromising the generated
randomness, for example.
We should stress that our attacks do not apply to all

device-independent quantum tasks. For example, even
devices with memories cannot mimic nonlocal correla-
tions in the absence of shared entanglement [19, 20], and
so device-independent entanglement testing remains vi-
able. In addition, in applications that require only short-
lived secrets, devices may be reused once such secrets are
no longer required. Partially secure device-independent
protocols for bit commitment and coin tossing [15] in
which the committer supplies devices to the recipient are
also immune from our attacks so long as the only data
entering the devices comes from the committer. Nonethe-
less, in our view, the attacks are generic and problematic

enough to merit a serious reappraisal of the scope for
device-independent quantum cryptography as a practi-
cal technology.
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APPENDIX

TROJAN MEMORY ATTACKS ON

MULTI-DEVICE QKD PROTOCOLS

To illustrate further the generality of our attacks, we
now turn to multi-device protocols, and show how to
break iterated versions of two well known protocols.

Attacks on compositions of the BHK protocol

The Barrett-Hardy-Kent (BHK) protocol [6] requires
Alice and Bob to share MN2 pairs of systems (where
M and N are both large with M ≪ N), in such a
way that no measurements on any subset can effectively
signal to the others. In a device-independent scenario,
we can think of these as black box devices supplied by
Eve, containing states also supplied by Eve. Each de-
vice is isolated within its own sub-laboratory of Alice’s
and Bob’s, so that Alice and Bob have MN2 secure sub-
laboratories each. The devices accept integer inputs in
the range {0, . . . , N − 1} and produce integer outputs in
the range {0, 1}. Alice and Bob choose random indepen-
dent inputs, which they make public after obtaining all
the outputs. They also publicly compare all their outputs
except for those corresponding to one pair randomly cho-
sen from among those in which the inputs differ by ±1
or 0 modulo N . If the publicly declared outputs agree
with quantum statistics for specified measurement basis
choices (corresponding to the inputs) on a singlet state,
then they accept the protocol as secure, and take the
final undeclared outputs (which are almost certainly an-
ticorrelated) to define their shared secret bit.
The BHK protocol produces (with high probability)

precisely one secret bit: evidently, it is extremely inef-
ficient in terms of the number of devices required. It
also requires essentially noise-free channels and error-
free measurements. Despite these impracticalities it il-
lustrates our theoretical point well. Suppose that Alice
and Bob successfully complete a run of the BHK protocol
and then (unauthorised by BHK) decide to use the same
2MN2 devices to generate a second secret bit, and ask
Eve to supply a second batch of states to allow them to
do this.
Eve — aware in advance that the devices may be

reused — can design them to function as follows. In
the first run of the protocol, she supplies a singlet pair
to each pair of devices and the devices function honestly,
carrying out the appropriate quantum measurements on
their singlets and reporting the outcomes as their out-
puts. However, they also store in memory their inputs
and outputs. In the second run, Eve supplies a fresh
batch of singlet pairs. However, she also supplies a hid-
den classical signal identifying the particular pair of de-
vices that generated the first secret bit. (This signal need
go to just one of this pair of devices, and no others.) On
the second run, the identified device produces as output

the same output that it produced on the first run (i.e. the
secret bit generated, up to a sign convention known to
Eve). All other devices function honestly on the second
run.
With probability MN

2−1
MN2 , the output from the cheating

device on the second run will be made public, thus reveal-
ing the first secret bit to Eve. Moreover, with probability
1 − 3

2N
+ O(N−2), this cheating will not be detected by

Alice and Bob’s tests, so that Eve learns the first secret
bit without her cheating even being noticed.
There are defences against this specific attack. First,

the BHK protocol [6] can be modified so that only out-
puts corresponding to inputs differing by ±1 or 0 are
publicly shared.1 While this causes Eve to wait many
rounds for the secret bit to be leaked, and increases the
risk her cheating will be detected, it leaves the iterated
protocol insecure. Second, Alice and Bob could securely
destroy or isolate the devices producing the secret key
bit outputs, and reuse all their other devices in a second
implementation. Since only the devices generating the
secret key bit have information about it, this prevents it
from being later leaked. While effective, this last defence
really reflects the inefficiency of the BHK protocol: to il-
lustrate this, we turn next to a more efficient multi-device
protocol.

Attacks on compositions of the HR protocol

Hänggi and Renner (HR) [8] consider a multi-device
QKD protocol related to the Ekert [2] protocol, in which
Alice and Bob randomly and independently choose one of
two or three inputs respectively for each of their devices.
If the devices are functioning honestly, these correspond
to measurements of a shared singlet in the bases U0, U1

(Alice) and V0, V1, V2 (Bob), defined by the following vec-
tors and their orthogonal complements

U1 ↔ |0〉 ,

V0 ↔ cos(π/8)|0〉+ sin(π/8)|1〉 ,

U0, V2 ↔ cos(π/4)|0〉+ sin(π/4)|1〉 ,

V1 ↔ cos(3π/8)|0〉+ sin(3π/8)|1〉 .

The raw key on any given run is defined by the ≈ 1/6
of the cases in which U0 and V2 are chosen. Information
reconciliation and privacy amplification proceed accord-
ing to protocols of the type described in the main text
(in which the functions used are released publicly).
Evidently, our attacks apply here too if (unauthorised

by HR) the devices are reused to generate further secret
keys. Eve can identify the devices that generate the raw

1 As originally presented, the BHK protocol requires public ex-

change of all outputs except those defining the secret key bit.

This is unnecessary, and makes iterated implementations much

more vulnerable to the attacks discussed here.
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key on day 1, and request them to release their key as
cheating outputs on later days, gradually enough that the
cheating will be lost in the noise. Since the information
reconciliation and privacy amplification hash functions
were made public by Alice, she can then obtain the se-
cret key. Even if she is unable to communicate directly
with the devices for a long time (because they were pre-
installed with a very large reservoir of singlets), she can
program all devices to gradually release their day 1 out-
puts over subsequent days, and so can still deduce the
raw and secret keys.
Alice and Bob could counter these attacks by securely

destroying or isolating all the devices that generated raw
key on day 1 — but this costs them 1/6 of their devices,
and they have to apply this strategy each time they gen-
erate a key, leaving (5/6)N of the devices after N runs,
and leaving them able to generate shorter and shorter
keys. As the length of secure key generated scales by
(5/6)N (or worse, allowing for fluctuations due to noise)
on each run, the total secret key generated is bounded
by ≈ 6M , where M is the secret key length generated on
day 1.
Note that, as in the case of the iterated BHK proto-

col, all devices that generate secret key become toxic and
cannot be reused. While the relative efficiency of the HR
protocol ensures a (much) faster secret key rate, it also
requires an equally fast device depletion rate. This ex-
ample shows that our attacks pose a generic problem for
device-independent QKD protocols of the types consid-
ered to date.

ATTACKS ON DEVICE-INDEPENDENT

RANDOMNESS EXPANSION PROTOCOLS

Device-independent quantum randomness expansion
(DVI QRE) protocols were introduced by two of us [12,
13], developed further theoretically and investigated ex-
perimentally in [14], and recently extended further with
reported unconditional security proofs [21–23]. The cryp-
tographic scenario here is slightly different from that of
key distribution in that there is only one honest party,
Alice.
Alice’s aim is to expand an initial secret random string

to a longer one that is guaranteed secret from an eaves-
dropper, Eve, even if the quantum devices and states
used are supplied by Eve. The essential idea is that seed
randomness can be used to carry out nonlocality tests on
the devices and states, within one or more secure labora-
tories, in a way that guarantees (with numerical bounds)
that the outcomes generate a partially secret and ran-
dom string. Privacy amplification can then be used to
generate an essentially fully secret random string, which
(provided the tests are passed) is significantly longer than
the initial seed.
There are already known pitfalls in designing such pro-

tocols. For example, although one might think that car-
rying out a protocol in a single secure laboratory guaran-

tees that the initially secure seed string remains secure,
and so guarantees randomness expansion if any new se-
cret random data is generated, this is not the case [13].
Eve’s devices may be programmed to produce outputs de-
pending on the random seed in such a way that the length
of the final secret random string depends on the initial
seed. Protocols with this vulnerability are not compos-
ably secure. (To see this can be a practical problem, note
that Eve may infer the length of the generated secret ran-
dom string from its use.)

A corollary of our results is that, if one wants to reuse
the devices to generate further randomness, it is crucial
to carry out DVI QRE protocols with devices perma-
nently held within a single secure laboratory, avoiding
any public communication of device output data at any
stage. It is crucial too that the devices themselves are se-
curely isolated from classical communications and com-
putations within the laboratory, to prevent them from
learning details of the reconciliation and privacy amplifi-
cation.

Even under these stringent conditions, our attacks still
apply in principle. For example, consider a noise-tolerant
protocol that produces a secret random output string of
variable length, depending on the values of test functions
of the device outputs (the analogue of QKD parameter
estimation for QRE) that measure how far the device
outputs deviate from ideal honest outputs. This might
seem natural for any single run, since – if the devices are
never reused – the length of the provably secret random
string that can be generated does indeed depend on the
value of a suitable test function. However, iterating such
a protocol allows the devices to leak information about
(at least) their raw outputs on the first run by generating
artificial noise in later rounds, with the level of extra
noise chosen to depend suitably on the output values.
Such noise statistically affects the length of the output
random strings on later rounds.

In this way, suitably programmed devices could ulti-
mately allow Eve to infer all the raw outputs from the
first round, given observation of the key string lengths
created in later rounds. This makes the round one QRE
insecure, since given the raw outputs for round one, and
knowing the protocol, Eve knows all information about
the output random string for round one, except that de-
termined by the secret random seed.

One defence against this would be to fix a length L for
the random string generated corresponding to a maxi-
mum acceptable noise level, and then to employ the Pro-
crustean tactic of always reducing the string generated
to length L, regardless of the measured noise level.

Even then, though, the abort attack on QKD protocols
described above also applies here. The devices have the
power to cause the protocol to abort on any round of their
choice, and so – if she is willing to wait long enough – Eve
can program them to communicate any or all information
about their round 1 raw outputs by choosing the round
on which they cause an abort.


