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How to Use the Cycle Space
in Complex Geometry

DANIEL BARLET

Abstract. In complex geometry, the use of n-convexity and the use of
ampleness of the normal bundle of a d-codimensional submanifold are quite
difficult for n > 0 and d > 1. The aim of this paper is to explain how some
constructions on the cycle space (the Chow variety in the quasiprojective
setting) allows one to pass from the n-convexity of Z to the 0-convexity of
Cn(Z) and from a (n+1)-codimensional submanifold of Z having an ample
normal bundle to a Cartier divisor of Cn(Z) having the same property. We
illustrate the use of these tools with some applications.

1. Basic Definitions

Let Z be a complex manifold; recall that an n-cycle in Z is a locally finite
sum

X =
∑
j∈J

njXj ,

where the Xj are distinct nonempty closed irreducible n-dimensional analytic
subsets of Z, and where nj ∈ N∗ for any j ∈ J . The support of the cycle X
is the closed analytic set |X| =

⋃
j∈J Xj of pure dimension n. The integer nj

is the multiplicity of the irreducible component Xj of |X| in the cycle X. The
cycle X is compact if and only if each Xj is compact and J is finite. We shall
consider mainly compact cycles, but to understand problems which are of local
nature on cycles it will be better to drop this assumption from time to time. We
shall make it explicit when the cycles are assumed to be compact.

Topology of the cycle space. For simplicity we assume here that cycles are
compact. The continuity of a family of cycles (Cs)s∈S consists of two conditions:

– Geometric continuity of the supports: This is the fact that {s ∈ S/|Cs| ⊂ U}
is open in S when U is an open set in Z.

This text is an expanded version of a series of two lectures of the same title given at MSRI at
the end of March 1996.
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– Continuity of the volume: For any choice of a continuous positive hermitian
(1, 1) form on Z, the volume function

volh(Cs) =
∫
Cs

h∧n

is continuous on S.

It is not quite obvious that, when the first condition is fulfilled, the second one
can be expressed in the following way:

– If Y is a locally closed submanifold of codimension n in Z such that, for
s0 ∈ S, ∂Y := Y −Y does not intersect Cs0 and such that Cs0 ∩Y has exactly
k points (counting multiplicities1), then for s near enough to s0, we have again
] (Cs∩Y ) = k (counting multiplicities) and the intersection map s→ (Cs∩Y )
with value in the symmetric product Symk Y is continuous near s0.

For more information on the relationship between volume and intersection mul-
tiplicities, see [Barlet 1980c].

A main tool in the topological study of cycles is E. Bishop’s compactness
theorem (see [Bishop 1964; Barlet 1978a; Lieberman 1978; Fujiki 1978; SGAN
1982]):

Theorem 1. Let Z a complex analytic space and Cn(Z) the (topological) space
of compact n-cycles of Z. A subset A of Cn(Z) is relatively compact if and only
if

(1) there is a compact subset K compact of Z such that |C| ⊂ K for every C ∈ A,
and

(2) there is a positive definite hermitian metric of class C0 in Z and Γ = Γ(h,A)
such that

volh(C) =
∫
C

h∧n ≤ Γ for all C ∈ A. �

Remark. If Z is a Kähler manifold and if we choose h to be the Kähler metric
on Z, the function volh is locally constant on Cn(Z) so the condition (2) is
satisfied for any connected set A in Cn(Z). See [Barlet 1978a, Prop. 1].

1Multiplicities are counted as follows: locally we can assume that Z ' U × Y where U and
Y are open polydiscs in C n and C p, such that |Cs0 | ∩U × ∂Y = ?, because |Cs0 | ∩ Y is finite
(compare to the definition of “écaille adapté” in [Barlet 1975, Chapter 1]). Then Cs0 defines a
branched coverings of U via the projection U ×Y → U and we have the following classification
theorem for degree k branched coverings in such a situation [Barlet 1975, Chapter 0]: There
exists a natural bijection between degree k branched coverings of U in U ×Y and holomorphic
maps f : U → Symk Y . So if Cs0 corresponds to f and Y is {t0} × Y in Z, the intersection
Cs0 ∩ Y is the k-uple f(t0).
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Analytic families of cycles. Consider a family of compact n-dimensional cy-
cles (Cs)s∈S of the complex manifold Z parametrized by a reduced complex space
S. Assume that this family is continuous and let Y be a locally closed complex
submanifold of Z such that in an open neighbourhood S′ of s0 ∈ S we have

|Cs| ∩ ∂Y = ∅ and ] (Y ∩ Cs) = k.

Then we require that the intersection map

IY : S′ → Symk Y

be holomorphic, where Symk Y , the k-th symmetric product of Y , is endowed
with the normal complex-space structure given by the quotient Y k/σk. We say
that (Cs)s∈S is analytic near s0 ∈ S if, for any such choice of Y , the map IY is
analytic near s0.

For an analytic family (Cs)s∈S the graph

|G| = {(s, z) ∈ S × Z/z ∈ |Cs|}

is a closed analytic subset of S × Z which is proper and n-equidimensional over
S by the first projection.

Though it is quite hard to prove that a given family (Cs)s∈S is analytic using
our definition, for normal S we have the following very simple criterion:

Theorem 2. Let Z a complex manifold and S a normal complex space. Let
G ⊂ S × Z a analytic set which is proper and n-equidimensional over S. Then
there is a unique analytic family of compact n-dimensional cycles (Cs)s∈S of Z
satisfying these conditions:

(i) For s generic in S, we have Cs = |Cs| (so all multiplicities are equal to one).
(ii) For all s ∈ S, we have {s} × |Cs| = G ∩ ({s} × Z) (as sets). �

Remarks. (i) Of course for nongeneric s ∈ S in the theorem, we could have
Cs 6= |Cs|, and one point in the proof is to explain what are the multiplicities
on the irreducible components on |Cs| we have to choose. The answer comes
in fact from the continuity property of the intersection with a codimension n
submanifold Y as explained before.

(ii) In fact the notion of analytic family of cycles is invariant by local embeddings
of Z, so it is possible to extend our definition to singular Z by using a local
embedding in a manifold. Then, the previous theorem extends to any Z.

(iii) To decide if a family of cycles is analytic, when S has wild singularities,
could be delicate (see for instance the example in [Barlet 1975, p. 44]).

(iv) A flat family of compact n-dimensional subspaces of Z gives rise to an
analytic family of n-cycles. More precisely, if G ⊂ S × Z is a S-flat and S-
proper subspace of S × Z (with S reduced) which is n-equidimensional on S,
then the family of cycles of Z associated to π−1(s) where π : G → S is the
first projection (and π−1(s) is a subspace of {s} × Z) is an analytic family of
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cycles [Barlet 1975, Chapter 5]. For cycles of higher codimension one has to
take care that for each cycle C there exists a lot of subspaces of Z such the
associated cycle is C.

To conclude this section, recall that the functor

S → {analytic families of n-compact cycles of Z}

is representable in the category of finite-dimensional reduced complex analytic
spaces [Barlet 1975, Chapter 3]. This means that it is possible to endow the
(topological) space Cn(Z) with a reduced locally finite-dimensional complex an-
alytic structure in such a way that we get a natural bijective correspondence
between holomorphic maps f : S → Cn(Z) and analytic families of compact
n-cycles of Z parametrized by S (any reduced complex space). This correspon-
dence is given by the pull back of the (so called) universal family on Cn(Z) (each
compact n-cycle of Z is parametrized by the corresponding point in Cn(Z)).

2. Holomorphic Functions on Cn(Z)

The idea for building holomorphic functions on Cn(Z) by means of integration
of cohomology classes in Hn(Z,ΩnZ) comes from the pioneering work [Andreotti
and Norguet 1967]. It was motivated by the following question, which comes up
after the famous paper [Andreotti and Grauert 1962]: vanishing (or finiteness)
theorems for Hn+1(Z,F) for any coherent sheaf F on Z allow one to produce
cohomology classes in Hn(X,F). But what to do with such cohomology classes
when n > 0?

The answer given in [Andreotti and Norguet 1967] is: produce a lot of holo-
morphic functions on Cn(Z) in order to prove the holomorphic convexity of the
components of Cn(Z).

If we assume Z smooth and allow us to normalize Cn(Z), the following theo-
rem is an easy consequence of Stokes theorem.

Theorem 3. There exists a natural linear map

ρ : Hn(Z,ΩnZ)→ H0
(
Cn(Z),O

)
given by ρ(ω))(C) =

∫
C
ω̃, where ω̃ is a Dolbeault representative (so a (n, n) C∞

form on Z, ∂ closed) of ω ∈ Hn(Z,ΩnZ). �

For nonnormal parameter space, this result is much deeper and is proved in
[Barlet 1980b]. For general Z (not necessarily smooth) and general S (reduced)
this result was proved later, in [Barlet and Varouchas 1989].

Let me sketch now the main idea in [Andreotti and Norguet 1967] (in a simplified
way). Assume that Z is a n-complete manifold. (In this terminology from
Andreotti and Norguet, 0-complete is equivalent to Stein, so the n-completeness
of Z implies that Hn+1(Z,F) = 0 for any coherent sheaf F on Z.) Let C1 6= C2
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two compact n-dimensional cycles in Z. Let X = |C1| ∪ |C2|; it is easy to find
ω ∈ Hn(X,ΩnX) (X is compact n-dimensional) such that∫

C1

ω 6=
∫
C2

ω.

The long exact sequence of cohomology for

0→ F → ΩnZ → ΩnX → 0

and the vanishing of Hn+1(Z,F) give an Ω ∈ Hn(Z,ΩnZ) inducing ω on X. Then
the global holomorphic function F on Cn(Z) defined by

F (C) =
∫
C

Ω

satisfies F (C1) 6= F (C2) and Cn(Z) is holomorphically separable!
Proving the next theorem, which is an improvement of [Andreotti and Norguet

1967] and [Norguet and Siu 1977] obtained in [Barlet 1978a], requires much more
work.

Theorem 4. Let Z a strongly n-convex analytic space. Assume that the ex-
ceptional compact set (that is, the compact set where the exhaustion may fail
to be n-convex) has a kählerian neighbourhood . Then Cn(Z) is holomorphically
convex .

If Z is compact, Z is strongly n-convex but the conclusion may be false if Z is
not Kähler; see [Barlet 1978a, Example 1].

3. Construction of Plurisubharmonic Functions on Cn(Z)

One way to pass directly from the n-convexity of Z to the 0-convexity of
Cn(Z) is to build up a strictly plurisubharmonic function on Cn(Z) from the
given n-convex exhaustion of Z. One important tool for that purpose is the
following:

Theorem 5 see [Barlet 1978a, Theorem 3]. Let Z be an analytic space and ϕ

a real differential form on Z of class C2 and type (n, n). Assume i∂∂ϕ ≥ 0 on
Z and i∂∂ϕ � 0 on the open set U (positivity is here in the sens of Lelong ; it
means positivity on totally decomposed vectors of ΛnTZ for smooth Z). Then the
function Fϕ defined on Cn(Z) by

Fϕ(C) =
∫
C

ϕ

is continuous and plurisubharmonic on Cn(Z).
Moreover , when each irreducible component of the cycle C0 meets U , Fϕ is

strongly plurisubharmonic near C0 (that is, it stays plurisubharmonic after any
small local C2 perturbation). �
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The strong plurisubharmonic conclusion is sharp: such a property is not stable
by base change, so the conclusion can only be true in the cycle space itself!

As a consequence, we obtained the following nice, but not very usefull, result:

Theorem 6 [Barlet 1978a]. If Z is a n-complete space, Cn(Z) is a 0-complete
space (i .e., Stein). �

In fact it is possible to give some intermediate statement between Theorem 4
and Theorem 6 in order to obtain the following application:

Theorem 7 [Barlet 1983]. Let V be a compact connected Kähler manifold and
let F → V a vector bundle on V such that

(1) F is a n-convex space, and
(2) through each point in F passes a compact n-dimension analytic subset of F .

Then the algebraic dimension a(V ) of V (that is, the transcendance degree over
C of the field of meromorphic function on V ) satisfies a(V ) ≥ dimC V − n. �

For n = 0 this reduce to a variant of Kodaira’s projectivity theorem.
Note that if V is a compact Kähler manifold admitting a smooth fibration

with n-dimensional fibers on a projective manifold X, say f : V → X, we can
choose F = f∗L where L is a positive line bundle on X to satisfy the hypothesis
in the previous theorem.

To give an idea of how the meromorphic functions on V are built, I merely
indicate that, in an holomorphically convex space which is a proper modification
of its Remmert reduction, any compact analytic subspace is Moišezon (this is
a consequence of Hironaka’s flattening theorem [1975]). But Theorem 5 gives a
way to show that an irreducible component Γ of Cn(Z) is a proper modification
of its Remmert reduction: it is enough to have a plurisubharmonic function on
Γ that is strongly plurisubharmonic at one point.

4. Construction of a Kähler Metric on Cn(Z)

As an illustration of the idea presented in the previous paragraph, I will
explain the following beautifull result of J. Varouchas (see [Varouchas 1984],
[Varouchas 1989] + [Barlet and Varouchas 1989]):

Theorem 8. If Z is a Kähler space, Cn(Z) is also a Kähler space. �

Remark. Here “Kähler space” is being used in the strong sense: there exists
an open covering (Uα)α∈A of Z and ϕα ∈ C∞(Uα) such that ϕα is strongly
plurisubharmonic and ϕα − ϕβ = Re(fαβ) on Uα ∩ Uβ with fαβ ∈ H0(Uα ∩
Uβ, OZ). An important fact, proved by J. Varouchas [1984] using Richberg’s
Lemma [1968], is that you obtain an equivalent definition by assuming that the
ϕα are only continuous and strongly plurisubharmonic.
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To give the idea of the construction, assume that Z is smooth and fix a compact
n-cycle C0 in Z. Let ω be the given Kähler form on Z. The first step is to
explain that, in an open neighbourhood U of |C0| one can write ω∧n+1 = i ∂∂α,
where α is a real C∞ (n, n)-form on U . This is acheived by using the following
result:

Theorem 9 [Barlet 1980a]. Let Z a complex space and let C a n-dimensional
compact analytic set in Z. Then C admits a basis of open neighbourhoods that
are n-complete. �

The next step is to use the Theorem 5 to get the strict plurisubharmonicity of
the continuous function C →

∫
C
α using the strong Lelong positivity of ω∧n+1.

The third step is then to prove that the difference of two such local strongly
plurisubharmonic continuous functions on Cn(Z) is the real part of an holomor-
phic function. This is delicate and uses the integration Theorem 3.

A very nice corollary of this result is the following theorem, which explains
that Fujiki’s class C (consisting of holomorphic images of compact complex
Kähler manifolds: see [Fujiki 1980]) is the class of compact complex spaces which
are bimeromorphic to compact Kähler manifolds.

Theorem 10 [Varouchas 1989]. Let Z a compact connected Kähler manifold
and let π : Z → X a surjective map on a complex space X. Then there exists a
compact Kähler manifold W and a surjective modification τ : W → X.

Proof. Sketch of proof Denote by n the dimension of the generic fiber of π and
let Σ ⊂ X a nowhere dense closed analytic subset such that

Z − π−1(Σ)→ X − Σ

is n-equidimensional with X−Σ smooth. By Theorem 2 the fibers of π restricted
to
(
Z−π−1(Σ)

)
give an analytic family of n cycles of Z parametrized by X−Σ.

So we have an holomorphic map f : X − Σ→ Cn(Z).
In fact, f is meromorphic along Σ [Barlet 1980c]. Let Y ⊂ X × Cn(Z) the

graph of this meromorphic map. Then Y → X is a surjective modification (along
Σ) and Y → Cn(Z) is generically injective.

Let Ỹ the image of Y in Cn(Z). This is a compact Kähler space (being a
closed subspace of Kähler space) and we have a diagram of modifications:

Y

X

α

�
Ỹ

β
-

Using [Hironaka 1964] we can find a projective modification W
γ- Ỹ such

that W is smooth (and Kähler because γ is projective and Ỹ is Kähler) with a
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commutative diagram

W

Y

δ

�

X

α

�
Ỹ

γ

-β

-

Then α ◦ δ is a modification and the theorem is proved! �

5. Higher Integration

Already in [Andreotti and Norguet 1967] there appears the idea of considering
“higher integration” maps

ρp,q : Hn+q(Z,Ωn+p
Z )→ Hq

(
Cn(Z),ΩpCn(Z)

)
. (1)

For a family of compact n-cycles in a smooth Z parametrized by a smooth S,
it is easy to deduce such a map from the usual direct image of currents and the
Dolbeault–Grothendieck lemma.

First remark that the case p = 0 is a rather standard consequence (in full
generality) of Theorem 3.

But it is clear that the case p ≥ 1, q = 0 allows one to hope for a way to
build up holomorphic p-forms onCn(Z). Some relationship between intermediate
Jacobian of Z and Picard groups of components of Cn(Z) looks very interesting!

But this is not so simple: M. Kaddar [1995] has shown that such a map ρp,0

does not exist in general for p ≥ 1. But if one replaces the sheaf ΩpCn(Z) by the
sheaf ωpCn(Z) of ∂ closed (p, 0) currents on Cn(Z) (modulo torsion), the existence
of

ρp,q : Hn+q(Z,Ωn+p
Z )→ Hq

(
Cn(Z), ωpCn(Z)

)
. (2)

is proved in the same reference.
For a reduced pure dimensional space X, the sheaf ωpX has been introduced

in [Barlet 1978b]. It is a coherent sheaf, it satisfies the analytic extension prop-
erty in codimension 2 and coincides with Grothendieck sheaf in maximal degree
(which is the dualizing sheaf for X Gorenstein).

But, of course, something is lost in this higher integration process because we
begin with Ω·Z and we end with ω·Cn(Z). Again M. Kaddar has given an example
to show that the map (2) does not factorize by Hn+q(Z, ωn+p

Z ).
The good point of view is to work with L2 p-holomorphic forms (a meromor-

phic p-form on X is L2 if and only if its pull back in a desingularization of X is
holomorphic; this is independent on the chosen desingularization).
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The sheaf Lp2 is again a coherent sheaf without torsion on any reduced space
X and we have natural inclusions of coherent sheaves (for any p ≥ 0)

ΩpX/torsion ↪→ Lp2 ↪→ ωpX ,

which coincide on the regular part of X.
Kaddar [1996b] also proved the following result:

Theorem 11. The higher integration map ρp,q can be factorized through a
natural map

Rp,q : Hn+q(Z, Ln+p
2 )→ Hq

(
Cn(Z), Lp2

)
. �

The main difficulty in this “final version” of the higher integration map is to
prove that the L·2 holomorphic forms can be restricted to subspaces (in a natural
way). Of course the bad case is when the subspace is included in the singular
set of the ambient space. To handle this difficulty, the idea is again to use
higher integration via the map (2), to define, at generic points first, the desired
restriction from a suitable desingularization. Of course one has to show that
it satisfies the L2-condition that this does not depend on choices; then Kaddar
shows that this construction has nice functorial properties.

6. An Application

In this section I shall present a famous conjecture of R. Hartshorne [1970]
which is a typical problem where the reduction of convexity gives a nice strategy
to solve the problem. Unfortunately, in the general case, it is not known how to
build up a convenient family of compact cycles in order to reach the contradiction.

This is related to the following difficult problem:

Problem. Let X a projective manifold and A ⊂ X a compact submanifold of
dimension d ≥ 2 with an ample (or positive) normal bundle. Is it possible to
find an irreducible analytic family of (d − 1)-cycles in X which fills up X and
such at least one member of the family is contained in A (as a set)?

Even for dimA = 2 and dimX = 4 I do not know if this is possible in general
(though the particular case where dimX = 4 and X is, in a neighbourhood of
A, the normal bundle of the surface A follows from [Barlet et al. 1990, Theo-
rem (1.1)].) The easy but interesting case I know is when X is an hypersurface
of an homogeneous manifold W : it is enough to use the family gA ∩X where
g ∈ Aut0(W ).

Let me recall a transcendental variant of Hartshorne’s conjecture:

Conjecture (H). Let X be a compact connected Kähler manifold . Let A
and B two compact submanifolds of X with positive normal bundles. Assume
dimC A+ dimC B ≥ dimC X. Then A ∩B 6= ∅.
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Before explaining the general strategy used in [Barlet 1987] (and [Barlet et al.
1990]), let me give a proof in the case where A is a curve and B is a divisor:

By the positivity of the normal bundle of B in X we know (from [Schnei-
der 1973]) that X − B is strongly 0-convex. So H0(X−B, OX) is an infinite-
dimensional vector space. Using again [Schneider 1973] the positivity of the
normal bundle of A in X we can find arbitrary small open neighbourhoods of
A in X which are (dimX − 1)-concave. This implies dimC H0(U,OX) < +∞
by [Andreotti and Grauert 1962] for any such U. Assume now A ∩ B = ∅
and choose U ⊂ X − B. Now, by analytic continuation, the restriction map:
H0(X−B, OX)→ H0(U,OX) is injective and this gives a contradiction.

The main idea to understand what is going on in this proof is to observe that
a point can get out of A and go to reach B to make the analytic continuation.

In the general case, assume dimA + dimB = dimX (to simplify notations)
and that we get an irreducible analytic family (Cs)s∈S of compact n-cycles in X
such that

(1) n = dimC A− 1,
(2) there exists s0 ∈ S such that |Cs0 | ⊂ A, and
(3) there exists s∞ ∈ S such that any component of |Cs∞| meets B.

Then we argue along the same lines:
Assume A ∩ B = ∅ and let S∞ = {s ∈ S/|Cs| ∩ B 6= ∅}. Then S∞ is a

nowhere dense, closed analytic subset of S.
Using [Schneider 1973] we get: X − B is strongly n-convex; so integration of

cohomology classes in Hn(X−B, ΩnX) will produce enough holomorphic func-
tions on S − S∞ to separate points near infinity in the Remmert reduction of
S − S∞.

There exists again an
(

dimX − (n+1)
)
-concave open set U ⊃ A contained in

X−B. Then by [Andreotti and Grauert 1962] we have dimC Hn(U,ΩnX) < +∞.
Now, because of the irreducibility of S, any holomorphic function on S − S∞

is uniquely determined by its restriction to the (nonempty) open set V = {s ∈
S − S∞/|Cs| ⊂ U}. Now we have the following commutative diagram:

Hn(X−B, ΩnX)
res- Hn(U,ΩnX)

H0(S − S∞,O)

∫
? res - H0(V,O).

∫
?

This does not yet give the contradiction.
To obtain one, we have to consider the family of cycles parametrized by

Symk(S) ' Sk/σk defined by

(s1 . . . sk)→
k∑
i=1

Csi.
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When k→ +∞ the dimension of the Remmert’reduction of Symk(S−S∞) goes
to +∞, but the dimension of Hn(U,ΩnX) does not change and that gives the
contradiction.

Theorem 12 [Barlet 1987]. Hartshorne’s conjecture (H) is true for X a compact
connected Kähler smooth hypersurface of an homogeneous complex manifold . �

We now discuss how to algebrize this strategy in order to reach the initial for-
mulation of R. Harshorne.

Conjecture (H). Let X a smooth projective compact connected variety and let
A and B two submanifolds with ample normal bundles such that

dimC A+ dimC B ≥ dimC X.

Then A ∩B 6= ∅.

Now the ampleness assumption does not imply the positivity (it is not yet known
if ampleness implies positivity for rank ≥ 2) and so the convexity and concavity
fail in the previous proof. The concavity part will be replaced by the following
theorem:

Theorem 13 [Barlet et al. 1994]. Let X a complex manifold and (Cs)s∈S an
analytic family of n-cycles. Fix s0 ∈ S and let |Cs0| = Y . Then there exists an
increasing sequence (αk)k∈N such that limk→∞αk = +∞ and if ω ∈ Hn(X,ΩnX)
is in the kernel of the restriction map

Hn(X,ΩnX)→ Hn(Y,ΩnX/I
k
Y ΩnX)

then ρ(ω)s0 ∈Mαk
S,s0

, where MS,s0 is the maximal ideal of OS,s0 . �

Here IY is the defining ideal sheaf of Y and ρ(ω)(s) =
∫
Cs
ω.

So this shows that the (αk − 1)-jet at s0 of the function s →
∫
Cs
ω is

determined by the restriction of ω in Hn(Y,ΩnX/I
k
Y ΩnX).

Now if Y ⊂ A, where A is a submanifold with an ample normal bundle, the
previous restriction will factorize through Hn(A,ΩnX/I

k
AΩnX); and the ampleness

of NA/X gives the fact that this vector space stabilizes for k� 1.
This shows that the image of

ρ̃ : Hn(X,ΩnX)→ OS,s0

is finite-dimensional. Again the irreducibility of S allows to conclude that
ρ
(
Hn(X,ΩnX)

)
⊂ H0(S,OS) is finite-dimensional.
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7. Construction of Meromorphic Functions on Cn(X)

To replace the convexity part we introduce a new idea:
Let B be a smooth manifold of codimension n + 1 in X and consider the

algebraic analogue of the exact sequence

· · · → Hn(X,ΩnX)→ Hn(X−B, ΩnX)→ Hn+1
B (X,ΩnX)→ · · ·

denoted by

· · · → Hn(X,ΩnX)→ Hn
alg(X−B, ΩnX)→ Hn+1

[B] (X,ΩnX)→ · · · .

So Hn
alg(X−B, ΩnX) is the subspace of Hn(X−B, ΩnX) of cohomology classes

having a meromorphic singularity along B,(
Hn+1

[B] (X,ΩnX) := lim−→
k

Extn+1(OX/IkB ,Ω
n
X)
)
.

Let (Cs)s∈S be a family of compact n-cycles in X and set

S∞ = {s ∈ S/|Cs| ∩B 6= ∅}.

We want to investigate the behaviour of the function s →
∫
Cs
ω when s → S∞

assuming that

ω ∈ Hn
alg(X−B, ΩnX).

This question is solved in [Barlet and Magnusson 1998] in a rather general
context. Here I give a simpler statement.

Theorem 14 [Barlet and Magnusson 1998]. Let X be a complex manifold and B
a submanifold of codimension n+ 1. Let (Cs)s∈S an analytic family of compact
n-cycles in X parametrized by the reduced space S. Let

|G| = {(s, x) ∈ S ×X/x ∈ |Cs|}

be the graph of the family and denote by p1 and p2 the projection of |G| on
S and X respectively . Assume that p∗2(B) is proper over S by p1 and denote
by Σ = (p1)∗p∗2(B) as a complex subspace of S. Then there exists a natural
integration map

σ : Hn+1
B (X,ΩnX)→ H1

Σ(S,OS)

which induces a filtered map

σ : Hn+1
[B] (X,ΩnX)→ H1

[Σ](S,OS)
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compatible with the usual integration map, so that the following diagram is com-
mutative:

Hn
alg(X−B, ΩnX) - Hn+1

[B] (X,ΩnX)

Hn(X−B, ΩnX)
res -

-
Hn+1
B (X,ΩnX)

-

H0
alg(S−Σ, OS)

ρ

?
- H1

[Σ](S,OS)

σ
?

H0(S−Σ, OS)

ρ

? res -
-

H1
Σ(S,OS)

σ

?-

This map σ has a nice functorial behaviour and can be sheafified in a filtered
sheaf map

(p1)∗p∗2
(
Hn+1

[B] (ΩnX)
)
→ H1

[Σ](OS). �

Remarks. (1) This result asserts that a cohomology class ω in Hn
alg(X−B, ΩnX)

having a pole of order ≤ q along B
(
i.e., I

q
B.ω is locally zero in Hn+1

[B] (ΩnX)
)

will give a meromorphic function on S with an order ≤ q pole along Σ
(
where

m has an order ≤ q pole along Σ means that I
q
Σ.m is locally zero in H1

[Σ](OS)
)
.

Of course the ideal IΣ is associated to (p1)∗p∗2(B) = Σ as a subspace of S (B
is reduced).

(2) The compactness of cycles is not important in the previous result, but of
course keeping the assumption that p∗2B is proper over S.

In the noncompact case, we have to add a family of support on X in order to
have an integration map ρ : Hn

Φ(X−B, ΩnX)→ H0(S−Σ,OS) where F ∈ Φ if F
is closed in X and F is proper over S; so B ∈ Φ and we have again compatibility
between ρ and σ via the commutative diagram

Hn
Φ(X−B, ΩnX)

ρ- H0(S − Σ,OS)

Hn+1
B (X,ΩnX)

res
?

σ - H1
Σ(S,OS)

res
?

Our next result is to show that, in fact, the closed analytic subset |Σ| can be
endowed with a natural “Cartier divisor” structure in S (remember that S is
any reduced space; or to say that in an other way: we have no control on the
singularities of Cn(X)!).

Theorem 15 [Barlet and Magnusson 1998]. Let Z be a complex manifold and
Y ⊂ Z a closed analytic subspace of Z of codimension n + 1 which is locally a
complete intersection in Z. Let (Cs)s∈S be an analytic family of n-cycles in Z

(not necessarily compact) such that we have the following property :
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Let |G| ⊂ X ×Z the graph of the family (Cs)s∈S and denote by p1 and p2 the
projections of |G| on S and Z respectively . Assume that

p1 : p−1
2 (|Y |)→ S

is finite. Then there exists a natural Cartier divisor structure ΣY on the closed
analytic set |Σ| = p1(p−1

2 |Y |), that is, a locally principal IΣY ideal of OS defining
|Σ|.

This Cartier structure is characterized by the following properties:

(1) Let s0 ∈ |Σ| and set |Cs0|∩ |Y | = {y1, . . . , yl}, where yi 6= yj when i 6= j. Let
U1 . . . Ul be disjoint open sets in Z such that yj ∈ Ui for j ∈ [1, l]. Let Ij be
the Cartier structure on |Σj| = p1

(
p−1

2 (|Y | ∩Uj)
)

near s0. Then IΣY

∏l
j=1 Ij

near s0.
(2) Let s0 ∈ |Σ| and let U be an open set in Z such that |Cs0| ∩ |Y | ⊂ U and

such that IY = π∗(mCn+1 , 0) where π : U → Cn+1 is an holomorphic flat map
(that is, π := (z0 . . . zn) where z0 . . . zn is a generator of IY on U). Then a
generator of IΣY near s0 is given by the holomorphic function

s→ N(z0)
(
Cs ∩ (z1 = · · · = zn = 0)

)
,

where Cs∩(z1 = · · · = zn = 0) in Symk Z is defined via [Barlet 1975, Theorem
6 (local)] and where N(z0) : Symk U → C is the norm of the holomorphic
function z0 : U → C (so N(z0)(x1 . . . xk) =

∏k
j=1 z0(xj)).

(3) The construction of ΣY is compatible with base change: so if τ : T → S is
holomorphic (with T reduced) the Cartier structure associated to the family
(Cτ(t))t∈T and Y ⊂ Z is the Cartier divisor τ∗(ΣY ) in T .

Now the filtration by the order of poles in the Theorem 14 is related to the
Cartier divisor structure of Theorem 15 by this result:

Proposition. In the situation of the Theorem 15 we have (p1)∗
(
p∗2(Y )

)
is a

subspace of ΣY . So the morphism of Theorem 14 gives a filtered sheaf map

(ρ1)∗
(
Hn+1

[p∗2Y ](p
∗
2ΩnZ)

)
→ H1

[ΣY ](OS).

This means that the order of poles along |Σ| for meromorphic function on S,
obtained by integration, is now defined by the “natural” equation of |Σ| given by
the Theorem 15.

Remark. Let Z = PN(C) and Y be any codimension n + 1 cycle in Z (in
this special case we don’t need a local complete intersection subspace!); take S
to be the Grassmann manifold of n-planes of PN (C). Then we find here Chow
and Van der Waerden construction, the Cartier divisor on S gives, in a Plücker
embedding, the Cayley form of the cycle Y .
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Now we come to the main result in [Barlet and Magnusson 1999], which asserts
that, assuming moreover that Z is n-convex and that Y is a compact submanifold
of codimension n+1 with ample normal bundle, the line bundle associated to the
Cartier divisor ΣY of S is ample near Σ when the family (Cs)s∈S is sufficiently
nice. So it transfers in this case the ampleness from NY/Z to NΣ/S .

Theorem 16 [Barlet and Magnusson 1999]. Let Z be a complex manifold which
is n-convex . Let (Y, IY ) a compact subspace of Z which is locally a complete
intersection of codimension n + 1 in Z and such that NY/Z is ample. Let S
a reduced analytic space and (Cs)s∈S an analytic family of cycles and let |G| ⊂
S×Z the graph of this family , with projections p1 and p2 on S and Z respectively .
Assume that

(1) p1 : p−1
2 (|Y |)→ S is proper and injective;

(2) for all s ∈ |Σ|, Cs and Y are smooth and transverse at zs, where zs = Cs∩Y ;
and

(3) there exists a closed analytic set Θ ⊂ |Σ|× |Σ|, symmetric, finite on |Σ|, and
such that for all (s, s′) /∈ Θ, we have either zs = zs′ or TCs,zs 6= TCs′ ,zs , where
TC,z is the tangent space to C at z (C has to be smooth at z!), when zs = zs′ .

Then, denoting by ΣY the Cartier divisor structure on |Σ| = p1

(
p−1

2 (|Y |)
)

given
by Theorem 15, the line bundle [ΣY ] is locally ample in S, that is, there exists
ν ∈ N such that Eν = H0(S, [ΣY ]ν) gives an holomorphic map S → P(E∗ν ), finite
in a neighbourhood of Σ. �

To conclude, I will quote Kaddar’s application [1996a] of his construction of a
relative fundamental class in Deligne cohomology for an analytic family of cycles
in a complex manifold Z. Using this class, he can associate to a codimension
n + 1 cycle Y in Z a line bundle on S (the parameter space) by integration at
the level of Deligne cohomology. Moreover he proved that this gives, say in a
projective setting, an holomorphic map from cycles of codimension n+ 1 to the
Picard group of the cycle space of n-cycles. This was a first motivation for me to
prove Theorem 15 which produces also in a rather wide context a Cartier divisor
on S, and so a line bundle.

The idea that a result such as Theorem 16 was possible goes back to F.
Campana’s work [1980; 1981] on algebraicity of the cycle space. He notices
that for a compact analytic subset S of the cycle space, the analytic subset Σ of
these cycles which meet a given Moišezon subspace Y in Z is again Moišezon. So
this transfer of algebraicity is a rough basis for Theorem16 where we transfer the
ampleness of the normal bundle of Y in Z to the ampleness of the normal bundle
of Σ in S. This of course gives not only algebraicity on Σ but also information on
S: we build up enough meromorphic functions on S to prove that S is Moišezon
(when S is compact) in fact with a weaker assumption than stated here (see
the weak version of Theorem 16 in [Barlet and Magnusson 1999]) and we also
describe the line bundle which gives meromorphic functions on S.
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[Barlet 1987] D. Barlet, “À propos d’une conjecture de R. Hartshorne”, J. Reine
Angew. Math. 374 (1987), 214–220.

[Barlet and Magnusson 1998] D. Barlet and J. Magnusson, “Intégration de classes de
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