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An Algorithmic Theory of Lattice Points
in Polyhedra

ALEXANDER BARVINOK AND JAMES E. POMMERSHEIM

Abstract. We discuss topics related to lattice points in rational polyhe-
dra, including efficient enumeration of lattice points, “short” generating
functions for lattice points in rational polyhedra, relations to classical and
higher-dimensional Dedekind sums, complexity of the Presburger arith-
metic, efficient computations with rational functions, and others. Although
the main slant is algorithmic, structural results are discussed, such as re-
lations to the general theory of valuations on polyhedra and connections
with the theory of toric varieties. The paper surveys known results and
presents some new results and connections.
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1. Introduction:
“A Formula for the Number of Lattice Points. . . ”

Let Rd be Euclidean d-space of all d-tuples x = (ξ1, . . . , ξd) of real numbers
with the standard scalar product 〈x, y〉 = ξ1η1 +· · ·+ξdηd, where x = (ξ1, . . . , ξd)
and y = (η1, . . . , ηd). The first main object of this paper is the integer lattice
Zd ⊂ Rd consisting of the points with integer coordinates. We define the second
main object.

Definition 1.1. A rational polyhedron P ⊂ Rd is the set of solutions of a finite
system of linear inequalities with integer coefficients:

P =
{
x ∈ Rd : 〈ci, x〉 ≤ βi for i = 1, . . . , m

}
, where ci ∈ Zd and βi ∈ Z.

A bounded rational polyhedron is called a polytope. A polytope P ⊂ Rd is called
a lattice polytope or an integer polytope if its vertices are points from Zd.

We are interested in the set P ∩Zd of lattice points belonging to a given rational
polyhedron P . For example, we may be interested in finding a “formula” for the
number of lattice points in a given rational or integer polytope P . But what
does it mean to “find a formula”? We consider a few examples.

Example 1.2. Suppose that d = 2 and P ⊂ R2 is an integer polygon. The
famous formula of G. Pick [1899] states that

|P ∩ Z2| = area(P ) +
|∂P ∩ Zd|

2
+ 1,

or in words: the number of integer points in an integer polygon is equal to the
area of the polygon plus half the number of integer points on the boundary
of the polygon plus 1. See [Lagarias 1995] as a general reference. Nearly every
mathematician would agree that Pick’s formula is a beautiful and useful formula.

Example 1.3. Let P ⊂ Rd be a polytope. We can write the number of lattice
points in P as

|P ∩ Zd| =
∑
x∈Zd

δ(x, P ), where δ(x, P ) =
{

1 if x ∈ P ,
0 if x /∈ P ,

but this formula is not very interesting or useful.
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In most cases, the formulae one can get are neither so nice and simple as Pick’s
formula (Example 1.2), nor so tautological as the formula from Example 1.3. We
consider a few more examples.

Example 1.4. Let ∆ ⊂ R3 be the tetrahedron with the vertices (0, 0, 0), (a, 0, 0),
(0, b, 0), and (0, 0, c), where a, b and c are pairwise coprime positive integers.
Then the number of lattice points in ∆ can be expressed as

|∆∩ Z3| = abc

6
+
ab+ ac+ bc+ a + b+ c

4

+
1
12

(
ac

b
+
bc

a
+
ab

c
+

1
abc

)
− s(bc, a)− s(ac, b)− s(ab, c) + 2,

where s(p, q) is the Dedekind sum defined for coprime positive integers p and q

by

s(p, q) =
q∑
i=1

((
i

q

))((
pi

q

))
and ((x)) =

{
x− bxc − 1

2 if x /∈ Z,
0 if x ∈ Z;

here as usual b · c is the floor function. See [Mordell 1951; Pommersheim 1993;
Dyer 1991].

Example 1.5. Let P ⊂ Rd be a nonempty integer polytope. For a positive
integer n, let nP =

{
nx : x ∈ P

}
denote the dilated polytope P . As E. Ehrhart

discovered [1977], there is a polynomial p(n), now called the Ehrhart polynomial
of P , such that

|nP ∩ Zd| = p(n), where p(n) = adn
d + ad−1n

d−1 + · · ·+ a0.

Furthermore, a0 = 1 and ad = vold(P ), the volume of P . The following reci-
procity law holds:

p(−n) = (−1)dim(P) |relint(nP ) ∩ Zd|, for positive integers n.

That is, the value of p at a negative integer −n equals, up to a sign, the number
of integer points in the relative interior of nP . See [Stanley 1997, Section 4.6],
for example.

We will argue that both Example 1.4 and Example 1.5 are useful and beautiful.
To navigate the sea of “lattice points formulae” which can be found in the

literature and which are to be discovered in the future, we have to set up some
criteria for beauty and usefulness. Of course, like all such criteria, ours is purely
subjective. We look at the computational complexity of the formula.

Fix the space Rd. Suppose that P ⊂ Rd is a rational polytope. There is an
obvious way to count integer points in P : we consider a sufficiently large box
B =

{
x = (ξ1, . . . , ξd) : αi ≤ ξi ≤ βi for i = 1, . . . , d

}
which contains P , and

check integer points from B one by one to see if they are contained in P . In
other words, this is an “effective” version of the formula of Example 1.3. We will
measure the “usefulness” and “niceness” of the formula for the number of lattice
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points by how much time it allows us to save compared with this straightforward
procedure of enumeration. In particular, we will be interested in a special class
of formulae whose complexity is bounded by a polynomial in the input size of
the polytope P . A polytope P may be given by its description as a set of linear
inequalities (as a rational polyhedron: see Definition 1.1). The input size of this
facet description of P is the total size in binary encoding of the coefficients of the
inequalities needed to describe P . For example, the input size of the description
I = {x : 0 ≤ x ≤ a} of an interval, where a is a positive integer, is O(log a).
A polytope P ⊂ Rd may be given as the convex hull of its vertices; the input
size of such a vertex description is defined in a similar way: the total size of the
coordinates of the vertices of P in binary encoding. It is well understood that if
the dimension d is fixed and not a part of the input, then the facet description
and the vertex description are polynomially equivalent; that is, the length of one
is bounded by a polynomial in the length of the other. See any of [Grötschel
et al. 1993; Lovász 1986; Schrijver 1986], for example. Sometimes we talk about
formulae that can be applied to polytopes from some particular class. In this
case, we are looking at the computational complexity of the formula relative to
the input size of the description of P within the class.

From this perspective, the formula of Example 1.2 is very nice: it is much more
efficient than the direct enumeration of integer points in a polygon. Indeed, it
is easy to compute the area of P by triangulating the polygon. Furthermore,
the boundary ∂P is a union of finitely many straight line intervals, and counting
lattice points in intervals is easy. Formula of Example 1.3 is bad since it has
exponential complexity even in dimension 1. Indeed, the input size of the interval
[0, a] is O(loga), whereas the straightforward counting of Example 1.3 would give
us O(a) complexity, which is exponentially large in the input size. The formula
of Example 1.4 is nice, because it reduces counting to the computation of the
Dedekind sums, which can be done efficiently. Indeed, by recursively applying
the reciprocity relation

s(p, q) + s(q, p) = −1
4

+
1
12

(
p

q
+
q

p
+

1
pq

)
and the obvious identity

s(p, q) = s(r, q), where r ≡ p (mod q) and 0 ≤ r < q,

one can compute s(p, q) in time polynomial in the input size of p and q, by a
procedure resembling the Euclidean algorithm. See [Rademacher and Grosswald
1972], for example. Finally, the formula of Example 1.5 is also nice since its
allows us to save time counting integer points in nP , where n is a large positive
integer. Indeed, we can apply the “brute force” counting of Example 1.3 to find
the number of integer points in polytopes P , 2P , . . . , bd/2cP and their relative
interiors, and then interpolate the polynomial p. Once p is found, it is easy to
find |nP ∩ Zd| for any positive integer n.



AN ALGORITHMIC THEORY OF LATTICE POINTS IN POLYHEDRA 95

To summarize, we approach every formula in this paper primarily from the
point of view of computational complexity. Of course, there are different philoso-
phies that are equally legitimate. The topic of this paper is “lattices and polyhe-
dra,” as opposed to a close, but somewhat different in spirit, topic “lattices and
convex bodies.” This is why we omit many interesting results on integer pro-
gramming, lattice reduction algorithms, and counting lattice points in general
convex bodies; see [Cook et al. 1992; Lovász 1986; Grötschel et al. 1993; Schrijver
1986]. Similarly, we do not discuss rather interesting results concerning lattice
points in nonrational polyhedra [Skriganov 1998]. Our approach is algebraic and
we don’t cover recent advances in probabilistic methods of counting, such as
those in [Dyer et al. 1993; 1997] (see [Bollobás 1997] for a survey). In short, the
paper presents “an algorithmic theory,” one of many possible.

This area of the research has been quite active. Along with such activity, one
expects independent discoveries of certain results, and with unequal publication
delays, there is often confusion about who did what first. We have tried to be
accurate in the chronology, but, unfortunately, inaccuracies are possible.

This paper is meant to be a survey. However, it does contain some new results:
Theorem 4.4 (especially the second part), Theorem 5.3, Theorem 9.6, results in
Section 10, and possibly some results in Section 7. In addition, some of the links
in Section 8 are new. Whenever possible, we have tried to provide the reader
with sketches of proofs.

2. Preliminaries. Algebra of Polyhedra

The number of integer points in a polytope is a valuation; that is, it satis-
fies the inclusion-exclusion property. The theory of valuations, with the theory
of the polytope algebra as its basis, was developed by many authors; see [Mc-
Mullen and Schneider 1983; McMullen 1993] for a survey. Several inequivalent
definitions and approaches have been used, each having its own advantages. For
example, one can either choose to consider arbitrary polytopes, or to consider
lattice polytopes only. In addition, one can decide either to identify or not to
identify two polytopes which differ by a (lattice) translation. Also, valuations
can be defined via the inclusion-exclusion principle for the union of two or sev-
eral polytopes. See [Kantor and Khovanskii 1992; Pukhlikov and Khovanskii
1992a; Lawrence 1988; McMullen 1989; Morelli 1993c; 1993d]. Here we employ
an approach which is convenient for us.

Let A ⊂ Rd be a set. The indicator function [A] : Rd → R of A is defined by

[A](x) =
{

1 if x ∈ A,
0 if x /∈ A.

The algebra of polyhedra P(Rd) is the vector space (over Q) spanned by the
indicator functions [P ] of all polyhedra P ⊂ Rd. The space P(Rd) is closed under
pointwise multiplication of functions: for any two functions f, g ∈ P(Rd), we have
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fg ∈ P(Rd), since [P ][Q] = [P∩Q]. Hence P(Rd) is a commutative algebra under
pointwise multiplication. We will be interested in some particular subspaces of
the algebra of polyhedra. The polytope algebra Pc(Rd) is the subspace spanned by
the indicator functions of all polytopes in Rd, and the algebra of cones PK(Rd)
is the subspace spanned by the indicator functions of the polyhedral cones in
Rd. (A nonempty polyhedron P is called a cone if λx ∈ P whenever x ∈ P and
λ ≥ 0.)

Clearly, Pc(Rd) and PK(Rd) are subalgebras.

Definition 2.1. A linear transformation

Φ : P(Rd)→ V,

where V is a vector space over Q, is called a valuation. Similarly, linear trans-
formations defined on Pc(Rd) and PK(Rd) are also called valuations.

One particular valuation is very important.

Theorem 2.2. There exists a unique valuation µ : P(Rd)→ Q, called the Euler
characteristic, such that µ([P ]) = 1 for each nonempty polyhedron P ⊂ Rd.

Note that we cannot simply define µ by letting µ([P ]) = 1, because the indicator
functions of polyhedra are not linearly independent (for d > 0). Since the
indicator functions [P ] span P(Rd), the uniqueness is immediate. The following
proof belongs to H. Hadwiger. See also [McMullen and Schneider 1983].

Sketch of proof. We use induction on d to establish the existence of µ = µd.
We have P(R0) = Q[0], and we can define µ0 by letting µ(a[0]) = a. Suppose
that d ≥ 1. First, we define µd on the polytope subalgebra Pc(Rd). Choose a
nonzero linear function l : Rd → R and slice Rd into level hyperplanes Hα ={
x ∈ Rd : l(x) = α

}
, with α ∈ R. For a function f ∈ Pc(Rd), let fα : Hα → R

be the restriction of f to Hα. We note that Hα can be identified with a (d− 1)-
dimensional Euclidean space, so we can consider the algebra of polytopes Pc(Hα)
and the Euler characteristic µα : Pc(Hα)→ Q. We note that fα ∈ Pc(Hα), and
we can define µα(fα), which we denote by µα(f). For α ∈ R and f ∈ Pc(Rd),
define

µα−(f) = lim
ε→+0

µα−ε(f).

Suppose that
f =

∑
i∈I

ai[Pi],

where Pi ⊂ Rd are polytopes and ai ∈ Q are numbers. It is easy to see that
µα−(f) is always well-defined, and that µα−(f) = µα(f) unless α is the minimum
value of the linear function l on some Pi. In particular, for any f , there are only
finitely many α’s for which µα−(f) 6= µα(f). Now we can define µ = µd on
Pc(Rd) by

µd(f) =
∑
α∈R

(
µα(f) − µα−(f)

)
.
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The sum is well-defined since there are only finitely many nonzero terms. Now
we are ready to extend µd to P(Rd). Choose a polytope Q containing the origin
as an interior point, and let Q(t) = {tx : x ∈ Q} be the dilatation of Q by a
factor of t. For any t > 0 and any f ∈ P(Rd), we have ft = [Q(t)]f ∈ Pc(Rd)
and we let

µd(f) = lim
t→+∞

µd(ft).

It is very easy to see that µd is well-defined and that it satisfies the condition
µd([P ]) = 1 for any nonempty polyhedron P ⊂ Rd. �

The Euler characteristic µ allows us to interpret various important valuations
as integral transforms with respect to µ as a measure. See [Khovanskii and
Pukhlikov 1993].

Theorem 2.3. Suppose that A : Rn → Rm is an affine transformation. Then
there is a unique valuation A : P(Rn) → P(Rm) such that A([P ]) = [A(P )] for
each polyhedron P ⊂ Rd.

Proof. Define a kernel K : Rn × Rm → R by

K(x, y) =
{

1 if y = Ax,
0 if y 6= Ax.

Then for each fixed y and each f ∈ P(Rn), we have K(x, y)f ∈ P(Rn), so we
can apply the Euler characteristic on P(Rn), which we denote by µx (to stress
the variable x). Now we let

g = A(f), where g(y) = µx
(
K(x, y)f(x)

)
. �

In addition to pointwise multiplication, there is a commutative and associative
bilinear operation ? on P(Rd), which we call convolution, because it can be con-
sidered as the convolution with respect to the Euler characteristic as a measure.
Many authors [Lawrence 1988; McMullen 1989; 1993] consider ? as the true mul-
tiplication in the algebra of polyhedra, and perhaps rightly so, because it has
many interesting properties.

Definition 2.4. Let P and Q be polyhedra in Rd. The Minkowski sum P +Q

is defined as
P +Q =

{
x+ y : x ∈ P, y ∈ Q

}
.

Theorem 2.5. There is a unique bilinear operation ? : P(Rd)×P(Rd)→ P(Rd)
such that [P ] ? [Q] = [P +Q] for any two polyhedra P and Q.

Proof. Fix a decompositionR2d = Rd×Rd. Let A : Rd×Rd → Rd be the linear
transformationA(x, y) = x+y and let A : P(R2d)→ P(Rd) be the corresponding
valuation whose existence is asserted by Theorem 2.3. For functions f, g ∈ P(Rd),
define their outer product f × g ∈ P(R2d) by (f × g)(x, y) = f(x)g(y). Then
f ? g = A(f × g). �
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Corollary 2.6. Suppose that P1, . . . , Pk ⊂ Rd are polyhedra such that

α1[P1] + · · ·+ αk[Pk] = 0

for certain rational numbers α1, . . . , αk. Then for any polyhedron Q ⊂ Rd, one
has

α1[P1 +Q] + · · ·+ αk[Pk +Q] = 0.

Proof. We have

0 = 0 ? [Q] =
(
α1[P1] + · · ·+ αk[Pk]

)
? [Q] = α1[P1+Q] + · · ·+ αk[Pk+Q]. �

Convolution ? has many interesting properties; see [McMullen and Schneider
1983]. For example, it is easy to see that [0] plays the role of the identity. It
turns out that [P ] is invertible for any polytope P , and that the inverse element is
(−1)dim(P) [−relint P ], the indicator function (up to sign) of the relative interior
of the centrally symmetric image −P of P [McMullen and Schneider 1983].

Next we discuss duality in the algebra of cones PK (Rd) (see [Lawrence 1988]).
If K ⊂ Rd is a cone, then

K∗ =
{
x ∈ Rd : 〈x, y〉 ≥ 0 for each y ∈ K

}
is called the dual cone to K.

Theorem 2.7. There exists a valuation D : PK(Rd)→ PK(Rd) such that

D([K]) = [K∗]

for each cone K ⊂ Rd.

Sketch of proof. Define the kernel K(x, y) : Rd ×Rd → R by

K(x, y) =
{

1 if 〈x, y〉 = −1,
0 otherwise.

Then, for each f ∈ PK(Rd) and for each y, we have K(x, y)f ∈ PK (Rd) and we
can apply the Euler characteristic µ = µx. Now we let

g = D(f), where g(y) = µ(f) − µx
(
K(x, y)f(x)

)
.

It is straightforward to show that D satisfies the required properties. �

Theorem 2.7 has an interesting corollary, which says that if a linear identity
holds for cones, the same identity holds for their dual cones.

Corollary 2.8. Suppose that K1, . . . , Km ⊂ Rd are cones such that

m∑
i=1

αi [Ki] = 0



AN ALGORITHMIC THEORY OF LATTICE POINTS IN POLYHEDRA 99

for certain rational numbers αi. Then
m∑
i=1

αi [K∗i ] = 0.

Proof. We apply the valuation D of Theorem 2.7 to both sides of the identity.
�

The valuation D plays the role of the Fourier Transform with respect to the Euler
characteristic µ as a measure. The valuation D transforms pointwise products
into the convolutions:

D(fg) = D(f) ?D(g) and D(f ? g) = D(f) ·D(g) for f, g ∈ PK (Rd).

It suffices to check the identity for f = [K] and g = [C], where K,C ⊂ Rd are
cones. We have fg = [K ∩ C], D(f) = [K∗], D(g) = [C∗], and

D(f) ?D(g) = [K∗] ? [C∗] = [K∗ + C∗] = [(K ∩C)∗] = D(fg).

Similarly,

D(f) ·D(g) = [K∗] · [C∗] = [K∗ ∩C∗] = [(K + C)∗] = D(f ? g).

Finally, we describe an important valuation on the polytope algebra Pc(Rd)
associated with a vector u ∈ Rd. Let P ⊂ Rd be a polytope and let u ∈ Rd be
a vector. Let

max(u, P ) = max
{
〈u, x〉 : x ∈ P

}
be the maximal value of the linear function 〈u, x〉 on the polytope P and let

Pu =
{
x ∈ P : 〈u, x〉 = max(u, P )

}
be the face of P where this maximum is attained.

Theorem 2.9. For any u ∈ Rd there is a valuation

Tu : Pc(Rd)→ Pc(Rd)

such that
Tu([P ]) = [Pu]

for any polytope P ⊂ Rd.

Sketch of proof. For ε > 0 and δ > 0, define the kernel

Kεδ(x, y) =
{

1 if 〈u, x−y〉 ≥ δ and ‖x− y‖∞ ≤ ε,
0 otherwise.

Then for f ∈ Pc(Rd), we let Tu(f) = g, where

g(y) = f(y) − lim
ε→+0

lim
δ→+0

µx
(
Kεδ(x, y)f(x)

)
. �
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The valuation Tu commutes with convolution: Tu(f ? g) = Tu(f) ? Tu(g). This
identity is easy to check on indicator functions of polytopes, and it can then be
extended by linearity.

3. Generating Functions for Integer Points
in Rational Polyhedra

In this section, we consider the subalgebra P(Qd) ⊂ P(Rd) spanned by the
indicator functions [P ], where P ⊂ Qd is a rational polyhedron. Let Q(x) be
the algebra of rational functions in d complex variables x = (x1, . . . , xd) with
rational coefficients. We discuss a very interesting valuation

F : P(Qd)→ Q(x).

This valuation first was described by J. Lawrence [1991]. At about the same time,
A. Khovanskii and A. Pukhlikov gave an independent description [Pukhlikov and
Khovanskii 1992b]. See also [Brion and Vergne 1997c].

Let P ⊂ Rd be a rational polyhedron. To the set P ∩Zd of integral points in
P , we associate the generating function

f(P ∩ Zd;x) =
∑

m∈P∩Zd
xm, where xm = xµ1

1 · · ·x
µd
d for m = (µ1, . . . , µd)

in d complex variables x = (x1, . . . , xd). We often write f(P ;x) instead of
f(P ∩ Zd;x).

Theorem 3.1. There is a map F which, to each rational polyhedron P ⊂ Rd
associates a rational function f(P ;x) in d complex variables x ∈ Cd, x =
(x1, . . . , xd), such that the following properties are satisfied :

(i) The map F is a valuation: if P1, . . . , Pk ⊂ Rd are rational polyhedra whose
indicator functions satisfy a linear identity

α1[P1] + · · ·+ αk[Pk] = 0,

then the functions f(Pi;x) satisfy the same identity :

α1f(P1;x) + · · ·+ αkf(Pk;x) = 0.

(ii) If m+ P is a translation of P by an integer vector m ∈ Zd, then

f(P +m;x) = xmf(P ;x).

(iii) We have
f(P ;x) =

∑
m∈P∩Zd

xm

for any x ∈ Cd such that the series converges absolutely .
(iv) If P contains a straight line then f(P ;x) ≡ 0.

We consider some examples.
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Example 3.2. Define four rational polyhedra in R1: P = R1, P+ = {x : x ≥ 0},
P− = {x : x ≤ 0}, and P0 = {0}. Part 3 of Theorem 3.1 implies that f(P0, x) =
x0 = 1. Now

f(P+; x) =
∑
k≥0

xk =
1

1− x for |x| < 1,

so by Part 3, we must have f(P+; x) = 1/(1− x). Similarly,

f(P−; x) =
∑
k≤0

xk =
1

1− x−1
= − x

1− x for |x| > 1,

so by Part 3 we must have f(P−; x) = −x/(1 − x). By Part 4, f(P ; x) ≡ 0.
Finally, since [P ] = [P+] + [P−]− [P0], Part 1 implies that f(P+; x)+f(P−; x)−
f(P0; x) = 0, which is indeed the case.

Example 3.3. Choose k ≤ d linearly independent integer vectors u1, . . . , uk
and let K = co{u1, . . . , uk} be the cone generated by u1, . . . , uk. In other words,

K =
{
λ1u1 + · · ·+ λkuk : λi ≥ 0 for i = 1, . . . , k

}
.

Let

Π =
{
λ1u1 + · · ·+ λkuk : 1 > λi ≥ 0 for i = 1, . . . , k

}
be the “fundamental parallelepiped” generated by u1, . . . , uk. As is well-known
(see, for example, [Stanley 1997, Lemma 4.6.7]), for each integer point m ∈
K ∩ Zd, there is a unique representation

m = n+ a1u1 + · · ·+ akuk,

where n ∈ Π ∩ Zd and a1, . . . , ak are nonnegative integers. Let

UK =
{
x ∈ Cd : |xui | < 1 for i = 1, . . . , k

}
.

Then UK ⊂ Cd is a nonempty open set, and for each x ∈ Uk we have

∑
m∈K∩Zd

xm =

( ∑
n∈Π∩Zd

xn
) k∏
i=1

1
1− xui ,

where the series converges absolutely for each x ∈ UK . Part 3 of Theorem 3.1
implies that we must have

f(K;x) =

( ∑
n∈Π∩Zd

xn
) k∏
i=1

1
1− xui .

An important particular case arises when the fundamental parallelepiped Π con-
tains only one integer point, the origin. This happens if and only if u1, . . . , uk
form a basis of the k-dimensional lattice Span{u1, . . . , uk}∩Zd. In this case, the
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cone K is called unimodular, and the function f(K;x) has the especially simple
form:

f(K;x) =
k∏
i=1

1
1− xui .

Theorem 3.1 is very general and powerful, and therefore it has a simple proof.
We follow [Pukhlikov and Khovanskii 1992b], with some changes.

Sketch of the proof of Theorem 3.1. We show that if P ⊂ Rd is a rational
polyhedron without straight lines (or, equivalently, with a vertex), there exists
a nonempty open subset UP ⊂ Cd such that the series∑

m∈P∩Zd
xm

converges absolutely for all x ∈ UP to a rational function f(P ;x). First, suppose
that P is a pointed rational cone, that is

P =
{
x : 〈ci, x〉 ≤ 0 for i = 1, . . . , m

}
, where ci ∈ Zd

and 0 is the vertex of P . Then P can be represented as the conic hull P =
co{u1, . . . , un} of finitely many points ui ∈ Zd, which belong to some open
halfspace in Rd. Then

UP =
{
x ∈ Cd : |xui| < 1 for i = 1, . . . , n

}
is a nonempty open set, and for each x ∈ UP , the series converges absolutely to
some function f(P,x). We triangulate P into finitely many simple cones Ki and
use the inclusion-exclusion principle to express f(P ;x) as a linear combination
of f(Ki;x). From Example 3.3, we conclude that f(P ;x) is a rational function.
Suppose now that P ⊂ Rd is an arbitrary rational polyhedron without straight
lines. Embed Rd ⊂ Rd+1 by x 7→ (x, 1) as the flat ξd+1 = 1. Let K = co{P} be
the conic hull of P in Rd+1. Then K is a pointed rational cone in Rd+1, so the
function f

(
K; (x, t)

)
: x ∈ Cd, t ∈ C is well-defined. Now we observe that

f(P ;x) =
∂f
(
K; (x, t)

)
∂t

∣∣∣
t=0.

So far, we have defined the map F on rational polyhedra P ⊂ Rd without straight
lines so that Part 3 of the theorem is satisfied, and so that for every such poly-
hedron P , the series converges absolutely for all x in some nonempty open set
UP ⊂ Cd. Part 2 is then satisfied as well, because it is clearly satisfied for
x ∈ UP . Finally, if P1, . . . , Pk are rational polyhedra without straight lines,
Part 1 is satisfied as long as UP1 ∩ UP2 ∩ · · · ∩ UPk 6= ∅. That is, the functions
f(Pi;x) converge for all x in some nonempty open set in Cd. Now we want to
extend F to all rational polyhedra P . Let P be an arbitrary rational polyhedron.
We represent P as a union P = P1 ∪ P2 ∪ · · · ∪ Pk, where the Pi are polyhedra
without straight lines. For I ⊂ {1, . . . , k}, let PI =

⋂
i∈I Pi. Then the PI are
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rational polyhedra without straight lines. Define f(P ;x) as a linear combination
of f(PI ;x) via the inclusion-exclusion principle. Proving that f(P ;x) is well-
defined boils down to proving that we get a consistent definition of f(P ;x) if P
itself does not contain straight lines. This is true since there is a nonempty open
set UP ⊂ Cd, where all the series defining f(P ;x) and f(PI ;x) converge abso-
lutely. It then follows that the properties (1)–(3) are satisfied, and it remains to
check (4). If P contains a straight line, then for some nonzero m ∈ Zd we have
P +m = P . Therefore, f(P ;x) = xmf(P ;x) and f(P ;x) must be identically
zero. �

The map F can be extended to a valuation F : P(Qd) → Q(x), sending every
function in Pd to a rational function in d complex variables such that

F(f) =
∑
m∈Zd

f(m)xm,

provided the series converges absolutely. Furthermore, if g(x) = f(x −m) for
some m ∈ Zd, then

F(g) = xmF(f).

Finally, the kernel of this valuation contains the subspace spanned by the indi-
cator functions of rational polyhedra with straight lines.

We are going to present in Theorem 3.5 a very interesting and important
corollary to Theorem 3.1. It was proved by M. Brion before Theorem 3.1 and
its first proof used algebraic geometry [Brion 1988]. Elementary proofs were
published in [Lawrence 1991; Pukhlikov and Khovanskii 1992b; Barvinok 1993]
and elsewhere. First, we need a definition.

Definition 3.4. Let P ⊂ Rd be a polyhedron and let v ∈ P be a vertex of
P . The supporting or tangent cone cone(P, v) of P at v is defined as follows:
suppose that

P =
{
x ∈ Rd : 〈ci, x〉 ≤ βi for i = 1, . . . , m

}
is a representation of P as the set of solutions of a system of linear inequalities,
where ci ∈ Rd and βi ∈ R. Let Iv = {i : 〈ci, v〉 = βi} be the set of constraints
that are active on v. Then

cone(P, v) =
{
x ∈ Rd : 〈ci, x〉 ≤ βi for i ∈ Iv

}
.

Of course, the cone cone(P, v) does not depend on a particular system of in-
equalities chosen to represent P . If P is a rational polyhedron then cone(P, v)
is a rational pointed cone with vertex v. More generally, if F ⊂ P is a face, we
define

cone(P, F ) =
{
x ∈ Rd : 〈ci, x〉 ≤ βi for i ∈ IF

}
,

where IF is the set of inequalities that are active on F . If dimP = d and
dimF = k, the apex of cone(P, F ) is a k-dimensional affine subspace in Rd.
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Theorem 3.5. Let P be a rational polyhedron. Then

f(P ;x) =
∑

v∈Vert(P)

f
(
cone(P, v);x

)
,

where the sum is taken over all vertices v of P .

Example 3.6. Suppose that P = {x : 0 ≤ x ≤ 1} ⊂ R1 is an interval. Then
f(P, x) = x0 + x1 = 1 + x. The polyhedron P has two vertices, 0 and 1, with
supporting cones cone(P, 0) = [0,+∞) and cone(P, 1) = (−∞, 1], respectively.
Furthermore,

f
(
cone(P, 0); x

)
=

+∞∑
m=0

xm =
1

1− x, and

f
(
cone(P, 1); x

)
=

1∑
m=−∞

xm =
x

1− x−1
= − x2

1− x.

We observe that indeed

f(P ; x) = 1 + x =
1

1− x −
x2

1− x = f
(
cone(P, 0); x

)
+ f
(
cone(P, 1); x

)
.

Sketch of proof of Theorem 3.5. Let L ⊂ P(Rd) be the subspace in
the polyhedral algebra spanned by the indicator functions [P ] of polyhedra that
contain straight lines. The theorem follows from Theorem 3.1 and an identity in
the polyhedral algebra P(Rd): for any polyhedron P ⊂ Rd

[P ] ≡
∑

v∈Vert(P)

[cone(P, v)] (mod L).

First, we demonstrate this identity in the case where P = ∆ is a d-dimensional
simplex. We represent ∆ as the intersection of d+ 1 closed halfspaces H+

1 , . . . ,

H+
d+1 bounded by flats H1, . . . , Hd+1:

∆ = H+
1 ∩ · · · ∩H+

d+1.

Each tangent cone cone(∆, v) is the intersection of some d halfspaces H+
i :

i ∈ Iv. Let H−i = Rd \ H+
i be the complementary open halfspaces and let

K−v =
⋂
i∈Iv H

−
i be the open cone “vertical” to the supporting cone cone(∆, v).

Then

Rd \∆ =
d+1⋃
i=1

H−i .

We rewrite
⋃d+1
i=1 H

−
i using the inclusion-exclusion formula. Since the intersec-

tion of fewer than d halfspaces contains a straight line, we can write

[Rd \∆] ≡ (−1)d+1
∑

v∈Vert(∆)

[K−v ] (mod L).
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Therefore,
[∆] ≡ (−1)d

∑
v∈Vert(∆)

[K−v ] (mod L).

It remains to show that

[cone(∆, v)] ≡ (−1)d[K−v ] (mod L).

The last assertion follows by comparing cone(∆, v) and K−v via a chain of inter-
mediate cones Kε

v =
⋂
i∈Iv H

εi
i , where εi ∈ {−,+} and ε = (ε1, . . . , εd). Note

that cone(∆, v) = K+,...,+
v and K−v = K−,...,−v . Once we get

[∆] ≡
∑

v∈Vert(∆)

[cone(∆, v)] (mod L)

for any simplex ∆, using triangulations we can show that

[P ] ≡
∑

v∈Vert(P)

[cone(P, v)] (mod L)

for any polytope P .
Suppose that P ⊂ Rd is an arbitrary polyhedron. As is well known, P can

be represented as the Minkowski sum P = Q +K + L, where Q is a polytope,
K is a cone without straight lines, and L is a subspace in Rd. If L 6= {0}, then
P has no vertices, and f(P ;x) = 0, so the statement of the theorem is true. If
L = {0}, we may write

[Q] ≡
∑

v∈Vert(Q)

[cone(Q, v)] (mod L),

and by Corollary 2.6,

[P ] ≡ [Q+K] ≡
∑

v∈Vert(Q)

[cone(Q, v) +K] (mod L).

Each vertex v of P is a vertex of Q, and cone(P, v) = cone(Q, v) +K. Further-
more, a vertex v of Q is a vertex of P if and only if the cone cone(Q, v)+K does
not contain straight lines. The proof now follows. �

Following [Brion and Vergne 1997c], instead of F : P(Qd) → Q(x), one can
consider a valuation F′ : P(Qd)→ Q((x)) with the values in the space of formal
Laurent power series in x = (x1, . . . , xd) with rational coefficients:

F′(f) =
∑
m∈Zd

f(m)xm.

This leads to essentially the same theory: the space Q((x)) has the natural
structure of a module over the ring of polynomials Q[x1, . . . , xd]. A formal
power series f is identified with a rational function g(x)/h(x), where h(x) =
(1−xa1) · · · (1−xam) provided hf = g. For example, the series f =

∑+∞
k=−∞ x

k

in Q((x)) is identified with zero, since f(x)(1 − x) = 0. In this approach,
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the valuation F′ can be viewed as an algebra homomorphism, provided the ring
structure on Q((x)) is given by the Hadamard product ?:

f ? g =
∑
m∈Zd

(ambm)xm, where f =
∑
m∈Zd

amx
m and g =

∑
m∈Zd

bmx
m.

4. Complexity of Generating Functions

Let P ⊂ Rd be a rational polyhedron. In this section, we show that if the
dimension d is fixed, the generating function f(P ;x) has a representation whose
complexity is bounded by a polynomial in the input size of P . If P does not
contain straight lines, then f(P ;x), “in principle”, encodes all the information
about the set P ∩Zd of integer points in P . We claim that this information can
be encoded in a compact way. In particular, our results imply that in any fixed
dimension there is a polynomial time algorithm for counting integer points in
a given rational polytope. First, we find a formula for f(K;x), where K is a
rational unimodular cone (with vertex not necessarily at the origin).

Lemma 4.1. Let

K =
{
x ∈ Rd : 〈ci, x〉 ≤ βi for i = 1, . . . , d

}
,

where c1, . . . , cd is a basis of the integer lattice Zd and βi ∈ Q are rational
numbers. Let u1, . . . , ud be the (negative) dual basis of Zd:

〈ui, cj〉 =
{
−1 if i = j,

0 if i 6= j.

Then

f(K;x) = xv
d∏
i=1

1
1− xui , where v = −

d∑
i=1

bβicui.

Proof. Let K0 = co{u1, . . . , ud}. This is a unimodular cone with vertex at the
origin, and by Example 3.3, we have

f(K0;x) =
d∏
i=1

1
1− xui .

A point x ∈ Rd is an integer point in K if and only if for i = 1, . . . , d, the value
〈ci, x〉 is an integer which does not exceed βi, and hence does not exceed bβic. In
other words, the set of integer points in K and in the translation K0 +v coincide.
Therefore, f(K,x) = f(K0 + v,x) = xvf(K0, x) (by Part 2 of Theorem 3.1),
and the proof is complete. �

Remark. If we fix c1, . . . , cd and allow β1, . . . , βd to vary, the denominator of
the rational function f(K,x) does not change.

The following result is proved in [Barvinok 1994b].
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Theorem 4.2. Fix d. There exists a polynomial time algorithm, which, given
a rational polyhedral cone K ⊂ Rd, computes unimodular cones Ki : i ∈ I and
numbers εi ∈ {−1, 1} such that

[K] =
∑
i∈I

εi [Ki].

In particular , the number |I| of cones in the decomposition is bounded by a
polynomial in the input size of K.

Sketch of proof. Using triangulation, we reduce the problem to the case of a
simple cone K = co{u1, . . . , ud}, where u1, . . . , ud ⊂ Zd are linearly independent
integer points (we leave aside lower-dimensional cones, which can be treated in a
similar way). We introduce the index ind(K) which measures how far is K from
being unimodular: ind(K) = |u1 ∧ · · · ∧ ud| is the volume of the parallelepiped
spanned by the generators u1, . . . , ud. One can show that ind(K) is the number
of integer points in the fundamental parallelepiped Π of K (cf. Example 3.3).
Thus the index of a cone is a positive integer which equals 1 if and only if K
is unimodular. One can show that log ind(K) is bounded by a polynomial in
the input size of K. We are going to iterate a procedure which replaces [K] by
a linear combination of [Kj], where Kj are rational cones with smaller indices.
Consider a parallelepiped

B =
{
α1u1 + · · ·+ αdud : |αj| ≤

(
ind(K)

)−1/d for j = 1, . . . , d
}
.

We observe that B is centrally symmetric and has volume 2d. Therefore, by
the Minkowski convex body theorem (see, for example, [Lagarias 1995]), there
is a nonzero integer point w ∈ B (such a vector can be constructed efficiently
using, for example, integer programming in dimension d: see [Schrijver 1986]).
For j = 1, . . . , d, let

Kj = co{u1, . . . , uj−1, w, uj+1, . . . , ud}.

If w = α1u1 + · · ·+ αdud, then

ind(Kj) =
∣∣u1 ∧ · · · ∧ uj−1 ∧ w ∧ uj+1 ∧ · · · ∧ ud

∣∣
= |αj|

∣∣u1 ∧ · · · ∧ uj−1 ∧ uj ∧ uj+1 ∧ · · · ∧ ud
∣∣

= |αj| ind(K) ≤
(
ind(K)

)(d−1)/d
.

Furthermore, there is a decomposition

[K] =
∑
j∈J

εj [Kj ] +
∑
F

εF [F ],

where F ranges over lower-dimensional faces of Kj , and εj , εF ∈ {−1, 1}. If we
iterate this procedure, we observe that the indices of the cones involved decrease
doubly exponentially, whereas the number of cones increases only exponentially.
Therefore, iterating the procedure O(log log ind(K)) times, we end up with a
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decomposition of K into a linear combination of unimodular cones, with the
number of cones bounded by a polynomial in log(ind(K)). �

Remark (Triangulations are not enough). As is well-known (see [Fulton
1993, Section 2.6], for example), every rational cone can be triangulated into
unimodular cones. However, to ensure polynomial time complexity, it is impor-
tant to use signed decompositions; triangulations alone are not enough, as the
following simple example shows.

Let K = co{u1, u2} ⊂ R2 be the planar cone spanned by vectors u1 = (1, 0)
and u2 = (1, n), where n is a positive integer. To triangulate K into unimodular
cones, we have to draw a line through each point (1, i), 1 ≤ i < n. Thus the
number of cones will grow linearly in n, that is, exponentially in the size O(logn)
of the input. However, to write a signed decomposition we need only three
unimodular cones: let w = (0, 1), K1 = co{w, u1}, K2 = co{w, u2}, and K3 =
co{w}. Then K1, K2 and K3 are unimodular cones, and [K] = [K1]−[K2]+[K3].

Remark 4.3 (The duality trick). Once we have a decomposition

[K] =
∑
i∈I

εi [Ki],

where the Ki are unimodular cones, we can write

f(K;x) =
∑
i∈I

εif(Ki;x) (4.3.1)

(see Theorem 3.1). Since there are explicit formulas for f(Ki;x) (see Example
3.3), we get an explicit formula for f(K;x). The complexity of such a formula,
as asserted by Theorem 4.2, is bounded by a polynomial in the input size of K.
There is a trick which allows us to obtain a decomposition of the type (4.3.1),
where all Ki are unimodular and d-dimensional. The idea can already be found
in the seminal paper [Brion 1988]. Sometimes this trick significantly reduces the
computational complexity of the formula. Namely, let K∗ be the dual cone to
K. We apply the iterative procedure of Theorem 4.2 to K∗, discarding lower-
dimensional cones on every step. Thus we get a decomposition

[K∗] =
∑
i∈I

εi [Ki] modulo lower-dimensional cones,

where the Ki are d-dimensional unimodular cones. The dual of a lower-dimen-
sional cone contains a straight line. Therefore, by Corollary 2.8 we get that

[K] =
∑
i∈I

εi [K∗i ] modulo cones with straight lines.

From Theorem 3.1, we get that

f(K;x) =
∑
i∈I

εif(K∗i ;x).
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Note that the K∗i are unimodular, provided that the Ki are unimodular. If
the cone K is defined by linear inequalities in Rd, then the complexity of the
algorithm and the resulting formula is LO(d), where L is the input size of K. The
complexity of the algorithm of Theorem 4.2, as stated, can be as bad as LΩ(d2)

if K is given as a conic hull of integer vectors in Zd, and LΩ(d3) if K is given by
a set of linear inequalities. The savings in computational complexity comes from
the fact that if we iterate the procedure of Theorem 4.2 as stated, the number
of cones in every step grows by a factor of 2d. If we discard lower-dimensional
cones, the number of cones in every step grows by a factor of d only.

We are ready to state the main result of this section. We not only compute the
expression for f(P ;x), but we also describe how it changes when the facets of P
are moved parallel to themselves so that the combinatorial structure of P does
not change.

Theorem 4.4. Fix d. There exists a polynomial time algorithm, which, for a
given rational polyhedron P ⊂ Rd,

P =
{
x ∈ Rd : 〈ci, x〉 ≤ βi for i = 1, . . . , m

}
, where ci ∈ Zd and βi ∈ Q,

computes the generating function f(P ;x) =
∑
m∈P∩Zd x

m in the form

f(P ;x) =
∑
i∈I

εi
xai

(1− xbi1) · · · (1− xbid)
, (4.4.1)

where εi ∈ {−1, 1}, ai ∈ Zd, and bi1, . . . , bid is a basis of Zd for each i.
Suppose that the vectors ci : i = 1, . . . , m are fixed and the βi vary in such

a way that the combinatorial structure of the polyhedron P = P (β) : β =
(β1, . . . , βm) stays the same. Then the exponents bij in the denominator of each
fraction remain the same, whereas the exponents ai = ai(β) in the numerator
change with β ∈ Qm as

ai =
d∑
j=1

⌊
lij(β)

⌋
bij, (4.4.2)

where the lij : Qm → Q are linear functions. If β is such that P (β) is an integer
polytope, then lij(β) ∈ Z for each pair i, j.

The computational complexity of the algorithm for finding (4.4.1) and (4.4.2)
is LO(d), where L is the input size of P . In particular , the number |I| of terms
in (4.4.1) is LO(d).

Proof. Let Vert(P ) be the set of vertices of P . For v ∈ Vert(P ), let Iv =
{i ∈ I : 〈ci, v〉 = βi} be the set of those inequalities that are active at v, and let
N(P, v) = co{ci : i ∈ Iv} be the conic hull of the normals of the facets containing
v. Then for the tangent cone cone(P, v), we have

cone(P, v) = −N∗(P, v) + v.
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Using Theorem 4.2 and Remark 4.3, we construct d-dimensional unimodular
cones K(v, j) : j ∈ Jv and numbers ε(v, j) ∈ {−1, 1} such that

[N(P, v)] =
∑
j∈Jv

ε(v, j)[K(v, j)] modulo lower-dimensional cones.

Therefore, for the supporting cone of P at v, we have

[cone(P, v)] = [v −N∗(P, v)]

=
∑
j∈Jv

ε(v, j)[v −K∗(v, j)] modulo cones with straight lines.

Thus,
f
(
cone(P, v);x

)
=
∑
j∈Jv

ε(v, j)f
(
v −K∗(v, j);x

)
by Part 4 of Theorem 3.1. Now, each cone v−K∗(v, j) is a unimodular cone with
vertex v. If the ci are fixed, as long as the combinatorial structure of P does not
change, each vertex v = v(β) of P changes linearly with β ∈ Rm. Therefore, we
can apply Lemma 4.1 to find f(v −K∗(v, j);x). Applying Theorem 3.5, we get

f(P ;x) =
∑

v∈Vert(P)

f
(
cone(P, v);x

)
,

and the proof is complete. �

If P ⊂ Rd is a polytope, then

f(P ;x) =
∑

m∈P∩Zd
xm

is a polynomial, whose expression as the sum of monomials can be very long.
Theorem 4.4 asserts that if P is a rational polytope, then this polynomial can
be written as a short rational function. A typical example is provided by a poly-
nomial

∑n
k=1 x

k, containing n monomials, which can be written as the rational
function (1− xn+1)/(1− x), which one needs only O(logn) bits to write.

Theorem 4.4 implies that if the dimension d is fixed, the valuation

F : P(Qd)→ Q(x)

is computable in polynomial time.

5. Efficient Counting of Lattice Points

If P ⊂ Rd is a rational polytope, the generating function

f(P ;x) =
∑

m∈P∩Zd
xm

is a polynomial, and its value at x = (1, . . . , 1) is the number of integer points
|P ∩ Zd| in P . Note that if we compute f(P ;x) as a short rational function,
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as provided by Theorem 4.4, then the point x = (1, . . . , 1) is a pole of each
fraction in the representation (4.4.1). This can be can be handled by taking
an appropriate residue or by computing the value of f(P ;x) at a point x close
to 1 = (1, . . . , 1) and rounding the answer to the nearest integer as in [Dyer
and Kannan 1997]. We use the “residue” approach, suggested in [Brion 1988]
and also used in [Barvinok 1994b], where the first polynomial time algorithm for
counting integer points in a rational polytope was constructed.

Definition 5.1. Consider the function

F (τ ; ξ1, . . . , ξd) =
d∏
i=1

τξi
1− exp(−τξi)

in d + 1 complex variables τ and ξ1, . . . , ξd. It is easy to see that F is analytic
in a neighborhood of the origin τ = ξ1 = . . . = ξd = 0 and therefore there exists
an expansion

F (τ ; ξ1, . . . , ξd) =
+∞∑
k=0

τk tdk(ξ1, . . . , ξd),

where tdk(ξ1, . . . , ξd) is a homogeneous polynomial of degree k, called the k-th
Todd polynomial in ξ1, . . . , ξd. It is easy to check that tdk is a symmetric poly-
nomial with rational coefficients; see [Hirzebruch 1966] or [Fulton 1993, Section
5.3]).

Algorithm 5.2 (A polynomial time algorithm for counting integer

points in rational polytopes when the dimension is fixed). Suppose
the dimension d is fixed and P ⊂ Rd is a rational polytope. We use Theorem
4.4 to compute

f(P ;x) =
∑
i∈I

εi
xai

(1− xbi1) · · · (1− xbid) .

We construct a vector l ∈ Zd such that 〈l, bij〉 6= 0 for each i and j. To do this
efficiently, we consider the “moment curve” g(τ) = (1, τ, τ2, . . . , τd−1) ∈ Rd. For
each bij, the function 〈g(τ), bij〉 : τ ∈ R is a nonzero polynomial of degree at most
d−1 in τ , and thus this function has at most d−1 zeros. Therefore, we can select
l from the set of integer vectors {g(0), g(1), . . . , g(m)}, where m = d(d−1)|I|+1.

Let l = (λ1, . . . , λd). For τ > 0, let xτ =
(
exp(τλ1), . . . , exp(τλd)

)
and let

ξij = 〈l, bij〉 and ηi = 〈l, ai〉. Then

|P ∩Zd| = lim
τ→0

f(P ;xτ ) = lim
τ→0

∑
i∈I

εi
exp(τ〈l, ai〉)

(1−exp(τ〈l, bi1〉)) · · · (1−exp(τ〈l, bid〉))

= lim
τ→0

1
τd

∑
i∈I

εi
τd exp(τηi)

(1−exp(τξi1)) · · · (1−exp(τξid))
.
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Now, each fraction

hi(τ) =
τd exp(τηi)

(1− exp(τξi1)) · · · (1− exp(τξid))

is a holomorphic function in a neighborhood of τ = 0 and the d-th coefficient of
its Taylor series is

1
ξi1 · · · ξid

d∑
k=0

ηki
k!

tdd−k(ξi1, . . . , ξid).

Finally, we get an efficient formula for the number of integer points in P :

|P ∩ Zd| =
∑
i∈I

εi
ξi1 · · · ξid

d∑
k=0

ηki
k!

tdd−k(ξi1, . . . , ξid). (5.2.1)

The construction of Algorithm 5.2 allows us to find out how the number of integer
points in a rational polytope changes when the facets of the polytope are moved
parallel to themselves, as long as the combinatorial type of the polytope does
not change.

Theorem 5.3. Fix vectors c1, . . . , cm ∈ Zd such that for any β ∈ Qm: β =
(β1, . . . , βm), the set

P (β) =
{
x ∈ Rd : 〈ci, x〉 ≤ βi for i = 1, . . . , m

}
is a rational polytope in Rd, if nonempty . Let B ⊂ Qm be a set such that for any
β1, β2 ∈ B, the polytopes P (β1) and P (β2) have the same combinatorial type.
Then there exist linear functions lij : Qm → Q and rational numbers αik and
γij such that for any β ∈ B,

|P (β) ∩ Zd| =
∑
i∈I

d∑
k=1

αik

( d∑
j=1

γij blij(β)c
)k
. (5.3.1)

If for some β ∈ B, P (β) is an integer polytope, then lij(β) ∈ Z. Furthermore,
for any fixed dimension d, there is a polynomial time algorithm for computing
the formula (5.3.1).

Proof. The theorem follows from Theorem 4.4 and Algorithm 5.2. Note that
in (5.2.1), the numbers ξij and εi do not change as long as β ∈ B. Hence we let

αik =
εi

k! ξi1 · · ·ξid
tdd−k(ξi1, . . . , ξid).

For β ∈ B, we have ηi = ηi(β) = 〈l, ai(β)〉 for some fixed l ∈ Zd, where by
Theorem 4.4,

ai(β) =
d∑
j=1

blij(β)c bij

for some fixed bij ∈ Zd. Hence we let γij = 〈l, bij〉. �
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Remark (Relation to integer programming algorithms). Integer pro-
gramming is concerned with optimizing a given linear function on the set of
integer points in a given rational polyhedron in Rd. By using a standard trick
of dichotomy, one can reduce an integer programming problem to a sequence
of feasibility problems: given a rational polyhedron P ⊂ Rd, decide whether P
contains an integer point, and if so, find such a point. Integer Programming is
difficult (NP-hard) in general, but it admits a polynomial time algorithm if the
dimension d is fixed and not a part of the input. The first integer programming
algorithm having polynomial time complexity in fixed dimension was constructed
by H. W. Lenstra [1983]; see [Grötschel et al. 1993; Lovász 1986; Schrijver 1986]
for a survey and subsequent improvements. Of course, if we can count integer
points in P , we can decide whether P ∩ Zd = ∅. The catch is that in one of
the crucial ingredients of Algorithm 5.2, namely in the proof of Theorem 4.2,
we refer to integer programming in fixed dimension. Therefore, employing Al-
gorithm 5.2 to solve an integer programming problem may seem to result in a
vicious circle. However, as M. Dyer and R. Kannan [1997] show, one can avoid
the dependence on Lenstra’s algorithm in Theorem 4.2 by using an appropriate
lattice reduction algorithm. Hence Algorithm 5.2 gives rise to a new linear pro-
gramming algorithm, whose complexity is polynomial time when the dimension
d is fixed and which uses lattice reduction (cf. [Lenstra et al. 1982]), but does
not use “rounding” of a given convex body in Rd, which is the second main in-
gredient in Lenstra’s algorithm and its subsequent improvements (see [Grötschel
et al. 1993; Lovász 1986]). This rounding seems to be quite time-consuming and
it would be interesting to find out if Algorithm 5.2 can compete with the known
integer programming algorithms. On the other hand, Lenstra’s algorithm can be
naturally extended to “convex integer” problems, whereas Algorithm 5.2 heavily
uses the polyhedral structure.

We conclude this section with a description of a very general “trick” which
sometimes allows one to count lattice points efficiently even if the dimension is
large.

Remark (Changing the lattice). Suppose that Λ ⊂ Zd is a sublattice of a
finite index |Zd : Λ|. Let Λ∗ be the dual lattice. Therefore, Zd ⊂ Λ∗ ⊂ Qd and
|Λ∗ : Zd| = |Zd : Λ|.

For x = (x1, . . . , xd) ∈ Cd and any vector l = (λ1, . . . , λd) ∈ Qd, define

e2πilx =
(
exp(2πiλ1)x1, . . . , exp(2πiλd)xd

)
.

Then the value of (
e2πilx

)m = exp
(
2πi〈l, m〉

)
xm

depends only on the coset Λ∗ : Zd represented by l.
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Furthermore, we have

1
|Λ∗ : Zd|

∑
l∈Λ∗:Zd

(
e2πilx

)m =
{
xm if m ∈ Λ,
0 otherwise.

Therefore, if P ⊂ Rd is a rational polytope with a known function f(P ;x), one
can compute the modified function

f(P,Λ;x) =
∑

m∈P∩Λ

xm

by the formula

f(P,Λ;x) =
1

|Λ∗ : Zd|
∑

l∈Λ∗:Zd
f(P ; e2πilx).

Therefore, if the function f(P ;x) is known and the index |Zd : Λ| is not very
large, one can compute f(P,Λ;x) efficiently.

The computational complexity of the algorithm above is exponential in the
input size of Λ even when the dimension d is fixed, but for lattices Λ of small
index |Zd : Λ|, it may appear computationally useful. Suppose, for example,
that P = [0, n1]× [0, n2]× . . .× [0, nd] is the d-dimensional integer “box”. Then
there is an explicit formula for the generating function f(P ;x):

f(P ;x) =
d∏
i=1

1− xni+1
i

1− xi
.

Thus there is an algorithm for counting points in P ∩ Λ whose complexity is
polynomial in the index |Zd : Λ| (d need not be fixed).

This approach was used in [Brion and Vergne 1997c] and in [Barvinok 1993]
in a particular situation.

This construction can be dualized. Suppose that Λ ⊂ Qd is a lattice such
that Zd ⊂ Λ. Now m ∈ Λ no longer needs to be integer vector, so in order to
resolve the ambiguity of xm, it is convenient to make the substitution xj = eλj ,
j = 1, . . . , d and hence interpret the monomial xm as the function Cd → C,
l 7→ exp

(
〈l, m〉

)
, where l = (λ1, . . . , λd).

Then

f(P,Λ;x) =
∑

m∈P∩Λ

xm =
∑
l∈Λ:Zd

xlf(P ;x).

(Clearly, the sum does not depend on a particular choice of coset representa-
tives l). Therefore, if f(P ;x) is known and the index |Λ : Zd| is small, then one
can compute f(P,Λ;x) efficiently. We can iterate the two constructions: first
we take a sublattice Λ1 ⊂ Zd of a small index, then a superlattice Λ2 ⊃ Λ1 of a
small index, then a sublattice Λ3 ⊂ Λ2, and so forth.
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6. Existence of “Local Formulae”

The results of Sections 4 and 5 provide a satisfactory solution of the counting
problem when the dimension of the ambient space is fixed. If the dimension d

is allowed to grow, the algorithms can become less efficient than straightforward
enumeration. If the dimension is allowed to grow, the problem of “efficient
counting” seems to be ill-posed, since much depends on the particulars of the
polytope. For example, it becomes relevant whether the polytope is given by
the list of its vertices or by the list of its facets. In this section, we explain our
approach to what the “right” counting problem is when the dimension is allowed
to grow.

P. McMullen [1983] proved that the number of integer points in a rational
polytope P can be expressed as a linear combination of the volumes of the faces
of the polytope, where the coefficient of vol(F ), where F is a face of P , depends
only on the translation class mod Zd of the supporting cone cone(P, F ) of P at
F (see Definition 3.4).

Theorem 6.1 (“Local Formula”). For every rational cone K ⊂ Rd one can
define a rational number φ(K), such that

(i) The function φ is invariant under lattice translations:

φ(K) = φ(K + u) for any u ∈ Zd;

(ii) For any rational polytope P ⊂ Rd,

|P ∩ Zd| =
∑
F

vol(F )φ
(
cone(P, F )

)
,

where the sum is taken over all faces F of P , and vol(F ) is the volume of F ,
measured intrinsically in its affine span.

Theorem 6.1 immediately implies that the number of integer points |kP ∩ Zd|
in the dilated polytope kP , where k is positive integer, is a quasipolynomial∑d
i=1 fi(k)kd, where the fi(k) are periodic functions. If P is integral, then we

get a genuine polynomial, namely the Ehrhart polynomial of P , see Example
1.5.

The function φ fails badly to be unique. Essentially, one can get the existence
of φ using a Hahn–Banach type reasoning: see [McMullen 1993]. In the next
section, we sketch a more constructive approach, also due to McMullen, via what
we call the “Combinatorial Stokes Formula” (the formula belongs to McMullen,
whereas its name is our invention). In many important cases, φ can be chosen
to be a valuation on rational cones.

Note that, if dimP = d and dimF = k, the apex of cone(P, F ) is a k-
dimensional affine subspace. Thus the cone is just the product of a (d − k)-
dimensional pointed cone with the apex at the origin and a rational subspace.
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Hence cone(P, F ) looks “simple” when d− k is small. In our opinion, the right
problem to consider is the following:

Problem 6.2. If k is fixed and d is allowed to grow, find a computationally
efficient choice of φ on rational cones with (d− k)-dimensional apex.

In other words, we are interested in computing the highest terms of the expres-
sion for the Ehrhart (quasi)polynomial of P . Problem 6.2 is still not completely
solved. In Section 8, we will see this problem solved for integer polytopes: com-
putation of any fixed number of the highest coefficients of the Ehrhart polynomial
of an integer polytope reduces in polynomial time to computation of volumes of
faces; see [Barvinok 1994a]. However, the problem of finding computable func-
tions φ for rational polytope is not yet solved.

The supporting cone cone(P, F ) is “unnecessarily large”, as it contains an
affine subspace. Sometimes it is desirable to get a more “condensed” represen-
tation for the function φ.

Definition 6.3. Let P ⊂ Rd be a full-dimensional polyhedron and let F ⊂ P

be a face. The normal cone N(P, F ) is the cone spanned by the outer normals
of facets of P that contain F . In other words, if

P =
{
x ∈ P : 〈ci, x〉 ≤ βi for i = 1, . . . , m

}
,

F is a face of P , and IF =
{
i : 〈ci, x〉 = βi for every x ∈ F

}
is the set of

inequalities that are active on F , then

N(P, F ) = co{ci : i ∈ IF }.

If dimF = k, then N(P, F ) is a (d− k)-dimensional pointed cone with vertex at
the origin.

Thus, for a full-dimensional integer polytope P ⊂ Rd, Theorem 6.1 asserts that

|P ∩ Zd| =
∑
F

φ
(
N(P, F )

)
vol(F ),

where φ is a function on pointed rational cones. The values of φ on lower-
dimensional cones determine higher-dimensional coefficients of the Ehrhart poly-
nomial. If P is a rational polytope, which is not an integer polytope, the value
of φ depends not only on the normal cone N(P, F ), but also on the translation
class mod Zd of the affine hull aff(F ) of the face F .

7. The Combinatorial Stokes Formula and Applications

Roughly speaking, the main idea of this section is to express the number
|P ∩ Zd| of integer points in a polytope P as a sum of a main term, which
is the volume of P , and a correction term, associated with the boundary ∂P

of P . Naturally, we will have to consider lower-dimensional sublattices of Zd.
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This explains why it is convenient to consider right from the beginning a general
lattice Λ ⊂ Rd (discrete additive subgroup of Rd), rather than only Zd.

Definitions 7.1. Fix a lattice Λ ⊂ Rd. A polytope P ⊂ Rd is called a lattice or
Λ-polytope provided that its vertices belong to Λ. A polytope P ⊂ Rd is called
a rational or QΛ-polytope provided that for some positive integer n, nP =
{nx : x ∈ P} is a lattice polytope. Let Pc(QΛ) be the subspace (subalgebra) of
Pc(Rd) spanned by the indicator functions [P ] of rational polytopes. A valuation
Φ : Pc(QΛ) → V is called simple provided Φ([P ]) = 0 when dimP < d. A
valuation Φ is called Λ-invariant provided Φ([P +λ]) = Φ([P ]) for any λ ∈ Λ. A
valuation Φ is called centrally symmetric provided Φ([P ]) = Φ([−P ]) for every
polytope P . Often we write Φ(P ) instead of Φ([P ]).

7.2 (Cones and angles). Let K ⊂ Rd be a cone. Let Sd−1 be the unit sphere
centered at the apex of K. We define αd(K) to be the spherical measure of the
intersection K ∩ Sd−1 normalized in such a way that the spherical measure of
the whole sphere Sd−1 is 1. We also agree that if d = 0, then α0(0) = 1. Clearly,
αd(K) = 0 if K is not a full-dimensional cone. The intrinsic measure α(K) is
defined as the spherical measure αk(K) in the affine hull of K, where k = dimK.

Finally, let P ⊂ Rd be a d-dimensional polyhedron, and let F ⊂ K be a
k-dimensional face of P . The exterior angle γ(P, F ) of P at F is the intrinsic
measure of the normal cone of P at F (see Definition 6.3); that is, γ(P, F ) =
α
(
N(P, F )

)
.

If K ⊂ Rd is a d-dimensional polyhedral cone, then∑
F

α(F )γ(K,F ) = 1, (7.2.1)

where the sum is taken over all nonempty faces F of K; see [McMullen 1975].
The proof, also due to McMullen, is immediate: for every point x ∈ Rd, let
n(x) ∈ K be the (unique) point closest to x in the Euclidean metric. Then the
summands of (7.2.1) correspond to a dissection of Rd into pieces, each of which
consists of those points x such that n(x) is in the relative interior of a given
face F .

An important example of a simple lattice-invariant valuation related to lattice
point counting arises when we count lattice points with their “solid angles.”

Example 7.3 (The solid angle valuation ρ). For a polyhedron P ⊂ Rd
and a point x ∈ Rd, define the solid angle β(P, x) of P at x in the following
way: let Br(x) denote the ball centered at x of radius r. We let

β(P, x) = lim
r→0

vol(P ∩Br(x))
vol(Br(x))

,

where “vol” is the usual volume in Rd. For example, if x /∈ P then β(P, x) = 0.
Similarly, if dimP < d then β(P, x) = 0 for any x. Furthermore, β(P, x) = 1
if and only if x is in the interior of P . If P is d-dimensional and x lies in the
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relative interior of a facet of P , then β(P, x) = 1
2 . Generally, if x lies in the

relative interior of a face F of P , then β(P, x) is the spherical measure of the
supporting cone of P at F .

Let

ρ(P ) =
∑
x∈Λ

β(P, x).

It is easy to see that ρ extends to a simple centrally-symmetric Λ-invariant
valuation

ρ : Pc(QΛ)→ R.

From (7.2.1), one can deduce that

|P ∩ Λ| =
∑
F

ρ(F )γ(P, F ), (7.3.1)

where the sum is taken over all faces F of P and ρ(F ) is defined intrinsically in
the affine span of F .

Fix a lattice Λ ⊂ Rd, with rank Λ = d. A subspace L ⊂ Rd is called a lattice
subspace, if it is spanned by lattice points. Similarly, an affine subspace A ⊂ Rd
is called a lattice subspace provided it is a lattice translation of a linear lattice
subspace. A rational subspace is a translation of a lattice linear subspace by a
vector in QΛ.

Suppose we are given a simple Λ-invariant valuation Φ. The idea of the Combi-
natorial Stokes Formula is to construct a family of valuations {φA} concentrated
on affine rational hyperplanes A ⊂ Rd. It turns out that each valuation φA is
simple, considered as a valuation in the (d− 1)-dimensional space A. If F ⊂ A

is a polytope, instead of writing φA(F ), we write simply φ(F ). Our theorem
follows [McMullen 1978/79].

Theorem 7.4. Fix a lattice Λ ⊂ Rd and a simple lattice invariant valuation
Φ on rational polytopes in Rd. Then there exist a number α ∈ R, a function
κ : Rd → R, and a family of simple valuations {φA}, associated with rational
hyperplanes A ⊂ Rd, such that the following properties are satisfied :

(i) Valuations φA are Λ-invariant : if P and Q are rational (d− 1)-dimensional
polytopes and P is a lattice translation of Q, then φ(P ) = φ(Q).

(ii) If P ⊂ Rd is a rational polytope, then

Φ(P ) = α vol(P ) +
∑
F

κ(nF )φ(F ),

where the sum is taken over all facets of P and nF is the outer unit normal
to F ;

(iii) κ is an odd function: κ(−u) = −κ(u) for each ∈ Rd.
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Sketch of proof. Without loss of generality, we assume that Λ = Zd. We
proceed by induction on d. For d = 0, the result is clear.

Suppose that d ≥ 1, and consider Rd−1 as a hyperplane in Rd (the last coor-
dinate is 0). We define a valuation Ψ on Rd−1 by Ψ(Q) = Φ(Q× [0, 1]). Clearly,
Ψ is a simple Zd−1-invariant valuation in Rd−1, so we can apply the induction
hypothesis to Ψ. Let α = αΨ be the corresponding number, κ = κΨ : Rd−1 → R
be the corresponding function, and let {ψH} be the corresponding family of
valuations for rational hyperplanes H ⊂ Rd−1. If H ⊂ Rd−1 is a rational hyper-
plane, then A = H ⊕ R1 is a rational hyperplane in Rd whose normal vector is
in Rd−1. Using the induction hypothesis, one can show that the valuations ψH
can be extended to valuations φA in such a way that φA(Q× [0, 1]) = ψH(Q) for
any rational polytope Q ∈ H. Hence we have constructed valuations φA on the
hyperplanes whose normal vectors are in Rd−1. For a rational polytope P ⊂ Rd,
let

Φ(P ) = Φ(P )− α vold(P )−
∑
F

κ(nF )φ(F ),

where the sum is taken over all facets of P whose normal vectors are in Rd−1.
Using Theorem 2.9, one can show that Φ is in fact a simple Λ-invariant valuation.

It is clear that Φ(Q× [0, 1]) = 0, where Q is a lattice polytope in Rd−1. Since
Φ is a simple valuation, we conclude that Φ(P ) = 0 if P is a “lattice prism”
Q× [m, n], where m, n ∈ Z.

Now we are ready to define φA for any rational hyperplane A ⊂ Rd and κ for all
u ∈ Rd. Let A ⊂ Rd be a rational affine hyperplane and let Q ⊂ A be a rational
polytope. Translating by a lattice vector, if necessary, we can always assume that
Q is in the upper halfspace of Rd (the halfspace with positive last coordinate).
Let Q′ be the projection of Q down onto Rd−1, and let Π(Q) = conv(Q∪Q′) be
the “skewed prism” with bottom facet Q′ and top facet Q. Let

φA(Q) = Φ(Π(Q)).

One can show that φA(Q) is well-defined and that the family {φA} is Λ-invariant,
since if we choose a lattice translation P of Q, the difference between the values
of Φ on the skewed prisms Π(Q) and Π(P ) will be the value of Φ on a right prism
Q× [m, n], which is zero. Let ud denote the last coordinate of a vector u ∈ Rd.
If ud = 0 we can think of u as a vector in Rd−1. Define κ by

κ(u) =


1 if ud > 0,
−1 if ud < 0,
κΨ(u) if ud = 0.

Now the theorem follows since

[P ] =
∑
F

κ(nF )[Π(F )] modulo lower-dimensional polytopes,

where the sum is taken over all facets F of P . �
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The following example justifies, in our opinion, the name “Combinatorial Stokes
Formula” for Theorem 7.4.

Example 7.5 (Exponential Valuations). Let Λ∗ be the lattice dual to Λ:

Λ∗ =
{
x ∈ Rd : 〈x, u〉 ∈ Z for each u ∈ Λ

}
.

To each l ∈ Λ∗ one can associate a simple Λ-invariant valuation Φl defined by

Φl(P ) =
∫
P

exp
(
2πi〈l, x〉

)
dx.

It is clear that if l = 0 then Φl(P ) = vol(P ). If l 6= 0 then (the ordinary) Stokes
formula implies that∫

P

exp
(
2πi〈l, x〉

)
dx =

1
〈l, c〉

∑
F

〈c, nF 〉
∫
F

exp
(
2πi〈l, x〉

)
dxF ,

where c is any vector such that 〈l, c〉 6= 0. Here the sum is taken over all facets
F of P , and dxF is Lebesgue measure on the supporting hyperplane of F ; see
[Barvinok 1993]. Therefore, Theorem 7.4 holds with κ(u) = 〈c, u〉/〈l, c〉 and
{φA} being a family of exponential valuations on rational hyperplanes in Rd.

Theorem 7.4 has an interesting corollary. We say that a set X ⊂ Rd is centrally
symmetric provided there is a point y such that 2y − x ∈ X for any x ∈ X.

Corollary 7.6. Let Φ be a Λ-invariant simple centrally symmetric valuation.
There exists a constant α such that for each lattice polytope P whose facets are
centrally symmetric,

Φ(P ) = αvolP.

Proof. We have

Φ(P ) =
Φ(P ) + Φ(−P )

2
.

Expressing Φ(P ) and Φ(−P ) by Theorem 7.4, we notice that all the terms except
the main one cancel each other out. �

Applications to the solid angle valuation ρ. We consider the valuation ρ

of Example 7.3, which counts every lattice point in P with weight equal to the
solid angle at that point.

Corollary 7.7. Let Λ ⊂ Rd be a lattice of rank d and let P ⊂ Rd be a lattice
polytope whose facets are centrally symmetric. Then

ρ(P ) =
vol(P )
det Λ

.

Proof. By Corollary 7.6, it follows that ρ(P ) = α vol(P ) for some α. Let
nP = {nx : x ∈ P} be a dilatation of P . Then

α = lim
n→+∞

ρ(nP )
vol(nP )

=
1

det Λ
. �
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Corollary 7.7 can be considered as a “101st” generalization of Pick’s formula
(Example 1.2). Indeed, all facets of a polygon are centrally symmetric. Pick’s
formula is equivalent to saying that if we count every integer point in a polygon
P with weight equal to the angle at this point, we get the area of the polygon.

An interesting example of a polytope with centrally symmetric faces is pro-
vided by a zonotope, that is, the Minkowski sum of finitely many lattice inter-
vals. To remove various normalizing factors, it is convenient to measure volumes
of polytopes intrinsically, with respect to a given lattice. Namely, fix a lattice
Λ ⊂ Rd. Suppose that P ⊂ Rd is a lattice polytope and suppose that k = dimP .
Without loss of generality, we may assume that the affine hull A of P contains
the origin. Then ΛA = Λ∩A is a lattice of rank k, and we normalize the volume
form in A in such a way that det ΛA = 1.

Corollary 7.8. Let P ⊂ Rd be an integer zonotope, that is, the Minkowski
sum of finitely many integer intervals. Then the number of integer points in P

is expressed by the formula:

|P ∩ Zd| =
∑
F

vol(F )γ(P, F ),

where the sum is taken over all faces F of P , γ(P, F ) is the exterior angle of
P at F , and the volume of a face is measured intrinsically with respect to the
lattice.

Proof. Since every face of a zonotope is centrally symmetric, the result follows
from Corollary 7.7 and formula (7.3.1). Of course, it is quite easy to find a simple
alternative proof which does not use Theorem 7.4. For a full-dimensional lattice
parallelepiped Π (that is, the Minkowski sum of d linearly independent intervals)
we have ρ(Π) = vol(Π), since lattice translates of Π tile the space Rd and both
the volume and the valuation ρ are simple and lattice-invariant. Since a lattice
zonotope can be dissected into lattice parallelepipeds (see, for example, [Ziegler
1995, Lecture 7]), we get ρ(P ) = vol(P ) for any lattice zonotope P . Since every
face of a lattice zonotope is a lattice zonotope itself, we use (7.3.1) to complete
the proof. �

The boundary of a convex polytope can be represented as a union of lower-
dimensional polytopes. Therefore, we can apply the Stokes formula of Theorem
7.4 recursively, first to the polytope P , then to its facets, then to its ridges, and
so forth. We will end up with a decomposition involving volumes of faces and
some “local” functions, depending only on the supporting cones at the faces (see
[McMullen 1978/79]). Thus using Theorem 7.4, one can prove Theorem 6.1 first
for the simple valuation ρ, and then, applying (7.3.1), for the number of integer
points.

Example 7.9 (Coefficients of the Ehrhart polynomial). For any ra-
tional polytope P ⊂ Rd, there is a positive integer m such that the dilatation
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Qm = mP is an integer polytope. Consider the Ehrhart polynomial of Qm (see
Example 1.5)

|nQm ∩ Zd| = ad(Qm)nd + · · ·+ a0(Qm),

and define ak(P ) = ak(Qm)/mk for k = 0, . . . , d. It is easy to see that the
numbers ak(P ) are well-defined, that is independent on the choice of the scaling
factor m. Furthermore, one can see that ak : Pc(Qd) → Q is a valuation. As
proved by U. Betke and M. Kneser [1985], the coefficients ak constitute a basis of
the vector space of all valuations Pc(Qd)→ Q that are invariant under the affine
transformations of Rd that map the lattice Zd onto itself. Obviously, ak(P ) are
homogeneous, that is ak(rP ) = rkak(P ), where r > 0 is a rational number.
Corollary 7.8 implies that if P is a rational zonotope, then

ak(P ) =
∑

F :dim F=k

vol(F )γ(P, F ).

In particular, the coefficients of the Ehrhart polynomial of a zonotope are always
nonnegative. Curiously, if k = 0, d−1, or d, the formula holds true for any
rational polytope P . One can show that in fixed dimension, one can compute
the spherical measure of a given polyhedral cone within any given error ε > 0
in polynomial time. Furthermore, even if the dimension is allowed to be a part
of the input, using the technique of [Dyer et al. 1991] (see [Kannan et al. 1997]
for recent improvements), one can come up with a randomized algorithm which,
given an ε > 0, approximates the spherical measure of a given polyhedral cone
with relative error ε in time which is polynomial in the input size and ε−1. The
cone may be given as the convex hull of rays or as the intersection of subspaces.
Thus in the class of integer zonotopes, Problem 6.2 has a satisfactory solution.

For general rational polytopes P ⊂ Rd, Theorem 6.1 asserts that

ak(P ) =
∑

F :dim F=k

vol(F )φ
(
N(P, F )

)
,

where φ is “some function” on the normal cones N(P, F ) of P at the k-dimen-
sional faces F . There are 3-dimensional integer polytopes P , such that a1(P ) <
0. (Example: the tetrahedron ∆ ⊂ R3 with the vertices (0, 0, 0), (1, 0, 0), (0, 1, 0)
and (1, 1, 13); see [Fulton 1993, Section 5.3].) Hence, in general, φ can hardly be
any geometric measure, it must reflect arithmetic structure. Computationally
efficient choices of φ are discussed further in Sections 8 and 9.

Let P ⊂ Rd be an integer polytope. Instead of considering the coefficients
ak(P ), it can be useful to consider their linear combinations, h∗0(P ), . . . , h∗d(P ),
defined by the following expression of a power series in one variable x as a rational
function:
∞∑
n=0

(
a0(P ) + a1(P )n+ · · ·+ ad(P )nd

)
xn =

h∗0(P ) + h∗1(P )x+ · · ·+ h∗d(P )xd

(1− x)d+1
.
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Unlike the coefficients ak(P ), the numbers h∗k(P ) are monotone, that is, h∗k(P ) ≥
h∗k(Q) if Q and P are integer polytopes with Q ⊂ P [Stanley 1993]. In particular,
the h∗k(P ) are always nonnegative. However, they are not homogeneous.

From the proof of Theorem 7.4, it is not at all clear what the functions φ in The-
orem 6.1 might look like. The problem appears somewhat easier for exponential
valuations Φl (Example 7.5). Since the main term is 0 unless l = 0 we conclude
that if the highest term of the Ehrhart (quasi)polynomial of the valuation Φl is
k, then l is orthogonal to some k-dimensional face of P .

A possible approach would be to relate the exponential valuations Φl of Ex-
ample 7.5 and the solid angle valuation ρ (see Section 7.3). Let

θτ (x) = τd/2
∑
u∈Λ

exp
(
−τπ‖x− u‖2

)
=

1
det Λ

∑
l∈Λ∗

exp
(
−π‖l‖2/τ

)
exp
(
2πi〈l, x〉

)
,

where τ > 0 is a parameter. It is then easy to show (see [Barvinok 1992]) that

lim
τ→+∞

∫
P

θτ (x) dx = ρ(P ).

Thus we get a decomposition of ρ into the Fourier series of the valuations Φl:

ρ(P ) = lim
τ→+∞

∑
l∈Λ∗

exp
(
−π‖l‖2/τ

)
Φl(P ).

This approach was discovered independently and is being developed by R. Diaz
and S. Robins [≥ 1999].

8. Using Algebraic Geometry to Count Lattice Points

In recent years, many authors [Brion and Vergne 1997a; Cappell and Shaneson
1994; Ginzburg et al. ≥ 1999; Kantor and Khovanskii 1993; Infirri 1992; Morelli
1993a; 1993b; Pommersheim 1993; 1996; 1997; Pukhlikov and Khovanskii 1992b]
have studied the problem of lattice point enumeration using the subject of toric
varieties. In this section, we describe some of these results. In particular, we
show how the valuation F introduced in Section 3 plays a key role in various
formulas for counting lattice points and for the closely-related problem of finding
the Todd class of a toric variety.

Toric varieties, though very special and somewhat simple from the point of
view of algebraic geometry, provide a powerful link between the theory of lattice
polytopes and algebraic geometry. Early researchers in the field of toric varieties
realized that finding a formula for a toric variety’s Todd class, a characteristic
class living in homology, would yield a formula for the number of lattice points in
an integral polytope. Details of this connection, a direct result of the Riemann–
Roch Theorem, are sketched following the statement of Algorithm 8.7. For
a more complete discussion, see [Fulton 1993, Section 5.3]. This connection
between polytopes and toric varieties has been very fruitful, especially over the
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last ten years. Indeed, much of the recent progress in counting lattice points is
the result of a better understanding of the Todd class of a toric variety.

Interestingly, many of the lattice point formulas arising from the theory of
toric varieties were later found to have elementary proofs, completely indepen-
dent of algebraic geometry. A good example of this is Theorem 3.5 above, which
Brion first proved by applying a localization theorem for equivariant K-theory
to toric varieties. However, we have seen in Section 3 (as have others before
us) that it is not difficult to give an elementary proof of this simple and beau-
tiful formula. Another example is Brion–Vergne’s generalization of Khovanskii–
Pukhlikov’s Euler–Maclaurin summation formula for polytopes. Again, toric va-
rieties provided motivation and an initial line of attack for these authors, though
the final proofs in [Brion and Vergne 1997b] are entirely elementary. One is left
wondering what stopped these beautiful formulas from appearing long ago.

Let K be a d-dimensional rational, simple cone in Rd. Here simple means
that K is the convex hull of d rational rays from the origin. We denote the rays
of K by v1, . . . , vd, and identify each ray vi with the first nonzero lattice point on
that ray. By abuse of notation, we will use K to denote the d-by-d matrix whose
ith row is vi. Let K∗ denote the dual cone, introduced in Section 2. Finally, if
x = (x1, . . . , xd), the following abbreviation will be convenient:

ex = (ex1 , . . . , exn).

We are now ready to introduce a certain Laurent series sK in d variables y =
(y1, . . . , yd) corresponding to the rays of K. This Laurent series is a reparam-
etrization of the function f of Theorem 3.1:

Definition 8.1. To any d-dimensional rational, simple cone K in Rd, we define

sK(y) = f(K∗; e−yK),

which represents a rational function in the variables ey1 , . . . , eyn . It will also be
convenient to have a modified version tK of sK . We define

tK(y) = ind(K)y1y2 · · ·yd · sK(y).

It is precisely this variant tK of the function f that will express for us the Todd
class of a simplicial toric variety: we shall shortly see that tK defines a power
series in the variables y1, . . . , yn, and we can express the Todd class by taking
the variables yi in tK , which correspond to rays of K, and substituting the
corresponding divisor class. Before stating this precisely, we make some easy
observations about sK .

First notice that the expression for sK alters the function f of Theorem 3.1
in two ways: exponentials are substituted for the variables, and a linear change
of coordinates is made. The linear change of coordinates has the pleasant effect
of making sK invariant under lattice automorphisms. This is expressed in the
following proposition, along with two other important properties of sK .
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Proposition 8.2. The assignment of sK to cones K satisfies the following
properties:

(i) (Invariance under lattice automorphisms) If K and L are equivalent
under an automorphism of Zd which preserves the prescribed ordering of the
rays of K and L, then

sK (y) = sL(y).

(ii) (Additivity under subdivision) If K,K1, . . . , Kl are d-dimensional ra-
tional simple cones whose indicator functions satisfy

[K] = α1[K1] + · · ·+ αl[Kl]

modulo cones of smaller dimension, then

sK (y) = α1sK1(yKK−1
1 ) + · · ·+ αlsKl(yKK

−1
l ).

(iii) (Summation formula) Let Π be the fundamental parallelepiped for K∗

and let u1, . . . , ud be the primitive generators for the cone K∗. Then

sK (y) =

( ∑
u∈Π∩Zd

e−〈u,yK〉
) d∏
i=1

1
1− e−〈ui,vi〉yi .

Thus the function tK is regular at the origin and hence defines a power series
in the variables y1, . . . , yn.

Sketch of proof. Invariance under lattice automorphisms can be easily
checked from the definition of s; it is also a consequence of the summation
formula (Part 3 above), which is clearly invariant under lattice automorphisms.

To check additivity under subdivisions, let K,K1, . . . , Kl be as above, and
apply Corollary 2.8, which implies that the indicator functions [K∗i ] of the dual
cones sum to the indicator function of K∗ modulo straight lines. But by Part 2
of Theorem 3.1, f vanishes on cones containing straight lines. The desired iden-
tity is then a consequence of the additivity formula for f given in Part 1 of
Theorem 3.1.

The summation formula follows easily from the formula of Example 3.3 and
the definitions, bearing in mind that 〈ui, yK〉 = 〈ui, vi〉yi. Finally, the assertion
about the power series tK(y) follows from the summation formula for sK(y) and
the fact the function

g(z) =
z

1− e−z
is regular at z = 0. �

One further useful property of t is its compatibility along common faces:

Lemma 8.3. If the cones K and L meet at a common face F , the power series
tK and tL agree when restricted to F ; that is, if in tK and tL we set to zero all
variables corresponding to rays outside of F , we obtain identical power series in
the remaining variables.
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Sketch of proof. When the variables in tK corresponding to rays not in F

are set to zero, one checks that we obtain tF , computed with respect to the linear
subspace F + (−F ). The result is therefore dependent only on F , not on all of
K. �
We are now ready to state the Todd class formula. Let Σ be a complete simplicial
fan with rays v1, . . . , vl. We introduce the Stanley–Reisner ring of the fan

AΣ =
Q[y1, . . . , yl]

IΣ
,

where IΣ denotes the ideal generated by all monomials yi1 · · ·yik such that
〈vi1 , . . . , vin〉 is not a cone in the fan Σ.

The power series tK corresponding to the d-dimensional cones of Σ fit together
to form a single power series:

Definition 8.4. Let σ be a complete simplicial fan as above. Since the power
series tK where K is a maximal cone of Σ are compatible in the sense of Lemma
8.3, they patch together to form a single power series

tΣ(y1, . . . , yl)

in variables y1, . . . .yl corresponding to the rays v1, . . . , vl of Σ. Since monomials
corresponding to cones not in the fan do not appear in tΣ(y1, . . . , yl), this power
series lives naturally in the completion of the Stanley–Reisner ring AΣ.

The main theorem of this section states that tΣ computes the Todd class of
the toric variety XΣ. This theorem was proved in the context of equivariant
cohomology by Brion and Vergne [1997a]. It is also equivalent to the formulas of
[Pommersheim 1997]. In that context, the Todd class formula was a consequence
of a local push-forward formula for products of cycles on a toric variety.

Theorem 8.5. For any complete simplicial fan Σ, the Todd class of XΣ is
obtained by evaluating tΣ(y1, . . . , yl) at yi = Di, where Di ∈ A1XΣ is the divisor
class corresponding to the ray vi. That is:

Td XΣ = tΣ(D1, . . .Dl).

We remark here that if all cones of Σ are unimodular, then the equation above
expresses the well-known fact that the Todd classes of a nonsingular toric variety
are found by taking the Todd polynomials, introduced in Definition 5.1, in the
classes Di of the torus-invariant divisors. This results from the general fact that
the Todd classes of any nonsingular variety can be computed from the Chern
classes of the tangent bundle using the Todd polynomials.

In order to determine the Todd class of any simplicial XΣ of dimension d,
only those terms of tΣ of degree less than or equal to d need to be computed.
This is because any product of degree larger than d represents 0 in the Chow
group. With this in mind, it is not hard to see that the expression above for the
Todd class may be computed in polynomial time in fixed dimension:
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Theorem 8.6. For a fixed dimension d, there exists a polynomial time algorithm
which, given a complete fan Σ, computes tΣ up to degree d. Thus the Todd class
Σ can be expressed as a polynomial in the torus-invariant divisors in polynomial
time.

Sketch of proof. The idea is very similar to the proof of Theorem 4.4.
Again, the key is the result of [Barvinok 1994b], stated as Theorem 4.2 above,
that a polynomial time algorithm exists to write an arbitrary rational cone as
the difference of unimodular cones. To compute the Todd class, one applies this
theorem to all d-dimensional cones of Σ, and uses the additivity property of
Proposition 8.2 to express the power series tK up to degree d. At this point we
are done, since these expressions for tK determine tΣ. �

The well-known dictionary between polytopes and toric varieties allows us to use
this result to obtain a polynomial-time algorithm for computing the number of
lattice points in an integral convex polytope. The following algorithm appeared
in [Pommersheim 1997]:

Algorithm 8.7. Given a simple integral convex polytope P , the following
algorithm computes the number of lattice points in P :

(1) Suppose that P is represented as the solution to the finitely many inequalities
as follows:

P = {x ∈ Rd : 〈vi, x〉 ≥ βi for i = 1, . . . l},

where the vi are the rays of the inner normal fan Σ of P .
(2) Using (8.6), compute the Todd power series tΣ(y1, . . . , yd) in degree up to d.

Denote this degree d polynomial by T .
(3) Let

C = exp
(∑

−βiyi
)
,

and let Q be the degree d part of the product TC.
(4) In the Stanley–Reisner ring AΣ, let J be the ideal generated by the set{ l∑

i=1

〈vi, u〉yi : u ∈ Zn
}
.

Choose any vertex of P , and let K = 〈vi1 , . . . , vid〉 be the corresponding
cone of Σ. Compute normal forms of Q and of yi1 · · ·yid with respect to any
Gröbner basis for the ideal J . The degree d part of the quotient AΣ/J is
known to be a one-dimensional vector space. Thus these two normal forms
may be divided to produce a rational number. The number of lattice points
in P is then

|P ∩ Zd| = nf(Q)
ind(K) nf(yi1 · · ·yid)

.
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Sketch of proof. The fact that the algorithm above yields the number of
lattice points in P follows from a well-known application of the Riemann–Roch
theorem to the toric variety XΣ. To the polytope P , there corresponds nat-
urally a line bundle LP on the toric variety XΣ. Lattice points in P are in
one-to-one correspondence with a basis of global sections of this line bundle.
Hence the lattice point question reduces to finding the dimension of the space
of sections of LΣ. The higher cohomology of LΣ vanishes, and therefore the
number of lattice points equals the Euler characteristic χ(XΣ, LP ). The singular
Hirzebruch–Riemann–Roch theorem allows us to compute this Euler character-
istic by taking the intersection product of the Todd class of XΣ, represented
by T , with the Chern character of LP , represented by C. This is expressed in
step (3) above. Finally, according to Hirzebruch–Riemann–Roch, one must find
the codimension d part of the product Q = TC. Step (4) accomplishes this by
computing in the ring AΣ/J , which is a well-known presentation for the Chow
ring of XΣ. The codimension d part of this ring is one-dimensional, consisting
of multiples of the class of a point. Furthermore, for any cone

K = 〈vi1 , . . . , vid〉,

as in step (4), the product of the corresponding divisors is given by

Di1 · · ·Did =
1

ind(K)
[pt].

Hence the formula of step (4) expresses Q as a multiple of the class of a point,
and hence computes the number of lattice points in P . �

The algorithm above can also be viewed from the point of view of local formulae,
in the spirit of Theorem 6.1. To see this, we give the following variation of
Algorithm 8.7, which is very convenient in the case that the volumes of the faces
of P are known.

Following the notation above, we begin with a simple lattice polytope P , and
we compute T as in step (1). Using the linear relations of the ideal J , one may
easily obtain a squarefree expression for T . One then replaces each squarefree
monomial yi1 · · · yik occurring in T by

1
ind(K)

vol(F ),

where K is the k-dimensional cone

K = 〈vi1 , . . . , vik〉,

and F is the corresponding (d− k)-dimensional face of P defined by

F = {x ∈ P : 〈vi, x〉 = βi for i = i1, . . . , ik}.

With this replacement, one obtains a rational number, which equals the number
of lattice points in P .
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We note that this variant of Algorithm 8.7 may be used to compute a given
coefficient in the Ehrhart polynomial of P independently of the other coefficients.
If we are interested only in the top k Ehrhart coefficients, we must consider only
those monomials in T of degree at most k, and only those cones K ∈ Σ of
dimension at most k. It follows that for fixed k, the procedure above reduces in
polynomial time the computation of the top k Ehrhart coefficients of an integral
polytope P to the computation of the volumes of its faces. This provides a
partial answer to Problem 6.2.

Question 8.8. The first polynomial-time algorithm for counting lattice points
in polytopes was that of Theorem 4.4 (originally in [Barvinok 1994b]), which
involved no toric varieties. Algorithm 8.7, though based on algebraic geometry,
appears quite similar in flavor. In particular, both algorithms are ultimately
based on subdividing cones into unimodular cones, and both are linked quite
closely to the valuation F introduced in Theorem 3.1. In should be noted, how-
ever, that the original algorithm is based on subdivisions of the tangent cones of
the polytope, whereas Algorithm 8.7 naturally involves subdivisions of the dual
cones. These observations motivate several questions: How exactly are these
algorithms related? What is the precise nature of the duality involved here? If
one were to implement these algorithms, what features of each algorithm would
be advantageous?

The power series t also plays a key role in the lattice point formula of Brion
and Vergne [1997b, Theorem 2.15], which is a generalization of the formula of
Pukhlikov and Khovanskii [1992b]. In these rather remarkable formulas, the
power series tΣ is considered as an infinite-order differential operator, called the
Todd differential operator. A deformed polytope is created, with all facets moved
independently, but parallel to the original facets. The volume of this deformed
polytope is calculated as a function of the displacements. Applying the Todd
differential operator to this function yields the number of lattice points in the
polytope. More generally, one obtains an Euler–Maclaurin formula, expressing
the sum of any polynomial function over the lattice points in a polytope as
the Todd operator applied to the integral of the polynomial function over the
deformed polytope.

We now state these formulas precisely. As above, assume that P is a simple
integral convex polytope. Suppose that

P = {x ∈ Rd : 〈vi, x〉 ≥ βi for i = 1, . . . l},

where the vi are the rays of the inner normal fan Σ of P . For h = (h1, . . . , hl) ∈
Rl, we define the deformed polytope P (h) by

P (h) = {x ∈ Rd : 〈vi, x〉 ≥ βi − hi for i = 1, . . . l}.

Theorem 8.9. Let P be as above, let Σ be its inner normal fan, and let φ be a
polynomial function on Rd. Denote by Iφ(h) the integral of φ over the deformed
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polytope P (h):

Iφ(h) =
∫
P(h)

φ(x)dx.

Then ∑
m∈P∩Zd

φ(m) = tΣ

(
∂

∂h1
, . . . ,

∂

∂hl

)
�Iφ(h),

where � indicates that all derivatives are evaluated at h = 0.
In particular ,

|P ∩ Zd| = tΣ

(
∂

∂h1
, . . . ,

∂

∂hl

)
� vol(P (h)).

We have thus far seen several results linking the problem of lattice point enu-
meration with the valuation F and its relatives s and t, which are all efficiently
computable. We close this section by showing that these functions are also closely
tied with the important formulas of R. Morelli.

In the late 1970’s, V. I. Danilov asked for a local expression for the Todd class
of a toric variety. Specifically, he asked if there exists a function µ on rational
cones such that for any complete fan Σ, the Todd class of XΣ is given by

TdXΣ =
∑
K∈Σ

µ(K)[V (K)],

where V (K) is the closed subvariety of XΣ corresponding to the cone K ∈
Σ. Morelli [1993b] showed that this assignment was indeed possible. Though
this µ is far from unique, Morelli showed that a canonical µ does exist if we
allow µ to take values in a certain field of rational functions (rather than simply
rational or real values.) Precisely, he showed that for each k ≤ d, there exists
a function µk from the set of all k-dimensional rational cones in Rd to the field
Rat(Grd−k+1(Rd)) of rational functions on the Grassmannian of d−k+1 planes
in Rd, such that µk expresses the Todd class in the sense of Danilov’s equation
above.

The spirit of this question is quite similar to that of McMullen’s Theorem,
stated as Theorem 6.1 above. In fact, using the link between Todd classes and
lattice point enumeration, Morelli’s affirmative answer to the question above
immediately settles Theorem 6.1 for integral polytopes, via the relation

φ(K) = µ(K∗).

The following proposition gives a relation between Morelli’s µd(K) and the
Laurent series sK .

Proposition 8.10 [Pommersheim 1997, Prop. 4]. Let K be a d-dimensional
rational simple cone in Zd, and let u1, . . . , ud be the primitive generators of
the dual cone K∗. Let s0

K denote the degree 0 part of the Laurent series sK .
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Then s0
K (u1, . . . , ud), as a degree 0 rational function on Rd, lives naturally in

Rat(Gr1(Rd)). As such, it coincides with Morelli’s µd(K):

µd(K) = s
0
K (u1, . . . , ud).

Sketch of proof. We can check equality of the rational functions above on
unimodular cones easily. By Proposition 8.2, Part 3,

sK (u1, . . . , ud) =
d∏
i=1

1
1− e−ui ,

the degree 0 part of which equals the d-th Todd polynomial tdd(u1, . . . , ud). This
equals µd(K), as discussed in [Morelli 1993b, following statement of Theorem 4].
Equality for all simple cones then follows from additivity under subdivisions,
satisfied by both Morelli’s µ, and s (cf. Proposition 8.2, Part 2.) �

It is also possible to relate Morelli’s µk(K) for a simple k-dimensional cone K,
with k < d, to the coefficients of the Laurent series sK . A discussion of this
connection may be found in [Pommersheim 1997].

9. Generalized Dedekind Sums and Counting Lattice Points

In Example 1.4, we saw the classical Dedekind sum appear in a formula for the
number of lattice points in a certain tetrahedron. In this section we explore the
important role that Dedekind sums and their higher-dimensional generalizations
play in lattice point formulas. In particular, following Brion–Vergne, we show
that the higher-dimensional Dedekind sums introduced by Zagier [1973] appear
as coefficients in the power series t of Section 8. It then follows from the results
of Section 8 that these important sums of Zagier are computable in polynomial
time when the dimension is fixed.

The classical Dedekind sum first appeared long ago in Dedekind’s work on the
η-function, and since then has arisen in a variety other contexts. For example,
Hirzebruch connected these sums with geometry by showing that they appear
naturally in formulas for the signature of certain singular quotient spaces. The
1951 formula of Mordell (Example 1.4) marked the first appearance of Dedekind
sums in a formula for lattice points.

We now relate the classical Dedekind sum to the power series t introduced in
Section 8. This relation, less than a decade old, puts the Mordell formula in a
much more general and geometric context.

Let K be a two-dimensional cone in a lattice. All such cones are simplicial,
and in fact K is equivalent by a lattice isomorphism to the cone 〈(0, 1), (p, q)〉
in Z2, with 0 ≤ p < q. In this case, the cone K is said to have type (p, q). It is
easily checked that q (which equals ind(K)) is uniquely determined by K, and p
is determined up to multiplicative inverses modulo q. (The cone 〈(0, 1), (p−1, q)〉
is equivalent to K by a lattice isomorphism that swaps the rays of K.) This
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allows us to make the following definition, which associates a Dedekind sum to
any two-dimensional cone.

Definition 9.1. Let K be a two-dimensional cone. If K has type (p, q), then
we define the Dedekind sum associated to K, denoted s(K) by:

s(K) = s(p, q).

This Dedekind sum appears as a coefficient in the degree two part of the power
series tK :

Theorem 9.2. For any two-dimensional cone K, the degree-two part of the
power series tK is given by

(tK(y1, y2))deg 2 = 1
12(y2

1 + y2
2) + ind(K)

(
s(K) + 1

4

)
y1y2.

Sketch of proof. Any one-dimensional cone is unimodular. Thus, by Propo-
sition 8.2, Part 3, the coefficients of y2

1 and y2
2 are always 1

12 , the coefficient of
z2 in the expansion of

g(z) =
z

1− e−z .

As for the coefficient of y1y2, one computes directly from Proposition 8.2,
Part 3. The fundamental parallelepiped Π for K∗ has q elements:

Π =
{(

j,
⌈−pj

q

⌉)
: j = 0, . . . , q−1

}
,

where dxe denotes the smallest integer greater than or equal to x. The desired
equality follows by expanding the expression in Proposition 8.2, and using the
definition of Dedekind sum given in Example 1.4. �

Alternatively, one could use the (dual) approach of the proof of Theorem 9.5
(see below).

Theorem 9.2, together with the ideas of Algorithm 8.7, allow one to express the
degree d− 2 coefficient of the Ehrhart polynomial of an arbitrary d-dimensional
lattice polytope. This expression involves one Dedekind sum for each face of
codimension two. For each such face F , the dual to the tangent cone at F is a
two-dimensional cone K, and the corresponding Dedekind sum s(K) contributes
to the degree d− 2 term in the Ehrhart polynomial.

These ideas are especially valuable for polytopes of dimensions two and three.
In dimension three, the only mysterious part of the Ehrhart polynomial is its
linear term. Thus, we see that the entire Ehrhart polynomial may be easily com-
puted in terms of the Dedekind sums corresponding to the edges (1-dimensional
faces) of the polytope.

For d = 2, the degree d−2 part of the Ehrhart polynomial simply equals 1 for
any polytope. Thus it would seem that a Dedekind sum expression for this coef-
ficient would be useless. However, when we equate this Dedekind sum expression
to 1, we obtain a reciprocity relation for Dedekind sums! In this way, any lattice
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polygon gives a relation among the Dedekind sums corresponding to its angles
(see [Pommersheim 1993, Theorem 8].) One easily finds lattice triangles that
demonstrate Dedekind’s reciprocity relation, Rademacher’s three-term law, as
well as new relations for the classical Dedekind sum.

We now turn our attention to the higher-dimensional Dedekind sums intro-
duced by Zagier. Motivated by topological considerations, Zagier made the fol-
lowing definition:

Definition 9.3. Let q be a positive integer, and let p1, . . . , pn be integers
prime to q, with n even. The higher dimensional Dedekind sum d(q; p1, . . . , pn)
is defined by

d(q; p1, . . . , pn) = (−1)n/2
q−1∑
k=1

cot
πkp1

q
· · · cot

πkpn
q

.

Note that if n is odd, the sum above clearly vanishes. It should be noted that one
can also define the higher-dimensional Dedekind sum in terms of the hyperbolic
cotangent:

d(q; p1, . . . , pn) =
q−1∑
k=1

coth
πkp1i

q
· · · coth

πkpni

q
.

The name “higher-dimensional Dedekind sum” is justified in part by the equal-
ity

d(q; p1, p2) = −2
3
s(p1p

−1
2 , q).

That is, when n = 2, the higher-dimensional Dedekind sum reduces to a classical
Dedekind sum.

Zagier showed that his sums satisfy a reciprocity relation which generalizes
the reciprocity formula for the classical Dedekind sum:

Theorem 9.4. Let a0, . . . an be coprime integers, with n even. Then
n∑
j=0

1
aj
d(aj; a0, . . . , âj, . . . , an) = 1− Ln(a0, . . . , an)

a0 · · ·an
.

Here Ln(a0, . . . , an) is the nth L-polynomial , defined as the coefficient of tn in
the power series expansion of

n∏
j=0

ajt

tanhajt
.

Like the classical reciprocity law, this theorem may be proved using the connec-
tion with Todd classes: see the remark following Theorem 9.5.

While Theorem 9.4 is easily seen to be a generalization of Dedekind’s classical
reciprocity law, there is an important difference. As we have seen, the classical
reciprocity law allows for efficient computation of the classical Dedekind sum.
However, in the case of the higher dimensional sums, it is not at all clear how
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to use Theorem 9.4 to compute these sums efficiently. In fact, as Zagier points
out, it is not even clear if this reciprocity law (together with obvious symmetry
and periodicity properties) characterizes these sums. Below (Theorem 9.6), we
show that these higher-dimensional sums can be computed in polynomial time
when the dimension is fixed.

We next show that higher-dimensional Dedekind sums appear as coefficients
in the power series t introduced in Section 8. The following theorem is due to
Brion and Vergne. The cotangent formula below also appears in the important
work [Diaz and Robins 1997], which is discussed briefly at the end of this section.

Theorem 9.5. Let n be even, and let K be a n-dimensional simplicial cone in
Zn. Suppose that all faces of K of dimension n−1 are unimodular . This means
that after a change of basis, the primitive lattice points on the rays of K may be
chosen as

v1 = (1, 0, . . . , 0),
v2 = (0, 1, . . . , 0),

...
vn = (p1, . . . , pn−1, q),

with q = ind(K) > 0. We then have the following expression for the coefficient
of y1 · · · yd in the power series t(y1, . . .yn):

1
2nq

q∑
k=1

(
1 + coth

πkp1i

q

)
· · ·
(

1 + coth
πkpn−1i

q

)(
1 + coth

πki

q

)
Sketch of proof. Here it is useful to have a dual expression for the power
series tK , which is formally equivalent to Part 3 of Proposition 8.2. Let u1, . . . , un
denote the primitive elements of the dual lattice satisfying 〈ui, vj〉 = 0 for i 6= j,
and for v ∈ Zn, define

aj(v) = exp
(

2πi
〈uj, v〉
〈uj , vj〉

)
.

Let ΠK denote the fundamental parallelepiped for K. (Note this differs from Π
above, which is the parallelepiped for the dual cone K∗.) We then have

sK (y) =
1

ind(K)

∑
v∈ΠK

n∏
j=1

1
1− aj(v)e−yi

;

see [Brion and Vergne 1997a]. The desired coefficient of y1 · · ·yn is then easily
computed, keeping in mind that

1
1− e−z = 1 + coth

z

2
. �
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By multiplying out the product appearing in Theorem 9.5, one obtains an ex-
pression for this coefficient as a sum of higher-dimensional Dedekind sums. The
“leading term” is the n-dimensional Dedekind sum d(q; p1, . . . , pn−1, 1).

The formula above can be used to give a simple geometric proof of Zagier’s
reciprocity formula (Theorem 9.4). In Zn, take the unimodular cone K spanned
by the standard unit vectors. Subdivide K into n cones by introducing the
ray through (b1, . . .bn), where the bi’s are pairwise coprime positive integers.
Applying the additivity formula for t (Proposition 8.2) to this subdivision yields
a relation on the coefficients in the power series associated to these cones. Since
Theorem 9.5 identifies certain of these coefficients as Dedekind sums, we get
a relation among Dedekind sums. This relation is easily seen to yield Zagier’s
higher reciprocity law.

We now show that the results of Section 8 provide for efficient computation of
the higher-dimensional Dedekind sum, a result not obvious from the reciprocity
law (Theorem 9.4).

Theorem 9.6. For fixed dimension n, there is a polynomial time algorithm
which, given integers q > 0 and p1, . . . pn relatively prime to q, computes the
higher-dimensional Dedekind sum d(q; p1, . . . , pn)

Sketch of proof. First notice that we can reduce to the case in which pn = 1.
This is because of the easily verified identity:

d(q; p1, . . . , pn) = d(q; p−1
n p1, . . . , p

−1
n pn−1, 1),

where p−1
n is a multiplicative inverse of pn modulo q.

Applying Theorem 8.6, we see that the product of Theorem 9.5 is computable
in polynomial time for fixed dimension n. This product, when expanded, can be
expressed as the sum of 2n higher-dimensional Dedekind sums (many of which are
zero). Of these sums, all but the leading term, d(q; p1, . . . , pn−1, 1) are Dedekind
sums of dimension less than d. By induction, these may be computed in poly-
nomial time. Thus, d(q; p1, . . . , pn−1, 1) itself may be computed in polynomial
time. �

Theorem 9.5 links a certain coefficient in the power series tK with the higher-
dimensional Dedekind sum. This Dedekind sum appears in the very special case
when all facets of the cone K are unimodular. For general cones K, the general
coefficient in tK represents a significant further generalization of Zagier’s sums.
These coefficients also admit cotangent formulas, using the ideas of the proof of
Theorem 9.5.

In fact, these more general cotangent sums can be seen in the remarkable
lattice point formula of Diaz and Robins [1997]. This very explicit formula ex-
presses the number of lattice points in an arbitrary simplex in terms of cotangent
sums. The sums that appear are easily seen to match the cotangent sums that
appear as coefficients in the power series t. The cotangent formulas Diaz and
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Robins give are expressed in an explicit and appealing form. However, as written
they do not appear to be efficiently computable. This is because the size of these
sums may be as large as the indices of the tangent cones to the polytope. As dis-
cussed in Section 4, these indices are not bounded by a polynomial in the input
size of the cone. Nevertheless, because these sums may be expressed in terms
of the coefficients of t, they are in fact computable in polynomial time in fixed
dimension, by Theorem 8.6. The forthcoming paper [Pommersheim and Robins
≥ 1999] will explore details of this connection, as well as reciprocity relations
satisfied by these interesting cotangent sums.

10. What is the Complexity of the Presburger Arithmetic?

In Section 4, we saw that the generating function for the set of integer points
in a polyhedron P ,

f(P ; x) =
∑

m∈P∩Zd
xm,

has a “short” (polynomial in the input size of P ) representation as a rational
function. We now switch gears and consider sets S ⊂ Zd that are given by their
rational generating function

f(S;x) =
∑
i∈I

αi
xpi

(1− xai1) · · · (1− xaik)
,

where αi ∈ Q and pi; ai1, . . . , ais ∈ Zd, which can be expanded into the Laurent
series

f(S;x) =
∑
m∈S

xm.

There is an ambiguity here since f(S;x) may have a number of different Laurent
expansions. To fix this, we assume that the set S is finite: from the computa-
tional complexity point of view, there is not a big difference between infinite and
very large finite sets.

We will be interested in the sets S that can be encoded by a “short” ratio-
nal function f(S;x). In particular, we will assume that both the number d of
variables and the number k of binomials (1 − xaij ) in the denominator of each
fraction are fixed. Our main thesis is that the set S ⊂ Zd is computationally
tractable if and only if it can be encoded by a short rational function.

Examples 10.1. Suppose that a and b are coprime positive integers. Let
S =

{
αa+ βb : α, β ∈ Z+

}
be the set of all nonnegative integer combinations of

a and b. Then, for |x| < 1 we have

f(S; x) =
∑
m∈S

xm =
1− xab

(1− xa)(1− xb) .
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The set S contains all sufficiently large positive integers, so the initial interval
of S is the main interest. We can write

f(S; x) = p(x) +
xN

1− x

for some polynomial p(x) and some positive integer N . The polynomial p(x)
encodes in a compact way information regarding the initial interval of S.

Suppose that a, b, and c are coprime positive integers. Let S =
{
αa+βb+γc :

α, β, γ ∈ Z+

}
be the set of all nonnegative integer combinations of a, b, and c.

Then for |x| < 1, we have

f(S; x) =
1− xn1 − xn2 − xn3 + xn4 + xn5

(1− xa)(1− xb)(1− xc) ,

for certain positive integers n1, n2, n3, n4, and n5. This interesting fact was
discovered, apparently, by G. Denham [1996]. This result follows also from a
general result from [Peeva and Sturmfels 1996]. The paper [Székely and Wormald
1986] contains an elementary proof that the number of terms in the numerator
is at most 12, which is twice as many as the sharp bound.

For example, if a = 23, b = 29, and c = 44, then

f(S; x) =
1− x161− x203 − x220 + x249 + x335

(1− x23)(1− x29)(1− x44)
.

As in the previous example, the set S contains all sufficiently large positive
integers, so the initial interval of S is the interesting part. It can be encoded by
a short polynomial.

Question. What information regarding S can be extracted from f(S;x) and
what operations on sets given by their generating functions f(S;x) can be carried
out efficiently?

For example, by substituting x = (1, . . . , 1), one can get the number of points in
S (since x = (1, . . . , 1) is the pole of every fraction, one may need to compute
an appropriate residue, as in Section 5).

Our next result is that one can efficiently perform Boolean operations on sets
given by their functions f(S;x). In fact, we prove a more general statement: the
Hadamard product of short rational functions can be computed in polynomial
time.

Theorem 10.2. Suppose that f1(x) and f2(x) are rational functions in d com-
plex variables x = (x1, . . . , xd):

f1(x) =
∑
i∈I1

αi
xpi

(1−xai1) · · · (1−xaik )
, f2(x) =

∑
i∈I2

βi
xqi

(1−xbi1) · · · (1−xbik)
,

where αi, βi ∈ Q and pi, ai1, . . . , aik; qi, bi1, . . . , bik ∈ Zd.
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Suppose further that

f1(x) =
∑
m∈Zd

γmx
m and f2(x) =

∑
m∈Zd

δmx
m

are the Laurent expansions of f1 and f2, respectively , for x in a nonempty open
set U ⊂ Cd, such that |xaij | < 1 and |xbij | < 1 for all i, j and all x ∈ U .

Then there exists a rational function f(x) = f1(x)?f2(x), called the Hadamard
product of f1 and f2,

f(x) =
∑
i∈I

εi
xri

(1− xci1) · · · (1− xci(2k))

with the Laurent expansion

f(x) =
∑
m∈Zd

(γmδm)xm

for x ∈ U . Moreover , for fixed d and k there is a polynomial time algorithm for
computing f(x) from f1(x) and f2(x).

Sketch of proof. Since the Hadamard product is a bilinear operation, it
suffices to compute f1(x) ? f2(x) in the particular case of the simple fractions:

f1(x) =
xp

(1− xa1) · · · (1− xak )
and f2(x) =

xq

(1− xb1) · · · (1− xbk)
.

Expanding both fractions as multiple geometric series, we get

f1(x) =
∑

µ1,...,µk≥0

xp+µ1a1+···+µkak and f2(x) =
∑

ν1,...,νk≥0

xq+ν1b1+···+νkbk .

In the space R2k =
{

(ξ1, . . . , ξk; η1, . . . , ηk)
}

, let P be the rational polyhedron
defined by the equations

p+ ξ1a1 + · · ·+ ξkak = q + η1b1 + · · ·+ ηkbk

and the inequalities

ξi, ηj ≥ 0 for i, j = 1, . . . , k.

Let Z2k ⊂ R2k be the integer lattice
{

(µ1, . . . , µk; ν1, . . . , νk) : µi, νj ∈ Z
}

.
Since

xm ? xn =
{
xm if m = n,
0 if m 6= n,

and the Hadamard product is bilinear, we can write the series for f(x) = f1(x)?
f2(x) as a sum over the set of integer points in the polyhedron P :

f(x) =
∑
P∩Z2k

xp+µ1a1+···+µkak = xp
∑
P∩Z2k

xµ1a1+···+µkak .
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By Theorem 4.4, the series ∑
(m,n)∈P∩Z2k

ymzn,

where m = (µ1, . . . , µk), n = (ν1, . . . , νk) and y, z ∈ Ck can be computed in
polynomial time as a rational function F (y, z). The function f(x) is obtained
by specializing xpF (y, z) for z = (1, . . . , 1) and yi = xai . One may have to
resolve singularities as in Section 5. �

Remark. If the functions f1 and f2 are sufficiently generic, that is, if the vectors
ai1, . . . , aik; bi1, . . . , bik span Rd, we will have dimP = 2k − d and

f(x) =
∑
i∈I

εi
xri

(1− xci1) · · · (1− xci(2k−d)) .

Corollary 10.3. Fix d and k. There exists a polynomial time algorithm which,
for any finite sets S1 ⊂ Zd and S2 ⊂ Zd, given by their generating functions

f(S1;x) =
∑
i∈I1

αi
xpi

(1− xai1) · · · (1 − xaik )

and
f(S2;x) =

∑
i∈I2

βi
xqi

(1− xbi1) · · · (1− xbik)
,

where αi, βi ∈ Q and pi, ai1, . . . , aik; qi, bi1, . . . , bik ∈ Zd, computes the generating
functions f(S1 ∪ S2;x), f(S1 ∩ S2;x), and f(S1 \ S2;x).

Proof. Choose a generic vector c ∈ Rd, such that 〈c, aij〉 6= 0 and 〈c, bij〉 6= 0
for all vectors aij and bij. By multiplying, if necessary, the denominator and the
numerator of each fraction by an appropriate monomial, we can always assume
that 〈c, aij〉 < 0 and 〈c, bij〉 < 0 for all aij and bij. Then the set

U =
{
x ∈ Cd : |xaij | < 1 for i ∈ I1, j = 1, . . . , k

and |xbij | < 1 for i ∈ I2, j = 1, . . . , k
}

is a nonempty open set in Cd, and for every x ∈ U , there are Laurent expansions:

f(S1;x) =
∑
m∈S1

xm and f(S2;x) =
∑
m∈S2

xm.

The corollary now follows from Theorem 10.2, since

f(S1 ∩ S2;x) = f(S1;x) ? f(S2;x),

f(S1 ∪ S2;x) = f(S1;x) + f(S2;x)− f(S1 ∩ S2;x),

f(S1 \ S2;x) = f(S1;x)− f(S1 ∩ S2;x). �

The most intriguing question is whether the projection of a set with a short
generating function is a set with a short generating function.
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Question. Let π : Zd → Zd−1 be the projection

π(ξ1, . . . , ξd) = (ξ1, . . . , ξd−1).

Let S ⊂ Zd be a set given by its rational generating function

f(S;x) =
∑
i∈I

αi
xpi

(1− xai1) · · · (1− xaik)
.

Assuming that d and k are fixed, is there a polynomial time algorithm for com-
puting f

(
π(S); y

)
, y ∈ Cd−1, from f(S;x)?

An affirmative answer to this question would lead to the solution of a long-
standing open problem about the complexity of the Presburger arithmetic. In-
deed, consider a formula with quantifiers and Boolean operations which involves
integer variables with the usual order <, additive operations “+” and “−”, and
multiplication onto integer constants, but not variables. One can come up with
an algorithm to verify the truth or falsity of such a formula, but as M. Fischer
and M. Rabin proved [1974], any such algorithm will have a double exponential
complexity. But what if the number of variables and Boolean operations is fixed
and not a part of the input? It has long been suspected that then the problem
admits a polynomial time algorithm.

Indeed, suppose that the answer to the question is Yes. If we start with the
set of integer points in a given rational polytope P ⊂ Rd (whose generating
function by Theorem 4.4 can be computed in polynomial time) and apply a
sequence of projections and Boolean operations (see Corollary 10.3), we get a
set of points described by a polynomially computable rational function, provided
the dimension d and the number of Boolean operations is fixed. Generally, this
way we get a set of points described by a formula of the Presburger arithmetic

x ∈ Zd : ∃ξ1 ∈ Z ∀ξ2 ∈ Z ∃ξ3 ∈ Z . . .∀ξk ∈ Z : F (x, ξ1, . . . , ξk),

where F is a quantifier-free formula involving linear inequalities with constant
rational coefficients and Boolean operations. In other words, if projection pre-
serves “short” rational functions, the set of points described by a formula of
Presburger arithmetic has a generating function whose size is bounded by a
polynomial in the size of the coefficients of the formula, provided the number
of variables and the number of Boolean operations is fixed. In particular, there
would be a polynomial time algorithm for testing the truth/falsity of a formula
of Presburger arithmetic, provided the number of variables and the number of
Boolean operations is fixed. At present, a polynomial time algorithm for this
problem is known if there is at most one quantifier alteration [Kannan 1990].
For example, the following question, known as the Frobenius problem, can be
posed as a problem with one quantifier alteration: given coprime positive inte-
gers a1, . . . , ad and an integer N , is it true that any integer number n ≥ N can
be represented as a nonnegative integer combination of a1, . . . , ad? For a fixed
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d, a polynomial time algorithm for this problem was constructed by R. Kannan
[1992].

Sometimes it is easy to see that the projection indeed has a short generating
function.

Example 10.4. Let P ⊂ Zd be a rational polytope, and let S = P ∩ Zd be
the set of integer points in P . Then projection π(S) ⊂ Zd−1 has a generating
function whose complexity is polynomial in the input size of P . (Note that π(S)
is not the set of integer points in a rational polytope.) Let a = (0, . . . , 0, 1) ∈ Rd
be a vector and let Q = P \ (P + a). For m ∈ π(S), the preimage π−1(m) ∩ S
is the set of integer points in the interval π−1(m) ∩ P . It then follows that
m ∈ π(S) if and only if there is exactly one integer point n ∈ Q such that
π(n) = m. Hence, f(π(S); y) : y ∈ Cd−1 is the specialization of the generating
function f(Q ∩ Zd;x) : x = (y, z) ∈ Cd when z = 1. Using Theorem 4.4, we
conclude that f(Q∩Zd;x) can be computed in polynomial time. Specialization
at z = 1 may require resolution of singularities as in Section 5 (if the expression
for f(Q∩Zd;x) contains fractions with a monomial (1−zk) in the denominator).
Hence we get a polynomial time algorithm for computing f(π(S); y).

Definition 10.5. Fix the decomposition Zd = Zl⊕Zd−l, and let π : Zd → Zd−l

be the projection on the second summand.
For a set S ⊂ Zd and a point m ∈ Zd−l, we define the fiber π−1(m) ⊂ Zl as

π−1(m) =
{
n ∈ Zl : (n,m) ∈ S

}
.

We have π−1(m) ⊂ Zl, and we can consider the generating function f(π−1(m); z)
for z ∈ Cl.

One can prove that if S ⊂ Zd is described by a short rational function, the fibers
π−1(m) are described by a “consistent” system of short rational functions as
m ∈ Zd−l changes.

We use the term open polyhedron to mean the relative interior of a polyhedron.

Theorem 10.6. Let S ⊂ Zd be a finite set with the generating function

f(S;x) =
∑
i∈I

αi
xpi

(1− xai1) · · · (1− xaik)
.

Then the space Rl can be represented as a disjoint union of open polyhedra
Qj, and for every Qj, there exist vectors bi1, . . . , bik ⊂ Zl : i ∈ Ij , such that for
every m ∈ Qj ∩ Zl,

f
(
π−1(m); z

)
=
∑
i∈Ij

βi
zqi

(1− zbi1) · · · (1− zbik) ,

where βi = βi(m) are rational numbers and qi = qi(m) ∈ Zl. In other words,
as long as m stays within Qj , the denominators of the fractions do not change.
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If d and k are fixed , there is a polynomial time algorithm which, given f(S;x),
computes the decomposition of Rd−l into pieces Qj and the vectors bij.

Sketch of proof. As in the proof of Corollary 10.3, we may assume that
|xaij | < 1 for all x in some open set U ⊂ Cd. We may write

f(S;x) =
∑
i∈I

αi
∑

µ1,...,µk≥0

xpi+µ1ai1+···+µkaik .

Let Ai(m) ⊂ Rk be the affine subspace consisting of the points (µ1, . . . , µk) such
that π(pi + µ1ai1 + · · · + µkaik) = m. Splitting x = (y, z), where y ∈ Cd−l
and z ∈ Cl, we may write the generating function f(π−1(m), z) of the fiber as
a specialization of∑

i∈I
αi

∑
(µ1,...,µk)∈Zk+∩Ai(m)

xpi+µ1bi1+···+µkbik ,

at y = (1, . . . , 1). Now for every i ∈ I, the set Zk+ ∩ Ai(m) is the set of integer
points in a polyhedron whose facets are moved parallel to themselves as m ∈ Rd−l
changes. Let Qj be a partition of Rd−l such that the combinatorial type of every
polytope Rk+ ∩Ai(m) stays the same as long as m changes within Qj. The proof
now follows from Theorem 4.4. �

Remark. From Theorem 4.4, we can deduce that βi(m) and qi(m) can be
expressed by a polynomial size formula, involving arithmetic operations, the
floor function, and Boolean functions.

An important feature of Example 10.4 is that the generating function of each
fiber is very short. Since every fiber is an interval, we have f(π−1(m); z) =
(za − zb)/(1− z). This observation can be generalized: one can show that if the
function f(π−1(m); z) contains only a fixed number of terms, the complexity of
the generating function f(π(S); y) is bounded by a polynomial in the input size
of the function f(S;x).

Example 10.7. Let b1, . . . , bd be coprime positive integers, let B = b1, . . . , bd
be their product and let ai = B/bi. Let S = Zd+, and let π : Zd → Z be the
projection: π(α1, . . . , αd) = α1a1 + · · · + αdad. Then π(S) ⊂ Z is the set of
all nonnegative integer combinations of ai. The set S can be represented as a
projection of the nonnegative integer orthant π : Zd → Z.

One can show that the fiber π−1(m) is the set of integer points in a totally
unimodular simplex (all tangent cones are rational shifts of unimodular cones).
Here the generating function of each fiber contains d terms; that is, it has a fixed
number of terms provided d is fixed.

It turns out that the set π(S) has a short generating function:

f(π(S); x) =
(1 − xB)d−1

(1− xa1) · · · (1− xad) .
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