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The cerebral cortex is spontaneously active, and the excitability of
its neurons fluctuates1. As a consequence, responses of visual cor-
tex neurons to successively presented, physically unchanged stim-
uli vary in both amplitude and latency2,3. Generally, these
fluctuations are considered to result from noise and hence, to be
uncorrelated4. In neurophysiological studies, the fluctuations of
single-cell responses are eliminated by extensive averaging across
successive trials; the nervous system has been proposed to cope
with this variability by averaging across large populations of neu-
rons tuned to the same features4. However, these spontaneous fluc-
tuations of neuronal excitability may not be uncorrelated but may
exhibit specific spatiotemporal patterning. In that case, sponta-
neous activity could be important in signal processing. Coordi-
nated excitability changes could produce correlated fluctuations
of response latencies, thereby increasing the temporal coherence
of selected subsets of neuronal responses. Because synchronous
responses have a stronger influence on cells in target structures
than temporally dispersed responses5,6 (for review, see ref. 7), coor-
dinating response latencies could be effective in rapidly grouping
responses for further joint processing. If such latency covariations
exhibited topological specificity, they could effectively contribute to
fast, feature specific binding of responses such as is required for
perceptual grouping and scene segmentation. Moreover, if the
spontaneously occurring fluctuations in response latency and
amplitude are not random but exhibit specific correlation patterns,
it should be reconsidered whether neuronal processes are really as

noisy as commonly assumed, and whether averaging across large
populations of neurons is effective for noise reduction. If sponta-
neous fluctuations were correlated, noise reduction by averaging
would be inefficient, and if those fluctuations contain informa-
tion, averaging might even be inappropriate.

In a previous study8, voltage-sensitive dye imaging was com-
bined with single-cell recordings to show that spike-triggered aver-
ages of the images exhibited a columnar pattern whereby the
orientation preference of the active columns matched that of the
recorded neuron. This suggests that spontaneous fluctuations in
excitability are correlated within and across columns with simi-
lar orientation preference. With multielectrode recordings, we
show that these spontaneous fluctuations affect response laten-
cies and amplitudes and in particular, that they can enhance the
temporal coherence of light responses in a feature-selective way.
However, this only occurs when the cortex is in an activated state
and spontaneous excitability changes fluctuate in the gamma fre-
quency range, the range around 40 Hz.

RESULTS
With multielectrodes, we recorded from neurons in the cat visual
cortex. The intertrial variance of latencies of responses to station-
ary flashed light stimuli was considerable (Fig. 1). When averaged
across all recording sites, the mean latency variance was
31.6 ± 1.3 ms2 (mean ± s.e.m., n = 212), whereas the mean latency
was 48.1 ± 0.93 ms. To examine whether the latencies of responses
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covariations be attributed to shared thalamic input
because they existed for neuronal responses record-
ed from different hemispheres (Fig. 4). Average
latency correlations were as strong for interhemi-
spheric as for intrahemispheric pairs (p > 0.6, Mann-
Whitney U test) and significantly above zero in both
cases (sign tests, interhemispheric, p < 0.002, n = 74;
intrahemispheric, p < 0.002, n = 57; Fig. 3c).

To control for the possibility that latency covari-
ations are due to global excitability fluctuations like
those that are associated with highly synchronized
brain rhythms and that occur during sleep or anes-

thesia, we recorded from area V4 of an awake fixating macaque
monkey. Twelve of the 32 pairs of recording sites (38%) showed a
significantly positive latency correlation (p < 0.05, 0.27 ± 0.05, mean
± s.e.m., range, 0.13–0.68). There was no significant negative laten-
cy correlation. As in the cat, the overall distribution was signifi-
cantly above zero (p < 0.0001, sign test, Fig. 3b). Thus, latencies
were often correlated in the visual cortex of the awake and atten-
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recorded simultaneously from different sites covaried, we calculated
Spearman rank correlations between the latencies from different
sites. A positive correlation value indicated that neurons at one
recording site responded earlier than average when the neurons at
the second recording site responded early, and vice versa (example,
Fig. 2). Of 392 pairs, 98 (25%) showed significant positive correla-
tions (p < 0.05, Spearman rank correlation) with a mean correla-
tion coefficient (r) of 0.34 ± 0.0095
(mean ± s.e.m., range, 0.18–0.55, Fig. 3a).
Only one pair showed a significant nega-
tive correlation (r = –0.25). The overall
distribution was significantly above zero 
(p < 0.0001, sign test).

These latency covariations cannot be
attributed to uncontrolled fluctuations
in stimulus timing or intensity, because
control measurements with a photodi-
ode confirmed submillisecond precision
of stimulus onset and the lack of con-
trast changes (data not shown). It is also
unlikely that covariations resulted from
changes in the multi-neuron composi-
tion. Latency covariations occurred on
a trial-by-trial basis (Figs. 1 and 2), but
stimuli were identical across trials. Sys-
tematic and coherent, trial locked
changes of multi-neuron composition
are thus improbable. Nor could latency

Fig. 1. Determination of response onset latencies. Time
course of spike density functions (firing rate) and their
derivatives (drv firing rate) computed from responses of
electrode 2 (white) and 3 (black) for two different stimu-
lus presentations (trials 80 and 83). Vertical lines, laten-
cies as determined from the peaks of the spike density
functions or their derivatives. Latency relationships
assessed by the two measures are similar.

Fig. 2. Covariation of latencies. (a) Response
latencies (ordinate) derived from spike den-
sity functions (lat) and their derivatives
(drvlat) of the same neurons as in Fig. 1, for
100 successive stimulus repetitions (abscissa).
Gaps correspond to trials for which latencies
could not be determined. Two vertical lines,
responses shown in Fig. 1. (b) Latencies
derived from the spike density functions (left)
and their derivatives (right) recorded from
electrodes 2 (x-axis) and 3 (y-axis).
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tively fixating macaque monkey and therefore could not be caused
by brain rhythms that occurred only during sleep or anesthesia.

Subthreshold membrane potential fluctuations influence spike
timing, as demonstrated by both in vitro9–13 and in vivo studies14,
and can be highly correlated over both short15 and long16 cortical
distances. If latency shifts are caused by fluctuations of membrane
potential that are synchronous in local clusters of cells, one should
be able to predict latencies from the trajectories of LFP fluctua-
tions preceding the onset of responses. This is because LFPs reflect
the average transmembrane currents of neurons in a volume of

several hundred microns radius around the electrode tip17. To
examine the relationship between LFP fluctuations and response
latency, we compared LFP trajectories at one recording site with
response latencies at the other. We restricted this analysis to inter-
hemispheric recordings to minimize cross-talk through volume
conduction and to avoid any circularity that might arise by eval-
uating LFPs and spikes recorded from the same electrode. Sorting
responses according to LFP trajectories preceding response onset
revealed that negative (positive) LFPs predicted short (long) laten-
cies (p < 0.0001, n = 180, paired sign-test; Fig. 5). This agrees with
the notion that negative LFPs correspond to intracellular depolar-
ization17. Prediction of response latencies from LFP trajectories
was possible as early as 16 ms after stimulus onset, excluding the
possibility that the LFP trajectories were themselves influenced by
responses to the stimulus; but no predictions on response latency
were possible over intervals longer than 20 ms. These results indi-
cate that the coherent fluctuations of response latencies are due to
synchronous fluctuations of the membrane potential of local
groups of neurons that are correlated both within as well as across
hemispheres. The limitation of predictability to intervals as short
as 20 ms suggests that these excitability fluctuations occurred at a
fast time scale, in the frequency range of gamma oscillations.

If latency covariations result from rapid rather than slow fluc-
tuations of the membrane potential, then they should be particu-
larly pronounced if LFP oscillations exhibit high-frequency
components. We calculated for all pairs of recording sites the aver-
age cross-power spectrum of the LFPs (recorded from the same
electrodes as the spikes; see Methods) in the one-second period
preceding stimulus onset. The cross-power spectrum estimates the
frequency content common to both signals. A highly significant
positive correlation occurred between the precision of latency
covariations and the amount of LFP power in the gamma fre-
quency range (38 to 68 Hz, Spearman rank correlation; Fig. 6a).
Because an increase of power in the high frequencies is associated
with a decrease in power in the low-frequency range, this correla-
tion was negative for power in the low range (9 to 18 Hz). Thus,
coordinated fluctuations of response latencies occur preferential-
ly during states characterized by high gamma activity.

To examine the effect on absolute latencies of gamma power
before the stimulus, we calculated the Spearman rank-correlation
between the auto-power spectra of the ongoing LFPs, and the
median latencies for all 212 recording sites for which we were able
to determine latencies (Fig. 6b). We found that response latencies
are on average longer when LFP oscillations are in the low-
(1–10 Hz) rather than the high-frequency range (20–70 Hz). How-
ever, this effect cannot account for the latency covariations occur-
ring with high gamma power for the following reasons. First, the
non-parametric Spearman rank-correlation test is independent
of absolute latencies, and second, the dependence of latency fluc-
tuations on preceding LFP trajectories (Fig. 5) indicates that the
latency changes leading to significant covariance occurred on a
much faster time scale than the slow and state-dependent drifts
in the frequency composition of the LFP.

Shortening of absolute latencies could have resulted from short-
ened period length of membrane potential fluctuations, as this
reduces maximal delays10, or it could have been due to increased
global excitability during phases of high gamma. If the latter had
been the case, one should expect enhanced discharge rates in
responses preceded by high gamma activity (Fig. 6d, same analysis
as in Fig. 6b for peak firing rates versus pre-stimulus auto-power of
the LFP). Only power in frequencies below 5 Hz predicts high fir-
ing rates, whereas power in frequencies above 10 Hz predicts
reduced peak firing. Overall, the peak firing rates show only weak
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Fig. 3. Distributions of latency correlations. (a) Percentile plot of cor-
relation coefficients (for peak latencies) of all 392 intrahemispheric
pairs of recording sites in the cat. Black dots indicate significant corre-
lations. (b) Same distribution for data from the awake macaque monkey
(n = 32). (c) Rank correlation coefficients for all simultaneously
recorded intrahemispheric (gray circles) and interhemispheric (black
triangles) pairs of recording sites. Although both distributions were sig-
nificantly above zero, there was no significant difference between them.
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correlation with pre-stimulus LFP power.
Thus, short latencies during enhanced
gamma activity are most likely not due
to globally enhanced excitability.

In conclusion, during states charac-
terized by high gamma activity, absolute
response latencies shorten, and the light
responses of a significant fraction of cor-
tical neurons exhibit rapid and coherent
fluctuations of their latencies. To deter-
mine whether these coherent fluctuations
are global, or exhibit columnar selectivity,
we analyzed latency covariance as a func-
tion of the spatial overlap and the orien-
tation preference of the neurons’ receptive
fields (RFs). For pairs with overlapping
RFs, the strength of latency covariation
was positively correlated with the amount
of RF overlap (r = 0.12, p < 0.05, n = 271).
For pairs with non-overlapping RFs and
significant orientation selectivity, the
strength of latency covariations was pos-
itively correlated with the degree of ori-
entation preference similarity (r = 0.28, p
< 0.05, n = 55); this was not the case for
pairs with overlapping RFs (r = –0.006, p
= 0.95, n = 129). This indicates that the
coherence of spontaneous excitability fluctuations exhibits topo-
logical specificity, and the specific pattern of coherent fluctuations
suggests intracortical interactions18 as a cause, because it matches
precisely the topology of tangential intra-areal and of callosal con-
nections19,20.

We have identified high RF overlap and high prestimulus LFP
gamma power as the predictors of the strongest latency correla-

tions. Because the average latency correlation across all pairs of
recording sites was only 0.34, we selected subsets of recording site
pairs using these predictors of strong correlations as selection cri-
teria. We calculated average latency correlations in these subsets
to arrive at an estimate of correlation strength among responses
whose grouping would be meaningful in the context of perceptu-
al binding. Prestimulus LFP components of 44 to 56 Hz had a par-

Fig. 5. Prediction of spike response latencies by LFP phase. (a) Top, averaged LFPs (n = 25, thickness, ± s.e.m.) whose trajectories fall (black, negative going)
or rise (gray, positive going) in the interval preceding response onset. Response onset (right vertical line) was determined from the grand average of all LFPs
(thin trace), which corresponds to the visual evoked potential. For the averages shown as black and gray curves, LFPs were selected that exhibited maximal
rates of change just before response onset. The first vertical line indicates the first bin after stimulus onset in which the two LFPs started to differ significantly
(t-test, p < 0.05). The LFP averages start to bifurcate about 10 ms before response onset. LFPs were recorded from a site in the left hemisphere. Bottom,
responses of neurons recorded from a site in the right hemisphere that exhibited significant latency covariations with neurons at the site in the left hemi-
sphere from which the LFPs in (a) were recorded. Traces show averages (± s.e.m.) of firing rates calculated separately for trials with falling (black) and rising
(gray) LFPs as defined in (a). Responses preceded by negative (positive) going LFPs have short (long) latencies. (b) Spike response latencies as a function of
LFP trajectories for all interhemispheric recording pairs. x-axis, LFP falling; y-axis, LFP rising. The majority of dots are located above the diagonal.

Fig. 4. Interhemispheric latency covariation.
(a) Latencies of responses recorded simultane-
ously from the right (electrode 4, top) and the
left hemisphere (electrode 6, bottom) for all
responses for which latencies could be derived
for both recording sites. (b) Latencies
recorded from electrode 4 (x-axis) and elec-
trode 6 (y-axis).
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ticularly strong correlation with latency covariation (Fig. 6a).
Therefore, we first selected those pairs of recording sites for which
the power in the 44 to 56 Hz range was in the upper 10% of the
respective distribution. From the 40 pairs in the high gamma
group, 17 (43%) showed significant latency correlations with an
average strength of 0.41. This is an increase of 72% (from 25%) in
the frequency of significant correlations and an increase by 21%
(from 0.34) in the average strength when compared to the unse-
lected population. Selecting from the high gamma group, those
pairs (n = 2) that were in the upper 10% of the distribution of RF
overlap also revealed strong correlations. One of 2 pairs meeting
these criteria showed a significant latency correlation with a
strength of 0.45 (an increase by 32%). As some pairs of recording
sites not belonging to these selected subsets also exhibited strong
latency correlations, further unknown factors likely influence the
probability of latency correlations.

It is commonly held that coherence of cortical excitability fluc-
tuations is particularly pronounced when the EEG is synchronized,
that is, when it exhibits low-frequency oscillations of large ampli-
tude21. This raises the question of why, in the present study, laten-
cy covariations were measurable only when the EEG was
desynchronized and exhibited high gamma power. One possibili-
ty is that the slow fluctuations of membrane potential associated
with low-frequency EEG do not sufficiently focus responses to the
peaks of the oscillations to generate significant covariations of
response latencies11. To examine this possibility, we also measured
fluctuations of peak response amplitudes (see Methods). Of 392
pairs, 131 (33%) showed significant positive correlations (p < 0.05,
Spearman rank correlation) with a mean correlation coefficient of
r = 0.39 ± 0.01 (mean ± s.e.m., range, 0.18–0.78). Only one pair
showed a significantly negative correlation (r = –0.31). A dissocia-
tion between latency and amplitude covariations occurred when
amplitude covariations were assessed as a function of prestimulus
local field potential power (Fig. 6c). Although prestimulus gamma
power predicted strong latency covariations (Fig. 6a), it did not
have a significant influence on amplitude covariations (Fig. 6c).
Only frequency components below 10 Hz showed a weak signifi-
cant positive correlation to amplitude covariations. However, these
amplitude covariations failed to exhibit significant relations with
the orientation preferences of the respective cells (Spearman rank
correlations, r = –0.03, p > 0.7, n = 129 for all pairs; r = –0.08, p >
0.5, n = 55 for pairs with non-overlapping RFs). Only receptive field
overlap showed a relationship to amplitude covariation (r = 0.17,
p < 0.01, n = 271). This suggests that the fluctuations of excitabili-
ty that are associated with high gamma power in the LFP and that
lead to latency covariations are too fast to generate coherent rate
fluctuations. Conversely, the excitability fluctuations associated with
low- frequency LFPs, which seem to be too slow to cause signifi-
cant latency correlations, led to clear covariations of response ampli-
tudes. The data suggest further that the slow fluctuations exhibit
much less topological selectivity and are of a more global nature
than the fast fluctuations because the rate covariations failed to
exhibit columnar selectivity for orientation preference. Optical
recordings show that neurons in the visual cortex have a height-
ened probability of generating a spontaneous spike when neurons
in other columns showing the same orientation preference are active
as well8. This agrees with the latency data, as it indicates that spon-
taneous excitability fluctuations can exhibit columnar selectivity.
However, our data suggest that column-specific covariations of
excitability may be confined to states characterized by high gamma
power and may then enhance the coherence of responses to visual
stimuli mainly by adjusting the timing of responses on a fast time
scale rather than by modulating response amplitudes.

articles

Fig. 6. Influence of prestimulus LFP power on latencies, firing rates and
their correlations. (a) Binwise (2 Hz/bin) rank correlation between the
cross-power spectra of the ongoing LFPs and the latency correlation for
392 pairs of recording sites. Top, Spearman’s rank correlation coefficient.
Bottom, negative logarithm to the base 10 of the two-sided significance
of the rank correlation. Horizontal lines in lower graph are drawn at 5%
(bottom line) and 1% (top line) significance levels. Frequencies for which
we found significant (highly significant) latency correlations are underlaid
with gray (black) shading. (b) Binwise (2 Hz/bin) rank correlation
between the auto-power spectra of the ongoing LFPs and the median
latency for 212 recording sites. Conventions as in (a). (c) Same analysis
as in (a) for relationships between cross-power and covariations in peak
firing rate (n = 392). (d) Same analysis as in (b) for correlations between
auto-power and peak firing rates (n = 212).
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DISCUSSION
Modulating the temporal coherence of responses could be used for
rapid response selection and grouping. Synchronized responses
have a stronger influence on cells at subsequent processing stages
than do non-synchronized responses5–7. Thus, synchronized
responses are transmitted more rapidly and reliably22, and because
of jointly enhanced saliency, have a higher probability of being
processed together. Spontaneous activity could thus serve to con-
tinuously translate the functional architecture of cortico–cortical
association connections into coherent and column-specific excitabil-
ity fluctuations. These, in turn, could bias the grouping of respons-
es to afferent signals by adjusting their temporal coherence (Fig. 7).
Such a mechanism has several advantages. First, grouping can be
achieved faster if the exchange of signals through cortico–cortical
connections does not start only once cells begin to respond to sen-
sory input. From measurements of processing speed, grouping deci-
sions within a particular cortical area are estimated to be reached
within a few tens of milliseconds, implying that the selection mech-
anism is extremely fast and operates on the first spikes of respons-
es23. Second, connections can contribute to grouping even if they are
not directly activated by stimuli. Third, the ongoing activity pat-
terns can be modulated by top-down influences. Thereby, atten-
tion and expectancy can be expressed in dynamic states and can
contribute to fast grouping before stimuli have actually caused
responses at higher processing stages.

Several arguments support such an interpretation. First, the
preferential occurrence of latency covariations between cells with
overlapping or similarly oriented RFs corresponds to the percep-
tual grouping criteria of vicinity and similarity. Second, the precise
and column-specific latency covariations were restricted to states

characterized by high gamma activity, and were related to excitabil-
ity fluctuations in this frequency range. Gamma activity, in turn, is
a signature of activated cortical states24 and is commonly held to
be a prerequisite of sensory processing in the cerebral cortex25.
Third, self-generated, synchronized fluctuations of neuronal activ-
ity in the gamma frequency range in both humans and animals is
associated with focused attention and the preparation of senso-
ry–motor performance26–30. Taken together, this suggests that the
notorious latency fluctuations of cortical responses to sensory stim-
uli may not be simply a reflection of noise and unreliable trans-
mission, but rather, the consequence of a matching process between
structured, self-generated activity and sensory signals that resembles
a Bayesian operation. Through this matching process, the temporal
coherence of responses would become adjusted as a function of
structured excitability fluctuations that reflect the grouping rules
residing in the functional architecture of cortico–cortical connec-
tions. As these fluctuations are also likely to be modulated by top-
down influences and responses to preceding stimuli, they could
serve as the dynamic expression not only of fixed network proper-
ties but also of predictions derived from stimulation history and
centrally generated expectancies. Therefore, we propose that spon-
taneous activity and the resulting variability of responses should
no longer be regarded as the result of noise, but rather as signatures
of a dynamic coding process in which temporal relationships among
discharge patterns are meaningful and contain information. In that
case, suppression of response fluctuations by averaging may be inap-
propriate not only as a mechanism for ‘noise’ suppression in the
nervous system but also as an experimental strategy in search of
neuronal codes, because the potentially important information con-
veyed by covarying response fluctuations is averaged out.

Fig. 7. Rapid feature-selective neuronal synchronization through correlated latency shifting. (a) Three groups of neurons (circles) with differing ori-
entation preferences (indicated by bars) and RFs at three different locations in the visual field (left column). LFPs reflecting membrane potential fluc-
tuations (right) oscillate in the gamma frequency range and are coherent for neurons with the same and incoherent for neurons with different
orientation preference. A stimulus array of three vertical bars (black bars over the RFs) drives neurons selective for vertical orientations (time of
EPSP arrival indicated by arrow and dotted line). Response onsets are shifted coherently due to coherent membrane potential fluctuations, leading to
a well synchronized population response, as indicated by the sharp spike density function (bottom). For simplicity, effects of RF overlap are not con-
sidered. (b) Same conventions as in (a), but stimulation with bars of different orientations. As the membrane potentials of the activated neurons fluc-
tuate incoherently, response onsets are not synchronized and lead to a temporally dispersed population response. (c) Same stimulation condition as
in (a) but the LFPs now oscillate at low frequency and are coherent for all groups of neurons. Due to their low frequency, the membrane potential
oscillations have no latency-shifting effect. Neurons fire more spikes than with gamma-dominated LFP (a), but latencies are longer, and responses are
spread out in time. In this case, responses to non-aligned bars would exhibit the same temporal dispersion as the responses to aligned bars.
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METHODS
Preparation, recording and visual stimulation. All experimental proce-
dures were in accordance with the German Law for the Protection of Exper-
imental Animals and conformed with NIH and Society for Neuroscience
regulations. Multi-neuron activity and local field potentials (LFPs) were
recorded with 2 to 8 electrodes from 299 recording sites along 66 penetra-
tions close to the representation of the area centralis from area 17 of 5 anes-
thetized (70% O2/30% NO2 supplemented by 0.4–0.8% halothane) and
paralyzed (pancuronium, 10 mg/kg per h) cats and from 92 recording sites
in area V4 of one awake fixating macaque monkey. For the analysis of neu-
ronal spiking activity, the signals were band-pass filtered between 1 and 3
kHz and fed into Schmitt triggers that were set to at least twice the noise
level. For the analysis of LFPs, signals were band-pass filtered between 1
and 100 Hz. Visual stimuli were presented on a computer screen at a frame
rate of 100 Hz. The recorded neurons were characterized by plotting their
RFs using computer-generated light bars and by compiling tuning curves
for patches of moving sine wave gratings (0.5 cycles/degree, 2 degrees/s,
full contrast). Tuning and preferred orientation were assessed using the
vector averaging method31. A response was considered tuned if the ratio
of the longest vector over the sum of all vectors was greater than 0.20. Rel-
ative overlap of RFs was quantitatively determined as the ratio of the over-
lap surface over the average of the two RF surfaces. RFs were considered
to be (non-) overlapping if the overlap was (below) above 5%. Neurons at
each recording site were stimulated with stationary flashed light bars
(square wave grating with 1 cycle/degree and full contrast for the monkey
recordings), with parameters (size, orientation and position) optimized
to evoke maximal responses. For the assessment of latency covariations,
an array of stimuli (one bar for each recording site, only one grating for
all sites in the monkey) was presented repeatedly (100 to 300 times; stim-
ulus duration, 2 s) with an intertrial interval of 15 s. A photodiode record-
ed stimulus onset with submillisecond precision.

Data analysis. Spike trains were first convoluted with a Gaussian (4 ms half
width at half height) to generate a spike density function. The latency was
defined with a precision of 0.1 ms as the time between stimulus onset and
either the peak of the spike density function or the maximum of its deriva-
tive. Both measures gave the same results (Figs. 1 and 2) and, therefore,
only data based on peak latencies are illustrated. Responses were accepted for
latency measurements if the derivative of the average spike density func-
tion exceeded, within the first 70 ms (100 ms for the monkey V4 data) after
stimulus onset and for at least three successive bins, the mean + 10 s.d. of the
derivative of the spontaneous spike density function. Peaks of the spike den-
sity function or its derivative were accepted as latencies if they fell into a
window from 5 ms before to 35 ms after the so-defined response onset.
Latencies of LFP-predicted spike responses were determined following the
same procedure as used for the single-trial latencies, except that the spike
density functions were now averaged over 25 trials that were sorted accord-
ing to LFP trajectories as indicated in Fig. 5a. Peak firing rates were assessed
from the same spike density functions that were used to determine the laten-
cies. For correlation analysis, we always used the non-parametric Spearman
rank correlation coefficient. Fisher’s Z-transform was used before correla-
tion coefficients were averaged and the mean was retransformed. For the
calculation of cross-power spectra of LFP signals, one-second sequences
preceding stimulus onset were segmented into 20 overlapping intervals of
500 ms and hanning windowed. The cross-power spectra of these intervals
were computed with a resolution of 2 Hz/bin using the FFT-algorithm.
They were then averaged over the 20 segments to obtain single trial cross-
power spectra, and these were then normalized and smoothed by convo-
lution with a [1,3,3,1]-kernel.
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