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PREFACE 

In modern warfare, electronic communications and automatic control sys­
tems have become indispensable aids in the achievement of required weapon 
system performance. This is the era of smart bombs, infrared vision aids, and 
terrain avoidance radar, to name but a few modern systems introduced, at 
least in part, by electronic technology. From another point of view, however, 
this additional capability comes at the expense of more dependence on the 
proper performance of electronic devices. Electronic warfare (EW) seeks to 
insure proper performance of friendly electronic systems and deny proper 
performance of unfriendly systems. Leaders responsible for the nation's de­
fense must recognize the potential effect of enemy EW systems on U.S. 
weapon systems. For example, Admiral Thomas H. Moorer, Chairman of 
the Joint Chiefs of Staff in 1970-1974, stated: "If there is a WW III, the 
winner will be the side that can best control and manage the electromagnetic 
spectrum [1]." 

This text, an outgrowth of various courses in electronic warfare taught at 
the Air Force Institute of Technology, Wright-Patterson Air Force Base, 
Ohio, should aid anyone requiring an understanding of electronic warfare. 
Part I of the text is introductory in nature; therefore, it requires only mini­
mum sophistication in mathematics. Included in this part are definitions of 
common terms used in the fields of radar and electronic warfare, discussion 
of radar and EW principles, and some simple analyses of interactions be­
tween radar systems and electronic countermeasures (ECM). 

The first chapter in Part II presents the necessary background material in 
mathematics, electromagnetics, and probability and the second chapter de­
velops tracking radar models. The remainder of the text is devoted to analy­
sis of the effect of various ECM emissions on classes of radar systems. 

The text will not make the reader an expert in such areas as electromagnet­
ics, solid-state and thermionic devices, control systems, or signal processing. 
These areas have a major impact on electronic warfare, but they require 
intensive study. Additionally, this short text does not address the more 
practical aspects of electronic warfare, including ECM operations, radar 
system design and testing, and air operations. In other words, it focuses on 
radar and ECM principles rather than their operational use. Finally, it is 
oriented toward radars and countermeasures to radars (otherwise known as 
radar countermeasures), no doubt at the expense of proper coverage of other 
aspects of electronic warfare. 

I am indebted to many people for their assistance in the development of 
this text. Drs. Robert Fontana and Jack D'Azzo, of the Electrical Engineer­
ing Department at the Air Force Institute of Technology, kindly provided 
the resources to accomplish the typing and graphic arts on this and earlier 
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versions of the text. Captain Thomas Johnson reviewed the material and 
offered many helpful suggestions and Lt. Col. James Rutledge enhanced the 
capability of AFIT's word processor so it would properly handle the many 
equations in the text. Thanks go to Capt. James W. Howatt, Donna 
M. Smith, Becky Brumlow, and Juanita Hardin for typing this and earlier 
versions with diligence and perfection. A special mention must be given to 
John Smith, former editor of the Air Command and Staff College, for editing 
the text and to Stephen L. Johnston for reviewing portions of the text and for 
his encouragement. 

Finally, I thank most of all my wife, Sharon, for her encouragement and 
love and my daughters, Tamara and Michelle, who received little time and 
attention over many past months. 

LT. COL. AUGUST GOLDEN JR. 
Headquarters Air Force Systems Command 
Andrews Air Force Base, Maryland 
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FOREWORD 

In designing aeronautical systems for military applications such as aircraft 
or missiles, the consideration of their performance in the electronic warfare 
(EW) environment is becoming of paramount importance. Strategic and 
tactical aircraft in combat operations are threatened by interceptor aircraft, 
surface-to-air missiles, and antiaircraft artillery. All combat aircraft need 
appropriate countermeasures to reduce or eliminate this threat. They need 
warning systems to ascertain when they are under attack, self-protection 
jammers, various devices to misdirect incoming weapons, and antiradiation 
missiles to destroy the emitters that guide those incoming missiles. It is 
therefore not surprising that electronic warfare has today become an integral 
part of any tactical or strategic air operation. 

Lieutenant Colonel August Golden's textbook is based on lecture notes 
developed for various courses in electronic warfare he taught at the Air 
Force Institute of Technology (AFIT), USAF's graduate engineering school 
at Wright-Patterson Air Force Base, Ohio. Colonel Golden's experience with 
electronic warfare also includes work as a project engineer in the Electronic 
Warfare Division of the Air Force Avionics Laboratory, where he was re­
sponsible for the development of monopulse radar countermeasures and the 
evaluation of electronic countermeasures (ECM) against both ground and 
airborne tracking radars. He is presently assigned to Headquarters Air Force 
Systems Command, Andrews Air Force Base, Maryland. 

Radar Electronic Warfare includes both the fundamental principles of 
radar electronic warfare and the specific analysis methods for EW systems. 
It can be used as a textbook for courses in electronic warfare as well as 
a reference text for EW engineers and EW officers (EWO's) operating 
electronic countermeasures (ECM) or counter-countermeasures (ECCM) 
systems. 

J. S. PRZEMIEIMIECKI 
Editor-in-Chief 
Education Series 



TABLE OF 
CONTENTS 

vii Preface 

PARTI 

1 Chapter 1. Introduction to Electronic Warfare 
1.1 Historical Review 
1.2 Definition of Electronic Warfare 
1.3 Order of Discussion 

7 Chapter 2. Principles of Radar 
2.1 Radar Tasks 
2.2 Factors Affecting Radar Performance 
2.3 Typical Radar System 
2.4 Radar Detection in Receiver Noise 
2.5 Radar Detection in Clutter 
2.6 Radar Surveillance Volume 
2.7 Target Tracking 
2.8 Doppler Processing 
2.9 Radar Applications 

63 Chapter 3. Radar Electronic Countermeasures 
3.1 The Hierarchy of ECM Techniques 
3.2 Noise Jamming 
3.3 Target-Like Jamming 
3.4 Passive Electronic Countermeasures 
3.5 Active Jamming Systems 

137 Chapter 4. Electronic Counter-Countermeasures (ECCM) 
4.1 Spatial Filtering 
4.2 Matched Filtering 
4.3 Multiple Measurements 
4.4 Saturation Elimination 
4.5 Operator Displays 

149 Chapter 5. Electronic Support Measures 
5.1 Tasks of Radar Warning Receivers 
5.2 Major Components of Radar Warning Receivers 
5.3 Types of Receivers 
5.4 Receiver Systems Considerations 



PART II 

163 Chapter 6. Analytical and Engineering Tools 
6.1 Laplace Transforms 
6.2 Automatic Control Theory 
6.3 Probability and Estimation 
6.4 Electromagnetic Radiation and Antenna Patterns 

185 Chapter 7. Analytical Models of Tracking Radars 
7.1 Angle Estimation by Conical Scan 
7.2 Angle Tracking through Scan with Compensation 
7.3 Angle Estimation by Monopulse Radar 
7.4 Range Estimation 
7.5 Angle Servo Systems 
7.6 Range Servo Systems 
7.7 Tracking Errors in High S/N Environment 

239 Chapter 8. Active ECM vs Angle Scanning Systems 
8.1 Amplitude Modulated Repeater vs COSRO Radar 
8.2 Amplitude Modulation through Inverse Gain 
8.3 Inverse Gain vs Scan with Compensation 
8.4 An Analysis Technique for Larger Angular Errors 
8.5 Effect of CW Noise on a CONSCAN Radar 
8.6 The Effects of AM Noise on a CONSCAN Radar 

273 Chapter 9. Active ECM vs Angle Measurement in Monopulse 
9.1 Multiple-Source Jamming of Monopulse 
9.2 Polarization Jamming of Monopulse 

307 Chapter 10. Active ECM vs Automatic Gain Control 
10.1 Effect of Impulsive Signals on the Voltage out of IF 

Amplifiers 
10.2 Linear IF Gain Variation with Control Voltage 
10.3 Stability of Angle-Servo Loops at Lowered Gain 
10.4 Sensitivity of Jamming Parameters 

319 Appendix A. Glossary of Terms 

323 Appendix B. Mathematical Basics 

327 Appendix C. Answers to Problems 

329 References 

337 Subject Index 



PARTI 

1 
INTRODUCTION TO 

ELECTRONIC WARFARE 

1.1 HISTORICAL REVIEW 
It is generally perceived that every action stemming the flow of informa­

tion between components of opposing armed forces is an act of electronic 
warfare and many of these perceptions are logical. For example, the trans­
mission of deceptive information by false signal fires certainly uses the opti­
cal portion of the electromagnetic spectrum. But such associations merely 
point out that the principles of war never change, only the tools for imple­
menting them. After all, communications in future wars may conceivably use 
gravitational waves. The jamming of such signals will no doubt occur, but 
such action will not appear to be electromagnetic in nature. Thus, to aid in 
defining what is and what is not classified as electronic warfare, this chapter 
begins with an account of past activities generally considered to be acts of 
electronic warfare. 

The first recorded electromagnetic actions related to warfare are different, 
depending on the writer cited. According to Refs. 1, 2 (Chap.2), and 3, on 
May 31, 1916, Admiral of the Fleet, Sir Henry Jackson, used coastal radio 
direction finders to observe movements of the German fleet and, on the basis 
of this information, positioned the British fleet so that it was able to oppose 
the Germans successfully. On the other hand, Shustov and Vakin [4] suggest 
an even earlier use of electronic warfare, claiming that the Russian torpedo 
boat Gromky and cruiser Igumrad jammed Japanese radio communications 
during the Russian-Japanese War at the Battle of Tsushima in May 1905. If 
this earlier claim is true, it attests to the fact that electronic warfare by itself 
does not win battles because the Russians were soundly defeated [5]. Finally, 
Johnston [68, p. 1] references a nonmilitary event involving Guglielmo Mar­
coni, Lee DeForest, and John Greenleaf Pickard, all pioneers of radio. Tn 
1901, Marconi and DeForest were contracted to use wireless to report inter­
national yacht races for the Associated Press and the Publishers Press Asso­
ciation. Their race reports, which were transmitted by wireless, were 
effectively jammed by Pickard of the American Wireless Telephone and 
Telegraph Company. This was accomplished by a simple procedure of contin­
ued transmittal of a series of interfering dashes that also transmitted Pickard's 
coded reports, while denying reception by the other two competitors. Thus, 
1901 saw what was probably the first use of the electronic countermeasures. 

1 



2 RADAR ELECTRONIC WARFARE 

The use of such electronic systems as radio and radar, as well as electronic 
warfare, became widespread in World War II. During the early stages of the 
war, the British concentrated on defeating various German navigational aids 
used to guide bombers to their targets in England [2]. Some of these aids— 
Lorenz, Headache, and Ruffian—used directional radio antennas that 
pointed their beams from the continent toward the desired target in England. 
German bombers flew within the beams to their destination. As shown in 
Fig. 1.1, the British countermeasure to these aids was deceptive in nature [91, 
p. 127]. A jammer in the target area radiated signals similar to the German 
transmissions and these signals caused an apparent bending of the beam in 
which the aircraft was flying. The bomber crews thus dropped their loads 
away from the jammer position and flew home with an unjustified sense of 
accomplishment. 

Navigational aids were not the only electronic warfare targets during 
World War II. In November 1941, the British jammed German tank commu­
nications during the Libyan campaign, but this successful application of 
airborne jamming was short-lived because no air cover was provided for the 
jamming aircraft. As the war moved closer to Germany, the Allies employed 
both active jamming of the radio control channels used for guiding intercep­
tor aircraft and passive jamming in the form of chaff (or window) to confuse 
German Wurzburg and Freya radars [91]. Prior to the Normandy invasion, 
the suppression of Germany's defensive forces was of paramount importance 
to the Allies. German coastal radar sites were reduced by 82% through 
massive attacks with bombs and rockets. In addition, balloon-borne radar 
reflectors and deceptive transmissions were used to create "ghost" invasion 
fleets, which led the Germans to dilute their defenses [3]. Excellent histories 
of electronic warfare during World War II can be found in Refs. 91 and 92. 

Equipment and tactics during the Korean War were essentially the same 
as those of World War II. Nevertheless, electronic warfare was indispensable 
by the end of 1951. According to some estimates, aircraft and crew losses 
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Fig. 1.1 Disruption of Lorenz navigational aid. 



INTRODUCTION 3 

would have been triple the actual losses during the last two years of the war 
without the use of electronic warfare [1, p. 4]. 

Both before and after the Korean conflict, development of a capability for 
electronic warfare received low priority. As a result, few resources were 
available to counter the surface-to-air missile systems (SAM) and anti­
aircraft artillery (AAA) facing the U.S. Air Force and Navy during the 
initial bombing of North Vietnam [1]. Only the EB-66C had an electronic 
countermeasure (ECM) capability during this first encounter with radar-
and infrared (IR)-guided missiles. (The Germans experimented with both 
radio-guided and infrared-homing missiles during World War II [6], but they 
did not use them operationally. However, they did use radio-guided bombs.) 
Apparently, the EB-66C was insufficient, because many new EW systems 
were developed during the course of the war. Suppression of air defenses 
took the form of F-105G and F-4C "Wild Weasel" aircraft configured to seek 
out and destroy SAM radar sites. Individual fighters carried "PODS" 
equipped with flexible jamming systems to adapt to the ever-changing radar 
threat. These fighters also carried radar warning receivers to warn the crews 
of nearby SAM activity, newly designed dispensers of chaff, and infrared 
countermeasures in the form of flares. These efforts aided substantially in 
reducing aircraft losses [7]. 

But the radar defenses were surmounted for only a brief period. In the Yom 
Kippur War of October 1973, Israeli aircraft could not provide close air 
support until their ground forces had overrun the Egyptian defenses [8]. The 
proven EW defenses used against the SA-2 and SA-3 during the Vietnam War 
were inadequate against the SA-6 [9]. The SA-6, operating in a previously 
unused portion of the frequency spectrum, accounted for 30% of the Israeli 
aircraft losses. Other new weapons introduced during this war were the 
ZSU-23-4 (an AAA system mounted on a tracked vehicle with its own radar), 
a wheeled vehicle mounting numerous SA-7 infrared-guided missiles, and the 
Snapper and Saggar wire-guided antitank missiles. These new systems forced 
initial reliance on an old countermeasure (chaff) and a rapid scramble to 
develop new tactics and techniques [9]. This search for new responses to 
changing threats is a common pattern throughout the evolution of electronic 
warfare. Other patterns are the expanded use of the frequency spectrum and 
the increased complexity and power requirements of the jammer systems. 

1.2 DEFINITION OF ELECTRONIC WARFARE 
As shown in Fig. 1.2, electronic warfare is one element in a larger effort known 
as electronic combat (EC). In broad terms, EC is action taken in support of 
military operations against the enemy's electromagnetic capability. EC 
includes electronic warfare (EW) as well as elements of command, control, 
and communications countermeasures (C3CM) and suppression of enemy 
air defense (SEAD) [10]. Electronic combat is a new term encompassing 
all activities historically considered to be electronic warfare. The activities 
of defense suppression and communication jamming, previously a part of 
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ELECTRONIC 

COMBAT 

C3CM EW SEAD 

1 1 
ECM ECCM 

Fig. 1.2 Organization of electronic combat. 

electronic warfare, are now considered as separate areas of SEAD and 
C3CM, both of which are on an equal level with electronic warfare. 

Electronic warfare is military action involving the use of electromagnetic 
energy to determine, exploit, reduce, or prevent hostile use of the electromag­
netic spectrum and to maintain friendly use of the spectrum [1]. One distinc­
tion between electronic combat and electronic warfare is that electronic 
combat may involve action that does not use the electromagnetic spectrum. 
Electronic warfare consists of three principal elements: 

Electronic warfare support measures (ESM)—gathering and immediate analysis of 
electronic emissions of weapon systems to determine a proper and immediate 
reaction. 

Electronic countermeasures (ECM)—development and application of equipment 
and tactics to deny enemy use of clectromagnetically controlled weapons. 

Electronic counter-countermeasures (ECCM)—actions necessary to insure use of the 
electromagnetic spectrum by friendly forces. 

Electronic warfare should be viewed as a tool for use with other tools 
available to the battlefield commander to achieve mission objectives. Proper 
application of electronic warfare should not be viewed as a panacea that can 
make an aircraft invulnerable to all electromagnetically controlled weapons. 
After all, the proper application of ordnance does not guarantee destruction 
of the target when the element of surprise is required. As shown in Fig. 1.3, 
for example, the objective of the forces to the right of the forward edge of the 
battle area (FEBA) is the destruction of a target on the left side of the figure. 
Certainly, the attacking commander will attempt to accomplish this objec­
tive with "acceptable" losses. His "tools" may include different types of 
aircraft, knowledge of environmental conditions, available armament, etc. In 
planning his mission, he will anticipate defenses and consider aircraft that 
can deliver the required ordnance to the target. 



INTRODUCTION 5 

SEARCH 
RADAR 

PENETRATOR 

FEBA 

STAND-OFF 
JAMMER 

Fig. 1.3 Penetration problem. 

A commander uses electronic warfare support measures to obtain infor­
mation about enemy forces. Determination of the composition and posture 
of defensive forces actually requires use of all available intelligence infor­
mation sources, but only certain specific activities in intelligence gathering 
can be considered as electronic support measures. ESM activities enable the 
commander to determine the enemy's EW capability, its effectiveness, cur­
rent use of the capability, its location, etc. 

The commander applies electronic countermeasures when he considers 
his route of penetration, altitude, and method of defense suppression. For 
example, will he employ standoff jammers (SOJ)? Will he carry ECM 
equipment on the penetrators? If so, how will he use the equipment? Obvi­
ously, electronic countermeasures are not merely "black boxes" that make 
penetrators impervious to surface-to-air missile systems. Electronic counter-
measures are the intelligent consideration of all electromagnetic factors that 
can deny the enemy use of defensive systems and thus affect the outcome of 
a battle. 

Opposing commanders must also consider electronic counter-counter-
measures, a third element of electronic warfare. Both commanders may 
exercise emission control to deny knowledge of critical operating parame­
ters in their equipment to opposing surveillance systems. The defensive 
forces must consider radar sighting for "optimum" protection of their re­
sources against expected mixes of attack forces. The attackers need the 
ability to recognize malfunctioning of their terrain avoidance capability due 
to jamming by ground defenses. Again, another "black box" attached to 
the receiver, commonly called an ECCM "fix," may not be as important as 
knowing when to use it. 

In other words, electronic warfare is not merely the search for the magi­
cal emission that will deny the enemy a functioning system. It is the 
constant gathering of information on the enemy's capabilities and his 
plans for using his capabilities. It is the development of technology to 
do more "things," but, in the final analysis, it is planning for "what 
things" to do "when" to achieve maximum enemy confusion and to gain 
time. 
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1.3 ORDER OF DISCUSSION 
Since the objective of this text is to introduce the reader to radar electronic 

warfare, he must become familiar with both radar and electronic warfare. 
The radar system is treated first because it is considered to be the offensive 
element. Chapter 2 includes a discussion of radar principles, terminology, 
and performance capabilities. Chapter 3 contains a discussion of the ECM 
divisions, descriptions of generic ECM modulations, and an analysis of their 
effectiveness against various radars. Chapter 4 outlines various ECCM tech­
niques and their use, and Chapter 5 concludes Part I with a description of the 
ESM receivers so essential for the control of modern ECM systems. Chapter 
6 marks the beginning of Part II and contains background material used in 
the remainder of the text. Chapter 7 develops various radar models and 
Chapters 8-10 analyze the effects of certain ECM techniques on these radar 
models. 



2 
PRINCIPLES OF RADAR 

Radar sensors are the eyes and ears of a large number of current weapon 
systems. An understanding of the capabilities and limitations of these sen­
sors is essential to successful EW planning. This chapter reviews basic radar 
tasks, factors affecting achievement of these tasks, equations for determining 
radar range, classes of radars, and their principles of operation. 

2.1 RADAR TASKS 

A radar is tasked either to detect the presence of a target or to determine 
its location. Depending on the function emphasized, a radar system might be 
classified as a search or tracking radar, and it might be assigned an appropri­
ate role within a larger weapon system. For example, determining the pres­
ence of a target is normally termed "target detection," while location of a 
target might be referred to as estimation of target parameters; i.e., the radar 
is tasked to determine the range of a target. Conceivably, a radar used as an 
office security system would detect an intruder (target) without giving any 
indication of the intruder's location within the office. The office could be 
called the radar's resolution cell. More typically, a radar is tasked either to 
detect intruders in many different resolution cells (or offices) or to determine 
an intruder's location within a particular resolution cell. Figure 2.1 shows 
one possible arrangement of resolution cells around a radar. The radar is 
tasked to determine the target's presence or absence within the large number 
of resolution cells designated by the location in range and angle of their 
centers and characterized by some finite range and angular extent. Thus, 
target "detection" naturally implies within a specific cell or a rough estimate 
of target location. Radar detection in other types of resolution cells is possi­
ble. If the radar in Fig. 2.1 is located on Earth, a three-dimensional resolu­
tion cell could be defined by considering the angle of elevation above the 
Earth as shown in Fig. 2.2. Other resolution cells are considered in later 
sections. 

Once the rough estimate of target location is available, location of the 
target within the resolution cell or acquisition of other data is usually neces­
sary. For example, most methods of target tracking require knowledge of the 
position of the target within the resolution cell for subsequent repositioning 
of the resolution cell and continued tracking. Other systems may observe the 
target reflections only for the purpose of identification. In this process, esti­
mates of the size, orientation, and shape of the target may be required. The 

7 



8 RADAR ELECTRONIC WARFARE 

SEARCH % / ^ - — — — / ^ \ 
AREA / / ^ - - - - ^ A ^ R E S 0 L U T I 0 N 

/ I / ,—\>τΎΛ CELL 

I I ( ^Xr(r\—RANGE 

\ \ \ >C Y$?V//RES0LUTI0N 

\ V X ^ O O V ^ ANGLE Fig. 2.1 Radar resolution. 
V x \ X / ^ RESOLUTION 

RADAR-^X ^ - ~ _ — J f X 

same radar need not be tasked for both detection and estimation, although 
some capability in each area is the most common practice. It may be advan­
tageous to use two radars, each with a specialized function in a given weapon 
system. 

A weapon system may require many radars, each providing detection and 
estimation within a specific environment of target returns and noise. For 
example, a surveillance radar may detect a target and then use a secondary 
radar to identify the target. An airborne interceptor may be directed to the 
vicinity of the target from which its own radar can begin to acquire (detect) 
and then track (estimate position of) the target. A missile fired at the in­
truder may have its own radar, and so on. 

2.2 FACTORS AFFECTING RADAR PERFORMANCE 
Radar tasking has been described in terms of detecting the presence of, or 

estimating the position of, a target within a resolution cell. This section 
addresses factors that determine the size of the resolution cell, the level of 
target signal, the level of natural interfering signals, and, ultimately, radar 
performance. 

Wave Propagation 
Since the signals emitted by a radar are electromagnetic (EM) in form, 

discussion of EM wave propagation is necessary. As shown in Fig. 2.3, an 
EM wave in the atmosphere can be compared to a wave on the surface of a 
body of water. That is, a stone dropped in the center of a quiet pond is 
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analogous to a radar transmitter in the sense that it disturbs (pulses) the 
surface of the water. This disturbance takes the form of a wave packet that 
travels away from the source at a fixed velocity V (for EM waves, this 
velocity is the speed of light or 3 x 108 m/s). The time interval over which the 
packet is observed as it passes a point can be designated by the arrival time 
of the packet Γ, and the time the packet completely passes the point Tf. 
Passage of the wave packet at any particular point causes the surface of the 
pond to oscillate up and down. Passage of EM waves at a given point causes 
a similar oscillation of the electric or magnetic field. The time variation of the 
electric field at a point can be described by the equation (see Appendix). 

E{t) = £max cos {2nfRt + Θ) 

provided that the time / lies between times Γ, and Tf previously defined. At 
other times, the electric field is zero. In this equation, the frequency of 
oscillation fR is the inverse of the time between the occurrences of the peak 
value of the electric field. In the analogy of the water wave, the equivalent 
would be the inverse of the time between the peak displacements of the 
water. The frequency of oscillation is usually written in hertz (cycles/second) 
or in hertz to some power of 10, for example, 

1,000,000 Hz = 106 Hz = 1 megahertz = 1 MHz 

Also in the analogy of the water wave, a definite distance can be observed 
between subsequent wave crests. This distance is referred to as the "wave­
length" λ of the disturbance (or signal) and is related to the frequency and 
velocity V of the wave by 

If the signal lasts for an interval of time given by τ = 7} — Th then the wave 
packet will occupy Vx meters of space. This distance is usually referred to as 
the pulse-width. Since the velocity of an EM wave in the atmosphere is 
usually 3 x 108 m/s, it is sufficient to designate the pulse width of a typical 
radar by its time duration τ. 

The radio frequency (RF) used depends on the purpose of the radar. For 
typical radars, these frequencies vary from approximately 100 MHz to 20 
GHz (1 GHz = 1000 MHz). If one assumes that the velocity is constant at 
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3 x 108 m/s, the wavelength of the radiated EM energy from typical radars 
varies over the values shown in Table 2.1. 

Table 2.1 Wavelength vs Frequency 

Frequency 

fR, MHz 

100 
1,000 

10,000 
20,000 

Wavelength 

λ, m 

3.0 
0.3 
0.03 
0.015 

Wavelength 

λ, in. 

118 
11.8 

1.18 
0.6 

A number of conventions have arisen over the years for labeling various 
frequency ranges, for example, "X-band" and "super high frequencies." 
Figure 2.4 shows some of these conventions. In Fig. 2.4, "current U.S." 
refers to the present frequency band designation used by the Department of 
Defense in matters pertaining to electronic warfare [93]. "Old U.S." refers to 
the method of band designation used by most of the microwave industry in 
the United States [l,p.5-2]. Finally, ITU refers to the band designations set 
up by the International Telecommunications Union and in nearly universal 
use [63, pp. 18-60]. 

In the fluid analogy shown in Fig. 2.5, a block of wood or any other 
discontinuity at a distance R from the initial disturbance would create a 
reflected wave. Common experience with reflected waves in water suggests 
several observations that apply to EM waves. First, the wave reflected from 
the block starts at Γ, = R/V, the instant the original disturbance (or incident 
wave) reaches the block. Second, the reflected wave will reach the original 
position of the stone (the point where it created the disturbance) after a time 

2R 
T7= — = 2Γ, 

FREQ., GHz 

0.1 2.0 3.0 4.0 6.0 8.0 10 40 60 

CURRENT 
U.S. A 

OLD U.S. VHF X K K K . MILL 

ITU 

Fig. 2.4 Frequency bands. 
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Fig. 2.5 Wave reflections. 

TIME. T 2 = y 

Third, the strength of the reflected wave (i.e., its peak disturbance) de­
creases as the separation between the source (radar) and the block (target) 
increases. Finally, the reflected pulse width will be similar to the pulse width 
of the incident pulse. All times are measured from the time of the original 
disturbance. 

The radiated and reflected EM waves are "polarized." In the water anal­
ogy, the water displacement always appears at right angles to the direction 
of wave propagation and this displacement is always vertical. The electric 
field also lies at right angles to the direction of wave propagation, but it can 
appear in any arbitrary direction or its direction can change with time. In 
the familiar analogy of polarized sunglasses in Fig. 2.6, for example, the 
view becomes alternately opaque and clear as one of two polarized filters is 
rotated because light is also an EM wave consisting of individual photons 
with different polarization. The filter furthest from the eye passes only verti­
cal polarization and, depending on its orientation, the second filter then 
passes or stops this vertical component. The impact of polarization in elec­
tronic warfare is that, ideally, the radar antenna will be insensitive to a 
horizontally polarized jammer if the antenna is vertically polarized (the 
electric field oscillates vertically in some reference system). 

-LIGHT 

NORMAL 
Fig. 2.6 Polarization. 

Ο ^ 
OPAQUE 

Length of Range Resolution Cell 
What would be the reflected signal from two targets if the radar and the 

two targets form a straight line? One can answer this question by assuming 
that multiple reflections can be ignored because the scattered signal from 
either target is small in relation to the incident signal. The total reflected 
signal is then simply the sum of the two individually reflected signals. 

Table 2.2 shows the individual and combined signals for various separa­
tions of point targets. A point target is small relative to radar pulse width. 



12 RADAR ELECTRONIC WARFARE 

Table 2.2 Range Resolution 

REFLECTED 
S IGNAL 

TARGET 1 

TARGET 2 

SUM OF 
1 8, 2 

TARGET SEPARATION 
d>>Vt/2 

1/1 
1/t 1/b 

d=> V t / 2 

VI ' 
1Λ 

WIA 

d < Vt/2 

For target separations greater than Vr/2, two distinct returns are observed. 
When target separation is slightly greater than Vz/2, the individual returns 
almost merge into one and thus complicate the task of determining the 
number of targets. Resolution of individual targets becomes impossible if the 
target separation is less than Vx/2. Thus, Κτ/2 is considered the smallest 
radar resolution cell that can be used to distinguish between two separate 
targets in a straight line. 

Another perspective on the signal sensed by a radar at an instant in time 
Γ, is that it can be caused only by targets within + Κτ/4 of the distance 
associated with the instant of sampling, R = VTJ2. Thus, the range interval 
within which a radar of pulse width τ searches for a target is Vz/2 or its range 
resolution. 

Angular Resolution and Antenna Gain 
How can the reflected signal be increased without increasing the source 

strength? How can returns from targets at different angles but of the same 
range be isolated? This section provides an answer to the first question in a 
discussion of antenna gain. It then answers the second question by describing 
the close relationship between antenna gain and angular resolution. It con­
cludes with a discussion of antenna performance measures. 

The analogy of the water wave can be used to illustrate the concept of 
antenna gain. The stone can be considered a point source. In other words, 
lines drawn through any number of velocity vectors associated with the wave 
disturbance created by the stone would intersect at one point. Each of these 
lines is called a ray path. In antenna theory, such a source is considered 
isotropic since it radiates equal power in all directions. However, EM power 
must be concentrated in the desired direction for proper radar performance. 

A widely used device for this purpose in optics, acoustics, and electromag­
netics is the parabola. When a parabola is relatively large compared to the 
wavelength used, all rays directed toward it from a source at its focus emerge 
in parallel from its aperture. Thus, if a parabolic reflector is placed in the 
water at the proper distance from the dropped stone, the rays to the right of 
the reflector will increase in amplitude at the expense of the rays to the left 
of the reflector (Fig. 2.7). 

The parabolic reflector antenna, then, is a device used to concentrate the 
available transmitter power in a given direction of space. If this transmitter 
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a) POINT SOURCE 
ISOTROPIC. b) DIRECTIONAL SOURCE. 

Fig. 2.7 Focusing principles. 

power, denoted PR, were radiated uniformly in all directions, the "power 
density" S in watts per square meter (W/m2) at the target range R would be 

S = 
4nR 

W/m2 

as the surface area of a sphere of radius R is 4nR2. If the antenna had a 
"gain" denoted GR (purely numerical with no dimensions), the power den­
sity in a particular direction would increase in proportion to this amount. If 
the gain is 10, then the power density will be 10 times as large. If the antenna 
gain is in the direction of the target, the power density incident on the target 
becomes 

PRGR 

4nR 2W/m2 

As seen in the water analogy, higher gains are obtained from larger anten­
nas. Actually, the gain of an antenna is related in a complicated manner to 
its physical size and the wavelength at which it is used. However, there is a 
simple relationship between the gain of an antenna and its "effective area" 
Ae. This relationship is 

4π A,, = effective area 

The effective area is typically 50-75% of the actual physical area [13], ex­
cluding simple wire antennas. 

Closely related to the achievement of antenna gain is the formation of very 
narrow antenna beams. If a fixed amount of power is focused in a given 
direction, this direction can be denned by angular limits. The power density 
in the defined direction is greater than that from an isotropic source and 
comes at the expense of the power density in other directions. 

If all the power were radiated through the small shaded area shown in Fig. 
2.8 rather than the total spherical surface, the power density (power per unit 
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Fig. 2.8 Antenna gain. 

<-ΛΦ, 

area) must be PR/R20^3 as opposed to PR/4nR2. Thus, the gain (angles 
measured in radians) would be 

_PRjR2ei9i_ An 
R PR/4nR2 θ,φ, 

The region of the spherical surface through which power is radiated is 
uniquely defined by the angles 03 and φ3. These angles can be considered the 
antenna beamwidth in the two directions. Thus, a relationship exists between 
antenna gain and beamwidth. Clearly, the size of the angle resolution cell is 
given by the antenna beamwidth (Fig. 2.1). 

The ability to affect such focusing depends on the length L of the antenna in 
each dimension relative again to the wavelength of the radio frequency in use. 
The beamwidth achievable, typically expressed in degrees, is approximately 
θ3 = 57.3λ/Ζ, (or 03 = λ/L radians) as shown in Fig. 2.9. If all power were 
concentrated in the shadowed regions of Figs. 2.8 and 2.9, the gain would be 

GR 
power density in beam PR LaLe 4π 

= = 4τι = — 
isotropic power density R2()2jLaLe) λ2 

λ 

PR/4nR2 

Under these conditions, the gain is related directly to the physical aperture 

10λ 

L„, = 10\ 

Fig. 2.9 Beamwidth dependence on antenna size. 
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SIOELQBES 

ORIGIN7 

Fig. 2.10 Radiation pattern in three dimensions. 

area A. In actual practice, the above gain is not achieved and an efficiency η 
is defined in such a manner that the effective area equals r\A = Ae. Then 
GR = η(4π/λ2)Α = (4π/λ2)Α, as before. 

Another characteristic of directional antennas is that some of the RF 
power is distributed outside of the antenna main beam into so-called antenna 
sidelobes. The combination of the antenna main beam and its sidelobes 
is called the radiation pattern of the antenna. A representative radiation 
pattern is shown in Fig. 2.10. The distance from the origin to a point on 
the pattern is proportional to the power density of the radiation in the 
direction of the given point. An intersection of this pattern with a plane that 
includes the point of peak power density would have a plot as shown in Fig. 
2.11. 

Typically, the beamwidth is defined as the angular separation between the 
half-power points of the main lobe; separate values are quoted for azimuth 
and elevation plane cuts. Sidelobe values depend on design constraints and 
range from 1 /20th to l/100,000th of the peak value. If an antenna of a fixed 
dimension L is designed to yield the minimum possible beamwidth 
(03 = 0.881/L), it will also yield the highest sidelobes. Different designs will 
result in wider main beams (03 = 1.2A/L) and much lower sidelobes from the 
same size antenna. 

Some antennas common to radar or ECM systems are described in Table 
2.3 [14,p.313] and Table 2.4 [15,Chap. 9,p.10]. In these tables, antenna gain 
and sidelobe levels are expressed in decibel (dB) form where 

Gain in dB = 10 log10 gain 

The gain of an antenna in the direction of a sidelobe is often expressed 
relative to the maximum gain of the antenna. It is possible for an antenna to 
have a maximum gain of 40 dB and sidelobes at —30 dB relative to the 

MAINLOBE 

1st SIDELOBE Fig. 2.11 Radiation pattern in a plane. 
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Table 2.3 Simple Antenna Characteristics 

ANTENNA TYPE 
TYPICAL 

RADIATION PATTERN 
TYPICAL 

SPECIFICATIONS 

n Z 

DIPOLE 

INPUT 

CO 
Elevation (y -z ) 

Azimuth (x -y ) 

Polarization 

Linear 

Beamwidth 

80° 

Gain 

2 dB 

HORN 

Elevation (x -z ) 

Polarization 

Linear 

Beamwidth: a = b = λ 

θ ε | ~ 50° 

Gain 
2 TT a b 

Azimuth (y -z ) 
|65,Chap 10] 

CAVITY 
BACKED 
SPIRAL 

Polarization 
Circular 

Beamwidth 
90° 

Gain 
2 to 4 dB 

Bandwidth 
9 to I 
|40. p426| 
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Table 2.4 Reflector Antenna Characteristics 

ANTENNA TYPE 
TYPICAL 

RADIATION PATTERN 
TYPICAL 

SPECIFICATIONS 

l* PARABOLA 

Focal 

focal length 

AZIMUTH & ELEVATION (I) Polarization 
Same as feed on i - axis 

Bcamwidth 
1 I 7 \ / D 

Gain 

H*ty 
Frequency Limit 

Lower D > ΙΟλ 
Upper Tolerances 

|65.Chap I2| 

PARABOLIC 
CYLINDER 

ELEVATION (>■-/) 

FEED 

Polarization 
Same as feed on z-axis 

Bcamwidth 
x-z plane I.2 λ L 
y-z plane 1.2 λ/D 

Gain 
.664— LD 

K-

| I .Vp33X| 

CASSEGRAIN 

SIMILAR TO PARABOLA 

HYPERBOLIC 
"PARABOLIC SUBREFLECTOR 
REFLECTOR 

(1) Edge illumination of —10 dB. Measured. 
(2) Theoretical values assuming cosine aperture distributions. 
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maximum gain. These sidelobes still have a 10 dB gain when compared to an 
isotropic source. Sometimes an average sidelobe level is given for an an­
tenna. There is no common definition for the average sidelobe level, but 
often it is computed by averaging all but the largest sidelobes over a portion 
of the total spherical space surrounding the antenna. 

Ratio of Target Signal to Receiver Noise 
The signal-to-noise ratio is most important in quantifying radar detection 

and tracking performance. The received signal is an attenuated version of the 
emitted RF wave reflected by the target. The amplitude of this reflected pulse 
depends on many factors, such as target orientation or atmospheric condi­
tions. There are various models for computing the probability associated 
with the occurrence of any range of values in amplitude of target returns. All 
such models contain an average or expected value of received power that can 
be written in terms of a "target cross section" σ7· as 

where 

S, = radiated power density at target = PRGRj4nR2 

στ = target cross section, m2 

Ae = radar antenna effective area, m2 

Pr = power received by radar, watts 

Reference to Fig. 2.12 should clarify various terms in this equation. The 
radar emits power of a certain density in the vicinity of the target. The target 
is modeled by an area στ, which intercepts SfaT watts and reradiates this 
power isotropically. The reradiated wave thus has a power density at the 
radar given by 5,σΓ/4πΛ2. The radar antenna acts as a collector of RF 
energy over a given area, which is the same effective area discussed earlier. 
By using previous equivalent expressions, one can write this received power 
as 

σΓ 
Pr=Si^nR2Äe 

4nR24nR24n R (4n)3R4 

This power is amplified to display the results to an operator or to be 
digitized for computer analysis. The basic processing steps in signal recep­
tion are shown in Fig. 2.13. The reflector focuses the returning EM wave on 
a small receiving antenna or feed. This signal may be amplified at RF and 
is almost always converted to a lower frequency, called the intermediate 
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INCIDENT FIELD 

REFLECTED FIELD 

Fig. 2.12 Range equation geometry. 

RFAMP CONVERTER 

c DETECTOR 

*- IF AMP 3 
DISPLAY 

Fig. 2.13 Basic radar receiver. 

frequency (IF), where substantial amplification occurs. The amplified signal 
is often "detected" (i.e., the pulsed nature of the signal is recovered) before 
the signal is inserted into a display or processing device. 

The target return is not the only signal out of the receiver. The receiver 
always has some output because of the noise generated by thermal effects 
within the first few stages of the receiver. The received power from the target 
must exceed this thermal noise by a certain amount in order to state with a 
high degree of certainty, called the probability of detection, that a specific 
surge of output voltage is due to a target rather than noise. One can clarify 
this point by envisioning the receiver output connected to the vertical input 
of an oscilloscope: the horizontal input is triggered (begins) by a signal from 
the radar timer. Figure 2.14a shows the output of the receiver with no target 
present. This output can be related through the receiver gain to a quantity 
called the average noise power internally generated by the system NINT, 
usually modeled as if it were generated at the antenna terminals. 

Figure 2.14b shows the receiver output with a target present at a range such 
that T = 2R/V. As the target return decreases in amplitude, it will obviously 
become more difficult to discern the presence of the target. And, in the absence 
of a target, there is a finite chance that the receiver noise can be mistaken for 
a target. This possibility is called the probability of false alarm. 

+ 
VOLTS 

0 
TIME 

a) No target b) Target present. 

Fig. 2.14 Detected output signals. 
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For a radar to operate properly, the power of the target return must 
exceed the noise power of the system by a certain multiple called the mini­
mum signal-to-noise ratio, (S/N)min. In terms of this ratio, the maximum 
range of the radar for specific targets and idealized propagation can be 
formulated, as will be shown later. The actual power received, measured at 
the same point at which NINT is defined, is used to define the received 
signal-to-noise ratio per pulse as 

S \ Pr PRG2
RaTAX2 

Njp N/NT (4nYR4N/NT 

This actual signal-to-noise ratio may or may not exceed the minimum signal-
to-noise ratio required for system performance. 

2.3 TYPICAL RADAR SYSTEM 
A typical pulsed radar is shown in Fig. 2.15. The timing device periodically 

tells the transmitter when to provide power to the antenna. The time between 
transmitter outputs is called the pulse-repetition interval (PRI) and the in­
verse of the pulse-repetition interval is called the pulse-repetition frequency 
(PRF). The inherent assumption here is that the transmitter will shut off 
before it is told to transmit again. Selection of this pulse-repetition frequency 
is not completely random, but it is related to the desired "unambiguous" 
range of the radar. As shown earlier in Fig. 2.5, the reflection from an object 
at range R will return at a time T = 2R/V(V = speed of EM wave). Thus, if 
the next transmit pulse occurs prior to this time, it may mask the target 
return or cause an erroneous interpretation of the target range (i.e., much 
shorter range than it really is). These effects are shown in Fig. 2.16, where the 
returns from target 2, at a range greater than Run = VT/2, can overlap and 
be mistaken for returns from the shorter-range target. 

The transmitter supplies EM power (RF power) in units of watts (typi­
cally kilowatts or megawatts) for a period typically measured in microsec­
onds. The RF power is usually as high as possible and consists of a 
sinusoidally time-varying electric field. The duration of the pulse, symbolized 
by τ, is again chosen to attain specific objectives of range resolution. As 
mentioned earlier, the RF energy travels away from the antenna at 
V = 3 x 108 m/s. The leading edge of a pulse of duration τ will be VT meters 

Fig. 2.15 Typical radar. 

ANTENNA 



PRINCIPLES OF RADAR 21 

1 2 3 4 5 
TRANSMIT | | 1 | | 

PULSES ^ τ ^ 
1 2 3 4 5 

TARGET # 1 i I i I i 1 , 1 i I 
RETURN 2R7Vn F'g· 2.16 Example of ambiguous target. 

' 0 1 2 3 4 
TARGET # 2 L _ J i | i ] i | i | 

RETURN 2R,/V„ 

away from the antenna before the trailing edge of the pulse leaves the an­
tenna. Thus, the pulse occupies a physical length of C T meters. Other 
components are the duplexer, antenna, and receiver. The duplexer is a switch 
that connects the antenna to the transmitter or receiver, but prevents the 
coupling of the transmitter power into the receiver at levels that may be 
damaging to the receiver circuitry. As stated before, the antenna is a device 
to concentrate the available transmitter power in a given direction of space. 
The receiver amplifies the target return for display to an operator for other 
processing. 

The earlier discussion of range resolution may have given the impression 
that any pulse duration is possible, but this is not the case. For the receiver 
to process a pulse of very short duration effectively, it must pass a continu­
ous band of frequencies centered around the transmitter frequency. The 
width of this band of frequencies in hertz is called the receiver "bandwidth." 
For optimum operator viewing, bandwidth relates to the pulse duration 
through the expression [16] 

BR = \.2/T 

Thus, the receiver bandwidth must increase as the radar pulse becomes 
shorter. Typical values are shown in Table 2.5. 

Increases in the receiver bandwidth results in greater internal noise power 
and voltage or power fluctuations at the receiver output increase because of 
noise. This level of noise power can be computed approximately through the 
following formula (a more accurate formulation involves the definition of 
the system's noise temperature): 

NINT = N0BR NF 
where 

N„ = normal noise within a 1 MHz bandwidth 
given as 4 x 10 '5 watts 

BR = receiver bandwidth, MHz 
NF = radar system noise figure (not just receiver) 

Expressed in decibel form, this equation becomes 

NINT(in dBW) = - 144 dBW/MHz + BR (in dB) + NFdB 
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In the above equations, the "noise figure" (usually expressed in decibels) 
for the radar system has been introduced. This quantity is a measure of the 
quietness of the receiver and other components. 

Table 2.5 Bandwidth vs Pulse Width 

Pulse width τ, μβ 

0.3 
1.0 

10.0 

Bandwidth BR, MHz 

4.0 
1.2 
0.12 

There are a large number of standardized radar displays, but only two 
are included in this discussion. The display could consist of an A-scope 
upon which the amplitude of the receiver output is displayed as a function 
of time. This type of display is identical to that shown in Fig. 2.14. In 
such a display, a new trace begins with each transmitted pulse and is then 
amplitude modulated. This terminology means that the deflection of the 
spot on the viewing screen is proportional to the amplitude of the receiver 
output. Another common display is the plan position indicator (PPI). 
The A-scope indicates only recently received signals or signals from tar­
gets in the antenna beamwidth, but the PPI can display both current and 
past targets. Figure 2.17 shows a sketch of a radar with a plan position 
indicator. 

The plan position indicator presents a display as if the region under 
surveillance were viewed from above with the radar at the center and an 
arbitrary reference direction at the top. The timer originates a trace with 
each radar pulse; the trace is then on a radial corresponding to the current 
pointing direction of the antenna. Target returns appear as bright spots, the 
size of which is discussed in a later section. The plan position indicator is 
an example of an intensity-modulated display. 

The ability of the plan position indicator to display old target returns is 
due to the persistence of phosphor on its display screen and the retina of 
the human eye. The light spot on the screen remains long after the electron 
beam forming the spot has moved on. 

TIMING 

PPI / -AN 
/ PO 

TRANSMITTER 

TENNA 
SITION 

RECEIVER 

Fig. 2.17 Radar with PPI display. 

-RANGE RINGS 
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2.4 RADAR DETECTION IN RECEIVER NOISE 
This section uses material from earlier sections to quantify the expected 

performance of a pulse radar. It considers the effect of a fluctuating target 
cross section and pulse integration. 

Single-Pulse Detection 
The received signal-to-noise ratio for the situation described in Fig. 2.12 is 

(S\ PRG\oTX2 

\NJP (4nyR4N„BR^F 

where the result from Sec. 2.3, NINT = N„BR NF, is used. This signal-to-
noise ratio, achieved for each received pulse, represents the target (or targets) 
within a single resolution cell of length AR = ¥τ/2 and width proportional 
to beamwidth times range. At a time τ seconds later, the content of a new 
resolution cell is tested. The radar system is required to test the voltage of the 
receiver output every τ seconds at a rate given by BR = l/τ or it will risk 
missing a return. In each of these tests, the probability of false alarm (PFA) 
depends on the value of threshold voltage relative to the receiver noise 
voltage, which in turn depends on NINT. A typical probability of false alarm 
is 10~8, which means that, on average, a false alarm is declared once in 108 

trials. Thus, the time between false alarms tFA is given by 

BRtFA = 108 = l/PFA 

After the probability of false alarm is established, the probability of detec­
tion (PD) then depends on the value of (SjN)p as shown in Table 2.6 [17] 
(assume that (S/N)„ = (S/N)mJ. 

Since radar performance is usually specified for a particular target cross 
section, it is necessary to find the range at which a given set of radar parame­
ters (power, gain) provide this performance. A typical problem is shown in 
Example 2.1. 

Table 2.6 (SIN)min Required for Target Detection, dB 

PD 

0.3 
0.5 
0.8 
0.9 
0.99 

10~6 

10.4 
11.2 
12.6 
13.2 
14.2 

PIA 
10 8 

11.7 
12.6 
13.7 
14.2 
15.1 

1 0 - " 

12.8 
13.6 
14.6 
15.0 
15.8 
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Table 2.7 Radar Parameters 

Quantity Value dB Value 

PR 1 MW 60 dBW 
GR 3160 35 dB 
λ 0.5 m - 3 dB 

στ 10 m2 10 dBm2 

NF 3 5 dB 
BR 1.0 MHz 0 dB/MHz 

Example 2.1 
Find the range of a radar with the characteristics in Table 2.7. A 

PFA = 10"6 and a PD = 0.9 are required. 
Based on data from Table 2.6, the minimum signal-to-noise per pulse is 

13.2 dB or has a numerical value 21. The radar range is 

„ 4 ^ PRGR^QT 
(4n)3NaBRKF(S/N)min 

This can be solved in decibel form as 

AR dB = PR + 2GR +2λ+στ- 3(4;r)dB - NMT - (S/N)mm 

= 60 + 70 - 6 + 10 - 33 - ( - 139) - 13.2 « 227 

Ä = 10(227/40) = 4 7 3 k m 

Radar Search Rate and Multiple -Pulse Integration 
The decision regarding the presence or absence of a target in a cell is 

usually not made on the basis of one pulse. A number of pulses, typically 
10-40 are received from each cell and combined (i.e., integrated); the deci­
sion is then made on the summed signal. How many pulses are available in 
a specific case? In Fig. 2.18, a search beam is shown at a given location 
during its rotation around the radar position. The half-power beamwidth is 
given by θαζ and the rate of beam rotation is ω radians/second. Only the 
target returns with significant power, usually those caused by illumination 
from the antenna within its 3 dB beamwidth, are considered. If the radar is 
the same one considered in Example 2.1, the maximum radar range is 
473 km (255 n.mi.). If this maximum range is set equal to the desired unam­
biguous range Run, then, based on earlier considerations, the pulse-repetition 
frequency fPRF must be less than 317 Hz (i.e., fPRF = V/2Run). With this 
pulse-repetition frequency, the antenna rotates through an angle ωΤbetween 
pulses. After N pulses, the antenna has rotated through the 3 dB beamwidth, 
or ΝωΤ = Nco/fPRF = θαζ. 
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Fig. 2.18 Overhead view of search radar. 

The number of pulses available for addition from one angular resolution 
cell is thus 

»T _JPRpVgz 

ω 

or, for a required number of pulses, the angular rate must be 

JPRF^uz 
ω = 

TV 
These pulses are processed (i.e., combined) in the radar receiver. In this 
processing (called incoherent or coherent integration depending on the de­
sign of the radar), the radar develops a signal with an integrated signal-to-
noise ratio (S/N),NT at the point in its circuitry where a decision must be 
made about the existence of a target. Integration using both signal amplitude 
and phase information is called "coherent integration." Integration that 
does not use signal phase is called "noncoherent integration." Generally, 
coherent integration is accomplished prior to detection, resulting in the term 
"predetection integration" and noncoherent integration after detection for 
which the term is "postdetection integration." A cathode ray tube performs 
noncoherent integration. If the radar is coherent and it processes N pulses, 
the SjN ratio increases by the factor N (numeric, not dB). Then, the inte­
grated signal-to-noise ratio is given by 

(S/N)1NT = N(S/N)P 

A good rule of thumb, according to many sources, is that the increase in 
the S/N ratio is approximately proportional to yjN if the radar is incoher­
ent. Actually, this is a pessimistic approximation for incoherent integration 
[17], but other loss mechanisms beyond this discourse justify its use. Thus, 
for incoherent pulse integration, 

(S/N)INT = ^N{S/N)P 

In either case, the resulting integrated signal-to-noise ratio must equal 
(S/N)min as required by the desired PD and PFA. 
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For example, the radar in the previous example might be tasked to detect 
a 2.5 m2 target rather than a 10 m2 target at 255 nm. The S/N per pulse 
[(S/Np)] out of the IF amplifier is now 7 dB, rather than 13 dB, because the 
target size has been reduced by a factor of four. To compensate for this loss 
of 6 dB, the radar must noncoherently integrate 16 such pulses (^/lo = 4, 
10 log 4 = 6). This number of pulses requires the radar antenna to rotate at 
an angular velocity of ω = 0.45 rad/s or 26 deg/s. The radar now scans a 
complete circle (360 deg) in 14 s or makes 4.3 rotations/min. Some circles state 
that the radar has a frame time (the time between display updates) of 14 s. 

The range equation can account for the impact of pulse integration by 
incorporating the appropriate factor for S/N improvement. The IF signal-to-
noise ratio per pulse is then (S/N)p. The minimum integrated signal-
to-noise ratio required for reliable target detection is related to the per 
pulse value through (S/N)min = N(S/N)p for coherent integration and 
(S/N)min = N/L,(S/N)p for incoherent integration. The factor L, representing 
the incoherent integration loss is assumed here to equal ^/N. 

The new equation for radar range is then 

= Γ ΡκΟ%στλ2Ν J* 
l(4n)\S/N)mmNINTL^ 

Fluctuating Targets and Other Losses 
The model of the radar detection problem used thus far contains too many 

simplifications, the removal of which usually reduces the radar performance 
relative to the performance predicted by the simple model. Inclusion of "loss 
factors" in the range equation can often account for this reduction. These 
loss factors can result either from more realistic modeling of the radar system 
or from the environment in which the radar operates. This section considers 
loss factors accounting for fluctuations in the target cross section, beam 
scanning, and rain attenuation and then mentions some other loss factors. 

As shown in Fig. 2.19, the target cross section is very dependent on the 
radar viewing angle. Since the exact angle at which the target is observed is 
unknown, the value of the cross section used in the range equation must be 
an expected value or the value obtained by averaging the actual cross section 
observed over a 5-10 deg interval. This expected value can also vary in angle. 
More important, the target is usually moving and the viewing angle, as well 
as the cross section, changes in time. If the cross section changes significantly 
over a time of viewing equal to the radar pulse repetition interval, it is called 
Swerling II. If the cross-sectional changes are significant only over times on 
the order of those between radar bursts (each group of pulses integrated), the 
target is Swerling I. The loss factor accounting for a Swerling I target is 
shown in Table 2.8 [18,p. 48] and it is perceived as dependent on the detec­
tion probability required. This loss factor is incorporated into the range 
equation by adding its decibel value to any other existing losses, such as the 
incoherent integration loss. 
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Fig. 2.19 Aircraft radar cross section |measured data from Refs. 18 (p. 40) and 2 (p. 
13-10)1. 

The pulses received also vary in amplitude because of the varying antenna 
gain as the beam scans past the target (i.e., the pulses are not all received 
with maximum antenna gain). This variation in amplitude requires inclusion 
of a scanning loss Ls in the range equation. A value, Ls = 1.6 dB, for this 
scanning loss is valid in most cases for each direction of the scan. Thus, for 
a fan beam that scans in one plane, Ls = 1.6 dB, but it is 3.2 dB for a pencil 
beam scanning vertically and horizontally. 

Other loss factors associated with the radar must normally be incorpo­
rated into the range equation if one desires realistic predictions of range 
performance. A few of these factors are listed in Table 2.9, along with typical 
values. Of course, the operator loss would not be included if electronic 
thresholding were used. Similarly, many other corrections could be required 

Table 2.8 Target Fluctuation Loss 

Detection 
probability Loss, dB 

0.5 1.4 
0.8 5.6 
0.9 8.1 
0.95 10.8 
0.99 17.2 
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Table 2.9 Detection Loss Factors 

Reason for loss Value, dB 

Operator 1.4 
Collapsing 2.0 
Filter mismatch 1.0 

Table 2.10 Attenuation Due to Rain, dB/km 

Fall rate, 
mm/h 

2.5 
12.5 
25.0 

3.0 

0.000785 
0.00364 
0.00728 

Frequency, GHz 

10 

0.0388 
0.285 
0.656 

30 

0.492 
2.73 
5.47 

in specific cases. For example, if the power out of the radar transmitter 
suffered losses on its way to the antenna, then line losses must be added. 
These losses and others are discussed in depth in Refs. 17 and 18. The 
purpose of this section is to make the reader aware of the need for, and the 
scope of, the corrections required in the previous simplified range equation. 
Consideration of other factors in system loss is not warranted at this time 
because they would cause undue complication of the model. 

However, consideration of an environmental loss factor due to rain is 
essential. The loss factor accounting for rain approximates the attenuation 
experienced by the radar signal as it propagates to and from the target. As 
would be expected, this loss increases with increased rainfall rate. However, 
the loss increases even more rapidly as the radar frequency increases. Table 
2.10 tabulates rain attenuation rates for selected frequencies and rainfall 
rates [69]. 

The loss factor is computed by multiplying the attenuation rate of Table 
2.10 by twice the range to the target. Since the target range is unknown, it 
must be estimated and an iteration procedure must be followed to solve for 
the actual range value. If the computed range is smaller (larger) than the 
estimate, then the estimated value used to compute the rain loss is increased 
(decreased) until the computed and estimated values are equal. 

Example 2.2 
Building upon Example 2.1, what is the radar range if the radar incoher­

ently integrates 16 pulses and scans a fan beam in azimuth, the target is a 
Swerling I, and other assorted losses total 4 dB? 
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Solution. Radar range, found from the following equation, is that at 
which the integrated signal-to-noise ratio (SjN)INT exceeds (S/N)min: 

PRG\X2aT yß J S \ (S\ 
(4nYR4N,NT LT \N)INT \Njmin 

The total losses are, in decibels, 

L, = Lf (fluctuations) + Ls (scanning) + L0 (other) 

or 
L r = 8.1 d B + 1.6 dB + 4 dB = 13.7 dB 

Expressing the range equation in decibel form and using the previous 
results leads to 

4Λ« = PR + 2GR +2λ+στ + ±Ν- 3(4π)^ - N/NT -LT- (SjN)mm 

= 227 + 6 - 13.7 = 219.3 
Α = 1 0 2 ΐ9 . 3 /4ο = 3 0 4 ] α ι 1 

Example 2.3 
Continuing Example 2.2, what is the radar range if the region between the 

target and the radar contains rainfall at a rate of 2.5 mm/h? 

Solution. The range of the radar is a solution of the equation given in 
Example 2.2, with the loss resulting from the attenuation due to rain in­
cluded in the total loss LT. When expressed in decibel form, this total loss is 

LT= 13.7dB + 2a/?dB 

where a is the loss due to the rain expressed in decibels/meter. (Normally, a 
is given in decibels/kilometer, but it is easily expressed per meter here be­
cause all of the other units of length are in meters.) It is assumed that 
a = 7 . 5 4 x 10-8dB/m. 

After inserting the numerical values given in Examples 2.1 and 2.2, the 
range equation, expressed in decibels, is 

4 ^ = 2 1 9 . 3 - 15.08 x 10'gR 

Although both sides of this equation are expressed in decibels relative to 1 m, 
the quantity R on the right side is in meters. This equation may be solved 
iteratively, beginning with the rain-free solution of Example 2.2, i.e., 
R„ = 304 km. 

The new solution /?, is a solution of 

4RUB = 219.3 - 15.08 x lO"8 x 3.04 x 105 s 219.25 
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or remains essentially unchanged, demonstrating the low loss experienced by 
a 600 MHz signal when propagating through rainfall. 

It is useful to assume a higher attenuation parameter in order to demon­
strate the method of solution. To this end, it is assumed that a = 5 x 10"5. 
Then, 

4RldB = 219.3 - 10- X = 219.3 - 3.04 
and 

7?! = 255 km 

Continuing this process for two more iterations results in 

AR2dB= 219.3 -2 .54 , R2 = 262 km, R3 = 261 km. 

Many more iterations are required when the rain attenuation is a greater 
percentage of the total loss. Then, a computer becomes very useful. 

2.5 RADAR DETECTION IN CLUTTER 
The most favorable situation for a radar designer is detection of a target 

when the return must compete only with thermal noise from the receiver. In 
most cases, target detection and estimation must be conducted in the 
presence of interfering target-like signals caused by reflections from both 
Earth and the atmosphere and radiation from man-made sources. This sec­
tion examines these reflected signals, often called clutter, and some stand­
ard methods for eliminating them. A later section deals with man-made 
interference. 

Sources of Clutter 
Few radars operate in a homogeneous or uniform space. Most radars are 

required to detect targets of interest in regions containing discrete objects 
such as buildings that produce undesired target-like returns. Similarly, the 
propagation characteristics of regions containing interfaces between clear air 
and rain change from point to point and produce false target returns. Fi­
nally, significant reflections are created whenever the beam of the radar 
antenna points at the surface of Earth. (This is actually another example of 
a change in the medium of propagation.) All three cases produce target-like 
returns (the last two, of course, are extended or large targets), which are 
called clutter. 

A ship or coastal installation, using a search radar in the presence of the 
smooth curved Earth, such as the one shown in Fig. 2.20, will be subjected 
to ground clutter returns from a large area. This area is a circle with a radius 
equal to the distance from the radar to the radar horizon. This horizon is 
somewhat greater than the optical horizon because of the nature of RF 
propagation in the atmosphere and is given by 

R =^2RJi 
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direct ray 

radar^^.—■""""' ^ (__ 
h indirect ray 

Earth's surface ^ " radar horizon 

·" grazing ray 

Fig. 2.20 Scattering from the Earth. 

where Re, the effective Earth radius of 8.5 Mm [15, p. 2-47], is equal to 4/3 
the actual radius and h is the height of the radar. Part of the RF power that 
strikes the Earth is reflected away from the radar and the remaining power 
is scattered in all directions, including the direction back to the radar. The 
part reflected back to the radar is clutter that competes with any target 
returns. 

An example of a cluttered display, shown in Fig. 2.21, is an overhead view 
of the radar search volume as presented on a PPI. Shown on the screen is a 
useless region where nearby land clutter completely masks any target return. 
Also shown are clutter returns from distant mountains that rise above the 
horizon. These mountains also shadow targets in the regions behind them if 
the targets are below a certain elevation. Finally, an area of rainfall presents 
a change in the propagation medium and thus can cause radar returns large 
enough to mask target returns. 

The implication of Fig. 2.21 is that clutter returns are much stronger than 
the internal noise from the radar receiver. For a ground radar, this condition 
typically extends out to the radar horizon. This dominance of clutter inter­
ference over receiver noise requires reformulation of the radar range equa­
tion in terms of the signal-to-clutter ratio. 

Reformulation begins with definition of a quantity called the signal-
to-clutter ratio per received pulse [(S/C)p]. This is simply the ratio of power 
received from the target during one pulse to power received from the 

-SHADOW 
RAIN-

MOUNTAIN 

Fig. 2.21 Radar clutter. 

NEAR IN CLUTTER 
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clutter sources within a resolution cell around the target. If this clutter power 
is denoted by C, the ratio is 

S \ _ PRG2
RaTX2 

C)p {AnYR'C 

For many ground and airborne radars, this clutter power can be expressed 
in terms of the ground area illuminated within the resolution cell and a 
clutter reflection coefficient σ" (see Fig. 2.22). In the figure, the area illumi­
nated by the radar is given as R0a-.(Vx)/2. The clutter reflection coefficient is 
σ" and for surface clutter would be dimensionless. A typical value of σ" 
would be 0.001 or —30 dB, which means that every 1000 m2 of terrain would 
scatter power back to the radar as if it were a target of 1 m2. This return ratio 
may not seem large, but, at 10 km, a radar with a 1 deg beam width by 1 /zs 
pulse width illuminates an area of 26,000 m2. 

With this expression of clutter power, the signal-to-clutter per pulse be­
comes 

/S_\ στ 

\C)P R9azARa" 

which can be quite small. For example, if στ = 26 m2, the previously men­
tioned radar and clutter parameters result in a (S/C)p of unity. The actual 
clutter reflection coefficient is a function of many parameters, including 
terrain type, radar frequency, and incidence angle. Typical values are tabu­
lated in Ref. 19 and grossly span the range of —20 to —50 dB. Thus, the 
expected signal-to-clutter ratio on each pulse is usually so small that target 
detection is virtually impossible. Under conditions of massive target cross 
sections and small clutter reflection coefficients, the detection of targets in 
clutter is possible. A logarithmic receiver (see Fig. 2.44) followed by a "fast 
time-constant" circuit enables the detector circuit to use a constant 
threshold, resulting in a fixed number of false alarms per unit of time due to 
returns from clutter (i.e., a constant false alarm rate or CFAR) [18, p.538]. 
When such a circuit is in use, an operator is more likely to see and recognize 
returns from targets that exceed the threshold. Reliable detection 

41Γ R2 4Tr R2 4?i i4Tr)3 R3 

Fig. 2.22 Clutter power computations. 
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(PD =99%) with small probability of false alarm (PFA = 10~6) can be 
achieved with per pulse signal-to-clutter ratios on the order of 20 dB if one 
assumes that the clutter returns are independent for each of 30 pulses and the 
30 pulses are incoherently added [20]. But this assumption is generally in­
valid. The clutter returns from a resolution cell are often more accurately 
modeled as identical during the time a cell is observed. The clutter returns are 
thus more "target-like." Fortunately, a clutter return appears to come from 
a stationary target, which provides the key to elimination of the clutter. 

Clutter Processing 
The key to the elimination of clutter is the Doppler principle. If one 

assumes that the radar transmits at a frequency fR, the Doppler principle 
states that the signal reflected from an object moving toward the radar at 
velocity Vr will be at a frequency fT given by 

fr=fR+^1, / ^ = 3 x l 0 8 m / s 
A 

If the clutter is stationary, it reflects a signal at the transmit frequency. 
Therefore, if the radar contains a frequency-sensitive receiver that passes the 
target frequency but not the frequency of the clutter, the target return at the 
receiver output again must compete only against receiver noise. 

A radar required to detect targets embedded in clutter usually employs 
moving target indication (MTI) techniques based on the Doppler principle 
described above. It appears that such MTI techniques might better be la­
beled fixed-target eliminators, but clutter is not always stationary. Neverthe­
less, the effectiveness of MTI techniques in attenuating the competing clutter 
depends on many interrelated parameters, such as internal clutter motion 
and the radar pulse-repetition frequency. Application of MTI techniques 
usually imposes such additional constraints upon the radar as S/N loss and 
use of a constant transmit frequency during the receipt of the multiple pulses 
handled by the MTI processor (i.e., coherent processing). The MTI improve­
ment factor of a radar is a measure of the receiver's ability to reduce the 
clutter return relative to a constant amplitude of the target return. Such 
improvement factors range from 0-60 dB, depending on the type of clutter 
(e.g., rain, chaff) and radar design. A radar with a specified MTI improve­
ment factor /, will produce an output signal-to-clutter (S/C)„ ratio given by 

(S/C)0 _ 
(S/C)p 

If this output signal-to-clutter ratio exists only after all N pulses available 
are coherently processed (e.g., in a fast Fourier transform or pulse Doppler 
processor), it must exceed the previously defined (S/N)min for reliable detec­
tion. Typically, radar MTI processors are designed to make the clutter power 
that passes through the MTI (often called the clutter residue) less than the 
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receiver noise power that comes out of the processor. It is further assumed 
that the resulting signal residue out of the processor must exceed the receiver 
noise or clutter residue by the value previously discussed in Table 2.6. In 
performing this calculation, all losses discussed in Sec. 2.4 should be applied 
to compute the reduction in output signal-to-clutter ratio (or signal-to-noise 
ratio if larger). If the clutter residue can be made less than the receiver noise 
with only M of the N pulses available, then we will assume N-M + 1 pulses 
are available at the MTI canceller output for subsequent coherent or incoher­
ent integration. The canceller by itself provides no reduction in broadband 
noise. (The actual number of pulses useful for integration is less than N-
M + l . [ l l ] ) 

Example 2.4 
The radar in Example 2.2 must detect the target in the presence of ground 

clutter at a range of 300 km. If the ground reflection coefficient equals 0.001, 
what must be the MTI improvement factor? 

The signal-to-clutter ratio per pulse is 

1 0 = 1.06 x 1 0 2 ^ - 1 9 . 7 dB 

C)p ReazARa° 

( 3 x 105)(0.0174)(180)(0.001) 

before system losses are considered as τ = 1.2 /is. The beam scanning loss is 
still applicable as returns from clutter are always present at a constant level 
within the beamwidth of the antenna, but the return from the target will vary 
as the antenna scans past. The loss resulting from target cross-sectional 
variations remain and it is assumed "other" losses of Example 2.2 remain as 
well. Incorporating these losses, the value of (S/C)p entering the MTI proces­
sor is (S/C)p = -33.4 dB. 

If it is assumed the output signal-to-clutter ratio is equal to the signal-to-
noise ratio specified in Example 2.2, the required improvement factor / is 
given by 

(S/C)p \c)odB
 dB + \c)pdB 

13.2 = 7 - 3 3 . 4 or / = 46.6 dB 

Subclutter visibility (SCV) is also used to characterize the performance 
capability of a radar in clutter. If a radar can reliably detect a target in a clutter 
environment with a given (SjC)p, then it has a subclutter visibility equal to 
the absolute value of the (S/C)p when it is expressed in decibels. Similarly, if 
the required output signal-to-clutter ratio is (S/C)„, the connection between 
SCV and MTI improvement factor is 
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(S/C)„ 

cjp scv 
or 

I=SCVx(S/C)0 

LR = SCV,, (SIQ0 

One MTI method uses delay line cancelers, a two-pulse example of which 
is shown in Fig. 2.23. Although operation of this clutter canceler can be 
described with the aid of the Doppler principle, its operation is usually 
described in the following manner. Radar returns from clutter and a target, 
produced by the first transmitted radar pulse, load the delay line. Subsequent 
radar returns from clutter are then canceled in the summing junction because 
the clutter returns are assumed to be identical for each pulse. (Note that, in 
Fig. 2.23, the sign of one path is changed prior to the summing junction.) 
Target returns are passed because they are different for each radar pulse 
except at specific target velocities called blind speeds, which are given by 

ηλ 
' T = ~1TJPRF 

Example 2.5: Rain Clutter 
A radar with a pulse duration of 1 μι, and with equal azimuth and eleva­

tion beamwidths of 2 deg illuminates a 1 m2 target in a region of 
4mm/h rainfall 10 km from the radar. If the rain has a clutter reflection 
coefficient of — 70 dB m ~ ', what is the signal-to-clutter ratio on each pulse? 

Again, the signal-to-clutter ratio is given approximately by the ratio of the 
target cross section to the size of the resolution cell times an appropriate 
reflection coefficient, as 

where ησ = reflectivity in m2/m3 or m '. The reflection coefficient has 

RECEIVER 
V t ) 
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Fig. 2.23 Two-pulse ΜΤΪ canceler. 
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dimensions because rain occupies a volume 

n{Rej2){Reelß)Vx 

and we desire an equivalent cross section. It must be noted that this result 
will be approximately 1.5 dB too high because the illumination is not uni­
form over the projected area of the clutter cell [19, p.61]. 

As - 7 0 dB/m- 1 = 1 0 - 7 m - ' 

S X =0.7 or - 1 . 5 dB 
C (10-7)(150)(9.6x 104) 

Example 2.6: Detection in Rain Clutter 
If the radar in Example 2.5 searches in two dimensions and must detect a 

Swerling I target with a probability of detection of 90% and a probability of 
false alarm of 10~6, what must be its MTI improvement factor? Ignore the 
rain attenuation and assume that, in the absence of a target, a noiselike 
clutter residue dominates the MTI output. 

Solution. Table 2.8 shows that the fluctuation loss is 8.1 dB and other 
losses given in Table 2.9 add up to 4.4 dB. Scanning in two planes results in 
a 3.2 dB loss, for a total system loss of 15.7 dB. The required output signal-
to-clutter ratio is, from Table 2.6, 13.2 dB. Thus, 

(S/C)0=(S/C)„( / /L) = 13.2 dB 

the solution of which is 

/ = 13.2 + L - (S/C)p = 13.2 + 15.7 + 1.5 = 30.4 dB 

Since most of the clutter enters the radar from angles at low elevations, many 
search radars employ multiple beams. In this way, complicated MTI process­
ing is restricted to the lower beam (or beams) and the upper beams can be 
more simply processed. 

2.6 RADAR SURVEILLANCE VOLUME 
The three-dimensional region of space in which a radar can observe a 

target is called the radar's surveillance volume. A radar centered in the void 
of space will have a spherically shaped surveillance volume with a radius 
given by the equation for radar range. The surveillance volume of a radar on 
the Earth's surface will be approximately hemispherical. This section briefly 
addresses the effect of the height of the radar and the effect of large obstacles 
on this volume of surveillance. 

A radar is located at a height hx above a smooth curved Earth as shown 
in Fig. 2.20. If the radiation pattern of the radar directs significant power 
toward the Earth, then there will be power scattered both away from the 
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radar and back to the radar out to the radar horizon. This forward scattered 
power propagates through the region of space illuminated directly by radia­
tion from the radar and, at some locations, combines with it to increase the 
total power. However, at other locations, the two powers cancel each other. 
The radiation coming directly from the radar is called the direct ray and 
radiation scattered from the ground the indirect ray. Above the line-of-sight 
to the radar horizon, this interaction of the two rays periodically enhances and 
cancels the original radiation pattern. The resulting radiation pattern is called 
an interference pattern that appears as a sequence of narrow lobes following 
the outline of the original, free-space radiation pattern. 

In the direction of the radar horizon, the direct and indirect rays (now a 
grazing ray) combine destructively and virtually no radiation travels in this 
direction or below the radar horizon. Targets in the shaded region of Fig. 2.20 
cannot be detected. If the exaggerated vertical dimension is removed from Fig. 
2.20, then the radar appears to be on the Earth's surface and the radiation 
patterns before and after consideration of the reflections from the Earth's 
surface take the shape shown in Fig. 2.24. One effect of the very narrow nulls 
in the radiation pattern is the disappearance of a target as it passes through 
these nulls. At the usual radar frequencies (above 1 GHz), a target will be 
detected if it is only slightly above the grazing ray. For simplicity, then, the 
assumption here is that a target will be detectable even on the grazing ray or 
at any time that it is not obscured from the radar and is within the radar range. 
A target at a height h2 is then detected at a range given by JIRJIX + ^/2Reh2, 
provided this sum is within the radar range. 

An obstacle many wavelengths in size, such as a building or mountain 
between the radar and the target, will reduce the radar's surveillance volume. 
Given the geometry of Fig. 2.25, the range at which a target becomes visible 
when the intervening obstacle is of height A3 at a distance /?13 is given by the 
solution of a quadratic equation. If h2 is greater than both A, and A3, the 
solution for Rl2 is 

+ &Re(h2 - /?,) 

•new pa t te rn 

tnulls 

i 

^' grazing ray 
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2R 
^ 1 3 

radar 

Fig. 2.24 Effect of Earth on antenna pattern. 
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Fig. 2.25 Effect of obstacle on range. 

This equation and the earlier one for the radar horizon assume that the 
computed range is much less than the Earth's radius and that the radar or 
target height is much less than the range computed. Furthermore, the slant 
range and distance on the Earth's surface are considered equal. 

2.7 TARGET TRACKING 
Following the detection of targets within specific resolution cells, subse­

quent estimation of a target's position within a cell is the essence of all 
target tracking. 

Search Radar Tracking 
A search radar can approximate the location of a target within its capa­

bility to resolve range and angle. Its accuracy depends on the existing sig­
nal-to-noise ratio and the number of pulses received while it scans past the 
target. The search radar then provides data on the position of the target to 
operators or computers that "track" the target by averaging past positions 
into estimates of future locations. In Fig. 2.26, for example, the dots repre­
sent measured target locations and the crosses are estimates of target loca­
tions based on previous measurements. 

However, sufficient accuracy for weapon delivery is usually not possible 
because of the slow update rate (new point every 10 s, fades, dropouts, 
etc.). For example, the warhead on a surface-to-air missile may be lethal to 
an aircraft if it explodes within 100 ft of the aircraft. At a range of 50 n.mi., 
this miss-distance corresponds to an angular error of 0.019 deg or approxi-
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- 5 Fig. 2.26 Search radar tracking. 



PRINCIPLES OF RADAR 39 

mately l/50th of a 1 deg beamwidth. Although the search radar can achieve 
this accuracy if it has sufficient S/N ratio, it would achieve it only mo­
mentarily as it scans past the target. Errors in target position would build up 
before the next scan and prevent accurate weapon guidance. In addition, 
other considerations, such as insuring the tracking of only one of many 
targets or avoiding Earth reflections, usually forces designers of weapon 
systems to consider a separate tracking radar to insure weapons delivery. 

Track-while-Scan (TWS) Radar 
The first tracking radar considered in this discussion is called a track-

while-scan system. Such a radar could have a block diagram similar to that 
of the radar shown in Fig. 2.17, with the addition of a number of new blocks 
to permit automatic centering of the target in the antenna beam. As shown 
in Fig. 2.27, the antenna beam on this new radar scans rapidly back and 
forth over a relatively small sector of a circle of, for example, 20 deg. Rapid 
scanning allows more estimates of the target position per unit time and thus 
reduces tracking errors. 

In viewing the screen, the radar operator attempts to maintain the target 
return in the center of the scanned area by controlling (manually in this case) 
the nominal direction of the antenna. Other operators or equipment use this 
direction to indicate the target position. 

Use of a separate radar with an antenna nodding in the vertical plane 
would allow estimation of target location in range, azimuth, and elevation. 
Such a radar system would constitute a TWS radar. Accurate target estima­
tion usually requires different parameters for a tracking radar than for a 
search radar. First, since the resolutions of range and azimuth are directly 
related to the accuracy in estimating the target locations, the tracking radar 
tends to have narrower emitted pulses of RF energy and narrower antenna 
beamwidths caused by the use of higher RF frequencies. Second, higher 
radar pulse-repetition frequencies are used to get as many target returns as 
possible per unit time. 
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Fig. 2.27 Modified search radar. 
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Range and Angle Gates 
In considering the automation of the radar in Fig. 2.27, one may first 

replace the PPI displays with a pair of "B-scopes" (see Fig. 2.28). One 
display is drawn for the azimuth and another could be drawn for the eleva­
tion channel. Second, a block labeled "range-gate" would be added. 

Rather than automate the radar, the B-scope simply displays range vs 
angle, from which the operator again attempts to center the target of interest 
on the display. The more important addition is the range gate because the 
operator attempts to center the target by moving the antenna on the basis of 
the target location relative to the center of the screen. If other targets or 
clutter are present, especially in the vicinity of the selected target, the opera­
tor must ignore returns not coincident in time with the desired target. The 
range gate automates this target sorting process in the range coordinate by 
sampling the target return in such a way that it remains centered on the 
target return. Then, by providing a gating pulse, it allows only the target 
return or similarly delayed returns to reach later circuits. 

A typical range gate circuit is shown in Fig. 2.29. The operator's initial 
estimate is used to position the early and late gates on the target return. If the 
target pulse is exactly centered in the gates, the product of the voltage times 
the time out of each gate (i.e., area) is identical and the error signal from the 
summing junction is zero. For the next radar pulse received, the gates will be 
activated at the same time relative to the transmit pulse. If the gates are no 
longer centered on the target return, generation of an error signal corrects 
the error by recentering the gate sampling time over the radar pulse received. 
This recentering is accomplished through use of a servo control system. 
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Fig. 2.28 B-scope and range-gate addition. 
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Fig. 2.29 Range-gate circuit. 



PRINCIPLES OF RADAR 41 

B-SCOPE 

TIMING -. TRANS. 

ANGLE 
SAMPLE 

r i SWITCH 

RANGE 
GATES 

P.CVR. 

ERROR 

ANGLE 
GATES 

SCAN POSITION 

SERVO 
AMP. 

Fig. 2.30 TWS radar—azimuth channel. 

The final step in automation is the addition of "angle gates" to process the 
sampled signals generated by the range gate (see Fig. 2.30). These angle gates 
sense the power received from the target on both sides of the scan center and 
cause the beam scan center to move toward the lower power side through a 
servo control network. 

These angle gates operate on the same principle as the range gates. Figure 
2.31 shows a sequence of pulses from the range gate. These pulses vary in 
amplitude in accordance with variations in the gain of the radar antenna 
pattern. After passing through a sample-and-hold (S&H) or "boxcar" cir­
cuit, the sequence of pulses becomes one long pulse during the scan time. 
This long pulse can be compared to a single pulse entering the range gates 
and the scan time is comparable to the radar PRI. Thus, the circuitry for 
angle tracking consists of early and late angle gates followed by area mea­
surements and comparison of areas. Any bias is driven to zero by moving the 
center of the antenna scan over the target. 

Although the block diagram appears cluttered, the basic employment con­
cept remains the same—the operator must search for, and detect, the target. 

OPERATOR 
ESTIMATE 

Fig. 2.31 TWS angle-gates. 
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(In this example, noncoherent integration of the returned pulses with the 
B-scope aids in detection.) The operator must then engage the automatic 
error-sensing circuits to maintain track. Information on the target position 
is transferred to other systems for weapon guidance. Such systems as the 
SA2 FanSong radar [12,p.312] and the AN/SPY-1A radar used with the 
AEGIS system [21] use TWS techniques, but most radar trackers use other 
forms of sequential or simultaneous lobing techniques. 

Sequential Lobing Techniques 
Conical-Scan (CONSCAN) Radar. This discussion of the conical-scan 

radar, one form of sequential lobing radar, begins at the antenna. Unlike 
the fan-beam pattern of the TWS radar, the radiation pattern of the coni­
cal-scan (CONSCAN) radar antenna usually has equal beam widths for az­
imuth and elevation. This pattern implies an antenna aperture of roughly 
equal vertical and horizontal dimensions. As shown in Fig. 2.32, the an­
tenna pattern, sometimes called a pencil beam, is scanned about a scan axis 
that intercepts the main beam. Even though this is a conical-scan radar, 
only an A-scope has been added to the TWS diagram. A range/height dis­
play is now used to acquire the target through a limited-volume search. 
Detection of a target on the range/height display stops the search motion of 
the antenna and the target return should be visible on the A-scope display. 
This display is identical to the display of an oscilloscope discussed earlier, 
but the time axis is calibrated in range. In viewing the A-scope, the opera­
tor will see the target return "modulated" by the conical-scanning pencil 
beam. This means that, as a new target return appears on the screen, its 
amplitude will differ from the preceding return, depending on the variation 
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Fig. 2.32 Conical-scan radar. 
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Fig. 2.34 Smoothed CONSCAN 
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of gain in the antenna pattern toward the target. (Actual modulation rates 
may be too high for visual observation.) A sequence of such target returns is 
shown in Fig. 2.33. 

As with the TWS radar, this pulse train is extracted from the detected IF 
output through the use of a "range gate." In viewing the A-scope (or the 
A-scope on an expanded scale), the operator engages circuitry that samples 
the receiver output only at the instant when the target return is present. 
Analysis of this pulse train shows that the variation in the voltage level is 
proportional to the angular distance of the target from the scan axis, defined 
as θτ. After "boxcar" processing extends each pulse to the point that it 
equals the pulse-repetition interval, this gated receiver output (called the 
error voltage) finally appears as shown in Fig. 2.34. One important thing 
about this error voltage is that the peak-to-peak variation (the modulation 
depth), given by ε = E(6s)(kßT)/(e~), is a function of both the average re­
ceived voltage E(ßs) and the tracking error θτ. Because of this dependency, 
every tracking radar employs automatic gain control (AGC) in an attempt 
to maintain a constant average voltage out of its receiver. To the extent that 
this control is successful, the error voltage gives a true indication of the 
angular error. 

The variation in time of the curve in Fig. 2.34 can be explained as follows. 
As for any other radar, the power received by the conical-scan radar is 

„ PRG2
RoTX2 

(4n)3R4 

This power is sensed only during the reception of a pulse at the peak of the 
antenna gain pattern GR and is a strong function of range. However, the 
peak gain does not point at the target as the antenna is scanning. The gain 
of the antenna as a function of the angle Θ away from the peak gain direction 
can be formulated as 

GR(0) = GR exp (-U2) 
2Θ 

This formulation is reasonable only within one-half beamwidth from the 
maximum gain. 

The conical-scan radar scans the antenna beam shown in Fig. 2.35 around 
a line called the scanning axis. As shown in Fig. 2.36, the angle between the 
beam center and this scanning axis is called the squint angle. Also shown in 
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-BR 

,GR/ Fig. 2.35 Gaussian shaped antenna pattern. 
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Fig. 2.36 is the difference in received voltage when the antenna is pointed 
toward and away from the target. For a pencil beam scanning in a circular 
pattern and for small target errors (θτ/θ3 <| | ) , the amplitude of the received 
voltage can be shown to be 

Ε(θτ) = E(ßs) l+^eTcos(2nfst) 

which is the curve shown in Fig. 2.34. Ε2(ΘΛ) equals the power received on the 
scan axis and is a function of the target range. The quantity ks is called the 
error slope coefficient. This coefficient depends on the antenna pattern and 
squint angle, but here it is assumed to be constant and equal to approximately 
1.5. The antenna scanning frequency is fs(fs = \/Ts). 

After the angle error detector, the modulated voltage shown in Fig. 2.34 
is converted to a constant voltage proportional to the physical angular track­
ing error. This constant voltage is then applied to a servo system that repo­
sitions the antenna scan axis onto the target. In principle, the angle error 
detectors operate the same as the TWS angle gates, but they usually take the 
form of phase detectors. 

The CONSCAN tracking radar must perform in the same environment as 
the search radar. However, such characteristics as radar frequency or antenna 
beamwidth may cause various environmental factors to have a different order 
of importance relative to the radar's performance. For example, rain produces 
greater clutter return because of the higher radar frequency. Ground clutter 
may not be as important for targets at high elevation angles because the 
narrow-beam antennas used in tracking radars may not have significant 
sidelobes intercepting the ground. Again, the radar should have an MTI 
capability if it must track targets in rain or chaff or at low elevation angles. 
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Fig. 2.36 CONSCAN antenna beam positions. 
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Lobing Variants. The radar shown in Fig. 2.32 can be modified by 
incorporating two antennas as shown in Fig. 2.37. The transmit antenna is 
mechanically coupled to the receive antenna so that both still point at the 
target. Called "conical scan on receive only" (COSRO), this system gener­
ates the necessary information for angle and range tracking even though 
only the antenna beam on the receiver scans. An advantage of this method 
is that the scanning frequency is not available to the target. The significance 
of this method will be apparent later. COSRO systems can also be con­
structed using one antenna. 

If the receive antenna is properly constructed, various electronic switches 
could instantly place the antenna pattern at selected positions instead of 
employing mechanical scanning. Called lobe on receive only (LORO), the 
received pulse train in this variation would appear, after range gating, as in 
Fig. 2.38. Four receive beam positions are used: two in azimuth and two in 
elevation. Again, the information on angular error is contained in the re­
ceived signal level variation between the antenna positions (designated as 
EL-1 and EL-2 or AZ-1 and AZ-2) and the scanning speeds are now limited 
by other than mechanical considerations. 

Many other implementations of a tracking radar employing a single re­
ceive beam exist. Some use variable scan rates, random scan rates, or varia­
tion of the transmitter power. Additional information on these variants is 
contained in a paper by Johnston [95]. 

Sequential Tracking Accuracy. At this point, it is appropriate to 
provide an estimate of the tracking accuracy of a sequential lobing system. 
With proper consideration given to signal integration, the range equation 
derived for the search radar can be used to calculate the detection capability 
of a tracking radar. After determining the presence of the target, one must 
then estimate the target position in range, azimuth, and elevation with some 

Fig. 2.37 COSRO tracker. 
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Fig. 2.38 LORO output. 
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degree of accuracy. In making these estimates, a number of authors [22-24] 
have achieved the following results when only receiver noise is present. 
Tracking accuracy is always formulated in terms of the single pulse signal-to-
noise ratio. The root-mean-square (rms) error in range, normalized to the 
range resolution AR, is 

<IR = 1 
ΔΛ 2j(SIN)p{fPRFjBN) 

The rms error in angle σ0, normalized to the antenna beamwidth (sometimes 
specified as the one-way half-power beamwidth), is 

σ£ = 1 
03 \.5j(S/N)p(fFRF/2BN2) 

Both of these equations contain certain usually valid assumptions, and 
they are for single-pulse IF S/N ratios greater than 10 dB. The quantities ΒΝλ 
and BN2 are the closed-loop bandwidths of the range- and angle-tracking 
servo loops, respectively. These bandwidths are typically a few hertz wide. 

These equations apply when the size of the target is extremely small com­
pared to the ability of the radar to resolve in range and angle. As the distance 
between the target and radar decreases, the dimensions of the target become 
an appreciable fraction of the resolution in angle of the radar. Most of the 
time, the radar will track the power centroid of the many scatterers on the 
target and the track axis remains on the target. At times, glint effects will 
force the track axis off the target. In either case, the above equations no 
longer apply. 

Usually, the range-tracking servo has no difficulty in keeping up with a 
target. But, because of their inertia, mechanical angle-tracking servos can 
introduce dynamic lag errors that may be more significant than the noise-
limited errors indicated above. 

Simultaneous Lobing Techniques 
Scanning with Compensation (SWC). In the conical-scan radar re­

ceiver shown in Fig. 2.39, a sinusoidally modulated output voltage is gener­
ated whenever an angle error exists between the tracking (scanning) axis and 

I <\ ANT. DRIVE | ' 

Fig. 2.39 Simplified CONSCAN radar. 
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the target line-of-sight. This modulated signal is generated under the as­
sumption of a constant target cross section. It is well known that such a 
conical-scan radar is extremely susceptible to jammers that modulate their 
transmit power at the scan frequency. Scan-with-compensation (SWC) tech­
niques can be incorporated into the radar to defeat such jammers and to 
reduce the tracking errors normally caused by signal fluctuations. 

The simplified SWC radar shown in Fig. 2.40 can be analyzed to show 
how this sensitivity to amplitude modulation is reduced [88,p. 540;94]. The 
SWC radar is very similar to the CONSCAN radar. The only difference is 
the addition of a separate receive channel, including a receive-only antenna 
beam and a subtractor circuit. The voltages out of the main and auxiliary 
receivers for a constant target cross section and for a constant jammer of 
extremely high power are shown in Figs. 2.41a and 2.41b. The constant 
voltage of the auxiliary channel for the constant target results from the 
balancing nature of the two antenna patterns at an assumed small angular 
tracking error (i.e., when the main or transmit pattern is high and the 
auxiliary pattern low and vice versa). The respective output voltages can be 
derived from a study of Fig. 2.41d. 

Of most importance is the error voltage generated in the presence of a 
strong jammer employing inverse-gain modulation. (Inverse-gain modula­
tion means that the jammer transmits maximum power with minimum radar 
illumination and vice versa.) As shown in Fig. 2.41c, an appropriately 
phased error voltage is still generated (this is more fully explained in Sec. 
3.2). Thus, inverse-gain jamming is ineffective against an ideal SWC radar. 

The essential element in the above result is the simultaneous measurement 
of the target return on both sides of the scan axis. In this way, amplitude 
variations common to both channels can be eliminated in the subtraction 
circuitry. 

Monopulse Radar. Monopulse is another radar technique that employs 
the concept of simultaneously measuring the target return on both sides of 
the tracking axis. This section first addresses the principles of angle tracking 
used by the most common form of monopulse and then briefly describes the 
many variations of monopulse. 

The most common form of monopulse is called amplitude sum-difference. 

^ANT. DRIVE 1 ' 
Fig. 2.40 Scan with compensation radar. 
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Fig. 2.41 Scan with compensation error voltage generation. 

The radar antenna for this form usually employs five beams, in contrast 
to the two beams used by the SWC radar. The full monopulse has one 
transmit and four receive beams. The angle tracking principles of the 
monopulse radar can be addressed by first considering the SWC antenna, 
which transmits the radar signal on one beam but receives it on both (see 
Fig. 2.40). However, the radar signal can be transmitted on both beams if a 
microwave hybrid is installed between the transmitter and the SWC an­
tenna. (A microwave hybrid is a four-port device capable of controlling the 
direction of flow of electromagnetic power.) The hybrid used in this appli­
cation is usually a folded magic-T shown in Fig. 2.42. If a signal Σ is 
applied as shown, it is split into two in-phase parts, and, if a signal Δ is 
applied at the remaining port, it is split into two equal out-of-phase parts. 

Fig. 2.42 Folded Magic-T. 
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If this hybrid is inserted in the nonscanning SWC radar of Fig. 2.43, 
monopulse angle tracking in one plane can be explained. The antenna feeds 
have been relabeled A and B rather than main and auxiliary. The receiver 
outputs are relabeled sum (Σ) and difference (Δ) to correspond to their 
connection with the hybrid. The hybrid causes a signal inserted at the sum 
port to become two in-phase signals at A and B. The signals A and B are 
radiated through their respective feeds to create antenna patterns A and B. 
These patterns combine in free space to form a single pattern called the sum 
pattern. The hybrid would also take a signal inserted at the difference port 
and produce two out-of-phase signals at A and B and a difference antenna 
pattern in space. (Of course, no signal is inserted at the difference port.) 
Signals flowing in the opposite direction are added and subtracted at the sum 
and difference ports. These sum and difference patterns are shown in Fig. 
2.43b. 

If the target of the monopulse radar is on the tracking axis, the peak of the 
sum pattern points at it, but, for the SWC or CONSCAN antenna, the beam 
peak was squinted away. The resulting greater power radiated toward the 
target yields slightly greater range and/or accuracy in angle tracking. This 
sum pattern, of course, also determines the power received from a target vs 
the angle of the target from the pattern peak. 

Likewise, the difference-channel receiver amplifies the signal derived from 
the difference port of the hybrid. For tracking errors that are small in rela­
tion to the beamwidth of the sum antenna, one can show that this difference-
port signal is linearly related to the tracking error. For a tracking error θτ, 
the magnitudes of the voltages from the A and B patterns are 

vA = v(es)(i-keT) 

vB = v(0M\+keT) 

Thus, the sum, difference, and error detector voltage amplitudes are 

ν&ί=νΑ-νΒ=-2ν(θ^θτ 

As shown in Fig. 2.43, the sum channel usually normalizes the difference 
channel. The resulting voltage in the difference channel relates directly to the 
tracking error and is independent of the amplitude of the received signal. 

As opposed to the CONSCAN and SWC radars, the monopulse radar is 
not required to wait until the feed has scanned halfway around (180 deg) to 
arrive at an estimate of angle error. After proper normalization by the sum 
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Fig. 2.43 Monopulse radar and antenna patterns. 

channel, the radar ideally yields an error voltage out of the difference-
channel receiver on a single pulse—hence the term monopulse. This error 
voltage is related in a known way to the angle tracking error. As shown in 
Fig. 2.43a, the antenna feeds do not rotate (or scan). Instead, there are 
usually two sets of feeds—one for errors in azimuth angle and one for errors 
in elevation. This, of course, requires a more complicated antenna feed and 
another receiver channel, resulting in a total of three receive channels. 

The various forms of monopulse radars have been categorized [25,26] 
according to the method used for sensing and detecting the angle error. The 
previous example showed amplitude-sensing sum-difference detection, which 
is the most commonly used form of monopulse because the tracking axis will 
not be biased by mismatches in the IF channels. It is the equivalent of phase-
sensing sum-difference detection [25]. The forms of angle sensing are ampli­
tude and phase-sensing. Since amplitude and phase detection can be used 
with each of these sensing methods, six forms of monopulse are possible. 

An example of an amplitude-amplitude monopulse is shown in Fig. 2.44. 
For this monopulse, the output voltage of the log-IF amplifier is propor­
tional to the logarithm of the amplitude of the input voltage at the carrier 
frequency. Subtraction of the voltages of the log-IF outputs from each other 
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Fig. 2.44 Amplitude-amplitude monopulse. 
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results in a normalization of the signals equivalent to normalization of the 
AGC circuit in Fig. 2.43. Again, the error voltage is independent of the 
amplitude of the target return. This signal manipulation proceeds as follows. 
If the received signals are 

Vt=A(l + Κθτ) cos 2nfRt 

V2 = A(l-KeT)cos2nfRt 

Then the error voltage is 

ε = l o g | K , | - l o g | K 2 | =log V, 

log 1-Jfc0, log (1+2*0,.) 
2k 

I 

2.3 

where the following approximations have been made: 

\ogl0x= — fnx £n{ 1 + X) X X 

A phase-phase monopulse is shown in Fig. 2.45. In this monopulse, the 
hard limiter produces the required normalization of signals. If a point be­
tween the two antennas is used for a phase reference, the original signals are 

K, = Ax cos 2nfR I / 

V2 = A i cos 2nfR ( t + 

dsin θτ 

2V 

dsin θτ 

2V 

■ A cos 

: A COS 

2nfR t 

2%fR t + 

άθτ 

άθτ 

~2V 

The limiter output voltage is fixed at a peak value, arbitrarily chosen to be 
unity in Fig. 2.45. The error voltage after low-pass filtering is then 

sin 2nfR t + 
dfl7 

~2V cos 2nfR t 

άθΊ \ sin ( 2nfR
 T ' - ' = 5 sin | — d θτ λ 

άθΤ 

ά-θΊ 

The tracking error has been assumed to be small in the above approxima­
tions (i.e., 2πd θτ/λ <| 1). 

As stated earlier, tracking in two planes requires formulation of error 
signals in both planes by inserting more antenna feeds and hybrids, as shown 
in Fig. 2.46. The cassegranian feed discussed in Chapter 1 is used in the 
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-c 
Fig. 2.45 Phase-phase monopulse. 

four-horn monopulse radar. This structure permits a large focal-length to 
diameter ratio (f/D) in a smaller space because of feed imaging in the 
subreflector, and a larger//Z) ratio reduces cross polarization. The four-horn 
feed structure is inefficient and methods to increase the antenna gain usually 
center on multimode feeds. These methods include use of higher-order 
modes in the feed structure to form apparent feed horns that maximize the 
efficiency of the available aperture. 

Many monopulse systems use two rather than three IF amplifiers to re­
duce weight and cost. In fact, one form of monopulse uses only one IF 
amplifier [70]. A configuration of two IF amplifiers uses one amplifier or 
channel for alternate sampling of the two difference channels, while the 
second channel is dedicated to the sum antenna output to maintain normal­
ization of angle error. This sampling can be slow or fast relative to the PRF 
and the necessary information can be encoded into phase or amplitude 
variations or delayed in time. In other words, there seems to be an endless 
number of innovative methods to construct a two-channel system. One ap­
proach is shown in Fig. 2.47 where the difference channels are combined in 
"phase quadrature" before the difference IF channel. The circuitry after 

A + B + C +D = Σ 

(A+B1-IC+D) = ΔεΙ 

Fig. 2.46 Four-horn monopulse. 
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Fig. 2.47 Two-channel monopulse. 

the IF amplifiers can easily recover the separate errors in azimuth and 
elevation. 

This two-channel approach is not without penalty. Amplitude or phase 
errors in the IF circuitry will now cause cross coupling of the azimuth and 
elevation errors that, if severe enough, can result in loss of angle tracking. 

During the acquisition of a target, only the monopulse sum-channel signal 
is processed. The range at which a target will be acquired (detected) is 
computed in the manner outlined in Sees. 2.4 and 2.5. When clutter limits 
detection, computation of the clutter power must usually consider the 
differing antenna gains toward target and Earth. Tracking of a target in 
elevation is impossible, without implementing special techniques, when the 
angle of target elevation is less than approximately 0.7 of the beamwidth of 
the radar [71]. 

2.8 DOPPLER PROCESSING 
All of the radars discussed thus far have emitted simple, low-duty-cycle 

repetitive bursts of radio frequency power. Except for the discussion of 
moving target indicators in Sec. 2.5, each pulse could have had a starting 
phase unrelated to the other pulses in the burst. Such a burst of pulses is 
called incoherent. This section reviews the distinction between coherent and 
incoherent pulse trains and points out the advantages of a very low or very 
high PRF. The waveform has no effect on the methods of angle tracking 
discussed above except for consideration of interfering sources. 

Sections of typical coherent and incoherent pulse trains are shown in Fig. 
2.48. The pulses in the coherent train are merely samples of the continuous 
sinusoidal waveform. The samples of the incoherent train have the same 
starting phase, but the phase of each pulse relative to a continuous sine wave 
(as shown by the dashed pattern) is random in nature. Either pulsed radar 
requires a receiver bandwidth given by BR = 1 /τ to process the target returns 



54 RADAR ELECTRONIC WARFARE 

»«a AM/VWVWWVA r h 
Fig. 2.48 Coherent and incoherent pulse 
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effectively. If the radar is coherent, the radar transmission and target return 
is not uniformly distributed over the receiver bandwidth, but has a frequency 
distribution as sketched in Fig. 2.49. Such a figure is called a frequency 
spectrum, and it indicates frequencies at which signal power is present. 
Apparently, both the transmitted and received spectra consist of "spectral" 
lines separated by the PRF. Furthermore, the target lines are offset from the 
transmitted spectral lines by the Doppler frequency fd, which is related to the 
"radial" velocity between the radar and the target. Again, this relationship 
is/«, = (2V,)HK), w h e r e / A = V = velocity of light. 

This "line" spectrum enhances the ability of the radar to see the target 
by allowing the radar to place a narrow filter around a target line. That 
is, the narrow filter eliminates noise or jamming that could compete with 
the signal. The frequency of the target return uniquely specifies the radial 
velocity of the target, provided that the target Doppler shift is less than 
one-half the PRF. A high-PRF pulse-Doppler (PD) radar operates in this 
mode because it allows filtering of competing ground clutter. Effectiveness 
in target detection depends on the relative signal-to-noise power present in 
the filter used to enhance the target in the noise background. This filter 
bandwidth is restricted by the radar antenna search/track scan rates, any 
target-induced modulations, and the amount of tracking error allowed. If the 
filter bandwidth is greater than the bandwidth induced by the target, a 
correction for filter mismatch must also be included in any computations of 
detection. 

In the continuous-wave (CW) radar shown in Fig. 2.50, no pulses are 
transmitted and the transmit and receive spectrum consists of single lines 
(with scanning sidebands) separated by the Doppler frequency. The receiver 
consists of either a tunable narrow-band filter or a band of such filters as 
shown in the diagram. The radar operator places a narrow-band filter over 
the target return and the target is tracked in angle by follow-on circuits much 
the same as the pulsed radars. 

TRANS. FREQ. COMPONENTS 

i i Fig. 2.49 Coherent radar spectrum. 
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FILTER BANK 

Fig. 2.50 CW radar—CONSCAN 

In both the PD and CW radar systems, this narrow-band filter must 
remain on the target return to insure uninterrupted angle tracking. The 
operation is usually accomplished with the use of a frequency discriminator 
and associated circuitry (the whole assembly is termed a "velocity gate")- A 
typical velocity gate is shown in Fig. 2.51. The discriminator generates an 
output ea whenever the output of the IF filter differs from the frequency of 
the IF center, fIF. The discriminator output is positive (negative) when the 
actual IF frequency is greater (less) than the frequency of the IF center. The 
voltage-controlled oscillator (VCO) has an output frequency differing from 
its quiescent operating frequency, fR —f,F, by an amount proportional to the 
output of the discriminator. Thus, a discriminator output e0 results in a VCO 
offset of fd — Af = Kve0, where fd — Af is the oscillator offset from fR —fIF 
and Kr is assumed to be the gain of the amplifier [also called the velocity loop 
direct-current (DC) gain]. If the discriminator output and IF offset are 
related by 

e„ = 2πΔ/ 

then the resulting error in frequency tracking is 

Af 1 + 2nK„ 

Thus, there is a finite-frequency tracking error Af for finite velocity-loop 
gains. Obviously, the frequency tracking error must be smaller than one-half 
the bandwidth of the IF filter or the target will be lost. 

The above frequency tracking circuit is also used in a pulse Doppler radar. 
As stated before, the PRF in such a radar must be large enough to allow 
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Fig. 2.51 Velocity gate. 
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unambiguous determination of target velocity. The transmit and target spec­
trum then appear as shown in Fig. 2.49, and the velocity gate is centered on 
one of the many target spectral lines. Normally, all of the transmit and 
receive spectral lines but the central one are suppressed. In either the CW or 
PD case, the output of the narrow-band receiver is then detected and angle-
tracking circuitry similar to the circuitry of a pulsed radar performs angle 
tracking. 

Measurement of range in the CW radar can be accomplished by varying 
the RF at a selected rate—for example, a Hz/s, as shown in Fig. 2.52. For a 
stationary target, the returned frequency as a function of time is shown in 
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a) FIXED TARGET. 

TIME 

b) MOVING TARGET. 

Fig. 2.52 FM/CW radar range determination. 



PRINCIPLES OF RADAR 57 

Fig. 2.52a. The transmitted frequency during the increasing frequency por­
tion of the cycle is 

fÄt)=f, + oct 

The difference in frequency between the frequency of the transmitter and the 
frequency received is 

Δ/(0 =/«(/) -fR(t ~ T) 

= lfl + *t]-[f, + *(t-T)]=aT 

As T is the delay associated with a signal traveling to and from a target at 
a range R, T = 2R/V. Also, as a and A/are known, R = Δ/Κ/2α. 

A moving target merely offsets the return frequency by the Doppler fre­
quency, as shown in Fig. 2.52b. Now, the average difference frequency yields 
range and the absolute frequency difference yields velocity. With the magni­
tude of the larger offset defined as \Af2\, 

\Af2\ = *T+fd, if aT>fd 

and that of the smaller offset |Δ/",| 

\Afi\ = aT-fd 

Then the average effect is 

-JA/J-HA/j 

2 

and the Doppler shift is 

, |A/2l-lA/,j 

Example 2.7: Doppler Shif t 
A target is moving at 600 m/s on a radial path toward a radar operating 

at 9 GHz. What will be the Doppler offset? If both approaching and receding 
targets must be tracked, what is the minimum PRF that will allow unam­
biguous determination of target velocity? 

Answer: 

2Vr 2x600 
Λ = Υ = 173(Γ = 3 6 Κ Η ζ 
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The PRF must be slightly greater than twice the Doppler or 72 kHz. This is 
apparent in Fig. 2.49. With any lower PRF, a receding target could be 
mistaken for an approaching target. 

2.9 RADAR APPLICATIONS 
The radar systems included in this discussion have many uses in weapon 

systems, but they have an obvious role in target detection and tracking 
(estimation). They are also used for guidance of terminal weapons, warhead 
fuzing, target identification, ground mapping, and warning of incoming mis­
siles. They can be applied to all these missions, although the same radar 
cannot be applied to all tasks with equal success. For example, target iden­
tification favors higher transmit frequencies than does target detection at 
long ranges in rain. Beyond target detection and tracking, their principal 
tasks are weapons guidance and fuzing. Methods of carrying out these tasks 
may vary from weapon system to weapon system, but the most common 
possibilities are listed below. 

1) Weapon guidance 
Active homing—The missile is guided to the target by its own radar. 
Semiactive homing—The missile contains a radar receiver only. This re­

ceiver guides the missile by detecting signals reflected from the target. An 
illuminating source provides the signal incident on the target. 

Command guided—The missile is guided to the target by steering com­
mands transmitted over a communications link. Some means must be pro­
vided for determining missile location. 

Beam rider—Same as command guided, but the missile is tracked by the 
same radar that tracks the target. 

2) Weapon fuzing 
Homing radar—The warhead detonates on the basis of signals received in 

its on-board radar. 
Active fuzing—The missile contains a separate radar solely for fuzing 

(proximity fuze). 

An excellent article by Walsh [27] discusses the past, present, and potential 
role of radar systems in many types of weapon systems. 

Problems 
2.1 Name and briefly describe the major subdivisions of electronic warfare. 

2.2 (a) What is the range resolution of a 0.25 μ$ radar pulse? 

(a) 25 m (b) 37.5 m (c) 30 m 
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(b) A 2 kHz PRF allows what unambiguous radar range? 

(a) 40.5 nm (b) 45 nm (c) 37.5 nm 

(c) What is the wavelength in air of an electromagnetic wave at a fre­
quency of 9 GHz? 

(a) 0.15 m (b) 0.033 cm (c) 3.3 cm 

2.3 (a) A transmitter power of 150,000 W equals how many decibels above 
1W? 

(a) 45 dBW (b) 50 dBW (c) 52 dBW 

(b) If this power is radiated through an antenna having a gain of 30 dB, 
what is the power density at 20 km? 

(a) 10- 6 W/m2 (b) 5 W/cm2 (c) 0.03 W/m2 

(c) If 150,000 W is the average power, the pulse repetition frequency is 
1 kHz, and the pulse duration is 1 //s, what is the peak power? 

(a) 1.5MW(b) 150MW(c) 150W 

2.4 Given the radar parameters in Table 2.7: 
(a) What would be the radar range if the target cross section were 2.5 m2? 

(a) 180 nm (b) 200 nm (c) 225 nm 

(b) What would be the power level of the internal noise of the receiver if 
the bandwidth changes to 5 MHz? 

(a) 0.05 V (b) -132 dBW (c) - 9 0 d B m 

2.5 (a) How many pulses are available for integration if the pulse-
repetition frequency is 200 kHz, beamwidth is 2 deg, and scan rate is 
60 deg/s? 

(a) 6667 (b) 100 (c) 66 

(b) If a probability of detection of 0.8 and a false alarm probability of 
10 ~8 are required, what signal-to-noise ratio is necessary from a target of 
constant cross section? 

(a) 13.2 dB (b) 12.6 dB (c) 13.7 dB 
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2.6 Given an antenna with a circular aperture 3 ft in diameter operating at 
a frequency of 5 GHz, what will be the "approximate" antenna beamwidth 
and antenna gain if a 60% aperture efficiency is assumed? 

2.7 During acquisition, a radar with the antenna in problem 2.6, a 1800 Hz 
PRF, a 0.5 jus pulse width, and the additional parameters listed below scans 
vertically at the rate of 200 deg/s. What must be the transmitter power for a 
detection range of 45 nm against a 1 m2 target if a 13 dB signal-to-noise ratio 
is required? The system noise figure is 8 dB and the radar noncoherently 
integrates the returns on a cathode ray tube. 

2.8 Which type of monopulse exhibits a bore site tracking error least 
affected by active IF component stability? 

(a) Phase-Phase (b) Phase Sum-Difference (c) Amplitude-Amplitude 
and (d) a and b 

2.9 A search radar with the parameters listed below must detect a 1 m2 

target in a region of clutter where the clutter reflectivity is —20 dB. If an 
output signal-to-clutter ratio of 20 dB is required for the desired level of 
detectability at 100 nm, what must be the MTI improvement factor? 

PR =100 kW radar peak power 
GR = 30 dB antenna gain 
RF = 3 GHz frequency 
NF = 8 dB noise figure 
rpm = 12 
PRF = 300 Hz 
03 =1.5 deg azimuth beamwidth 
τ =2 μ& pulse width 

2.10 A new SAM radar has been photographed. The measured parameters 
are: 

RECEIVE I 
TRANSMIT 

RF 
Antenna diameter 

Transmit 
Receive 

Pulse-repetition frequency 
Pulse duration 

= 9.5 GH 

= 1.0m 
= 2.0m 
= 5 KHz 
= 0.4/<s 

(a) What is the radar horizon? 
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(b) Assuming a 70% aperture efficiency and a target must be on the scan 
axis of the receive beam to be tracked, what must be the height of the target 
at 7 km if the lower — 3 dB point of the antenna cannot go below the radar 
horizon? Assume a squint angle. 

(c) For the radar to track a 1 m2 target at lower altitudes at 7 km, what 
must be its MTI improvement factor? Assume that σ" = —20 dB(m2/m2) 
and that a (5/C)min of 20 dB is required. 



3 
RADAR ELECTRONIC 

COUNTERMEASURES 

Electronic countermeasures have been defined as actions that deny the 
enemy use of the electromagnetic spectrum. Since total denial for all time is 
impossible, the primary reasons for employing ECM is to "buy time" to delay 
an adversary's response [35]. This chapter describes many of these actions 
(ECM techniques) and their effectiveness against various classes of radars. 
The techniques are organized according to the pattern outlined in Sec. 3.1 and 
are followed by a review of the critical microwave components used in 
implementing the techniques. The chapter concludes with a discussion of the 
operation of idealized ECM systems. Also included are descriptions of various 
electronic counter-countermeasures (ECCM) when such descriptions are nec­
essary for explaining variations in the basic ECM techniques. 

3.1 THE HIERARCHY OF ECM TECHNIQUES 
A number of approaches can be used to classify the seemingly infinite variety 
of ECM techniques [28]. One way is to classify them from the perspective of 
the intended threat, for example, search radar and track radar ECMs. The 
official Air Force approach [ 1] is to classify them according to the anticipated 
effect, such as masking or deception jamming. Each approach has unique 
advantages and disadvantages. For example, in the masking/deception ap­
proach, technique A may deny angle estimation by radar B and is thus called 
deceptive. Against radar C, however, technique A may act as a beacon. Where 
should it be listed? A third approach is to designate techniques as active or 
passive. Subclassification depends on the actual signal radiated or action 
taken as opposed to the desired effect of those signals or actions on a radar. 

Electronic countermeasures can be classified as follows: 

Active ECM—radiation of electromagnetic energy to deny the enemy full use of his 
radar or weapon system. 

Passive ECM—no electromagnetic energy radiated, but some positive action taken to 
degrade the performance of the enemy's weapon system. 

Active ECM techniques can be further classified as noise-like or target-like 
according to the type of emission [96]. Sometimes, these two classifications 
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are considered synonymous with masking and deception. However, some 
noise techniques are deceptive and target-like signals can mask the targets. 
Perhaps some of the confusion can be avoided by distinguishing between 
these techniques according to the nature of their emissions, rather than the 
intended impact of the emissions on a radar. 

What is meant by target-like or noise-like jamming? The target-like jam­
mer radiates a signal much like that from the victim's radar. To be effective 
in creating erroneous data, however, this signal must possess properties 
sufficiently different from those of the actual target return. Such differences 
might include a time delay from the real pulse, a frequency offset, or a time 
variation in the amplitude pattern. On the whole, however, the output of 
the target-like jammer is just as deterministic as the output of the radar 
signal scattered by the target. 

Noise jamming, on the other hand, has none of the deterministic qualities 
usually found in target-like jamming. Measured in terms of amplitude or 
frequency, the output of the noise jammer at any point in time must be 
independent of the output at any other point in time. Presumably, enough 
of this randomness will prevail at the receiver output to prevent detection 
of the target or accurate estimation of the target parameters. Of course, 
various statistical descriptors associated with noise jamming, such as aver­
age frequency or average power, may vary in a controlled manner with 
time. 

Passive ECM techniques can be further classified as either observable 
reduction or clutter enhancement. Any tendency to regard these classifica­
tions as goals rather than physical actions should be avoided. The classifi­
cations represent actions taken to achieve the objectives of target masking 
and/or radar deception. Viewing observable reduction as a goal would be 
similar to viewing noise jamming as a goal and asking whether radiated 
noise is "good" according to some measure of goodness. This subject is 
treated in a later discussion; but, in organizing a hierarchy of techniques, 
one must view both observable reduction and noise jamming as possible 
actions. Thus, the main thrust of this chapter is the effect of each category 
of actions on radars. 

A hierarchy of ECM techniques is shown in Fig. 3.1. Further classifica­
tions are based on the parameters used in implementing a particular ECM. 
Many techniques simultaneously employ more than one of the variables 
shown in Fig. 3.1. This point becomes clearer in a detailed description of 
the techniques. 

3.2 NOISE JAMMING 
A typical noise jammer and its emission is depicted in Fig. 3.2. The figure 

shows only a short time segment of continuous radiated power from the 
transmitter. The actual emission can be viewed as a series of pulses (like the 
pulses of the radar transmitter), each of which has an amplitude unrelated 
to the amplitude and phase of any other pulse. The jammer power P7 is 
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ECM I 

ACTIVE PASSIVE 

NOISE-LIKE TARGET-LIKE OBSERVABLE CLUTTER 
REDUCTION ENHANCEMENT 

Fig. 3.1 Hierarchy of ECM techniques. 

defined as the average power radiated. The averaging is performed in time 
and the averaging time is much larger than the duration of the individual 
pulses Xj. For example, if Pj is the radiated power of the first pulse and Pj 
the radiated power on the ith pulse emitted from the jammer, the jammer 
power is defined as 

1 N 

Pj = - y Pj 

If the jammer pulses have the same frequency as the frequency of the radar 
being jammed, some of the jammer power must be received by the radar. The 
bandwidth of the jammer emission Bj must be given approximately as 

R ~ L 0 
Oj x 

which is exactly the IF bandwidth of the radar if τ, = xR. Then, the average 
jamming power received by the radar P at a distance R from the jammer is 
(in this idealized case) 

PjGj Λ PJGJ λ2 „ P — j j A — j j a 
rj AnR2 e 4nR2 An R 

where Gj is the jammer antenna gain toward the radar. 
Both theoretical and experimental studies have found that the amplitude 

of the output of the radar receiver should have a certain characteristic for 
maximum effectiveness in masking jamming [4,p.4; 29]. The amplitude of the 
output measured at many points in time will result in a range of measured 
values. When these measured values are plotted on a graph showing their 
frequency of occurrence, the resulting curve should follow a Rayleigh prob­
ability density distribution. Such a receiver output will have an amplitude 
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ANT. 

that varies with time. The exact amplitude at any instant cannot be pre­
dicted, but the percentage of time that the output will lie between a range of 
amplitudes can be determined. Table 3.1 shows the average percentage of 
time that a quantity following a Rayleigh distribution will be bounded by 
specific values expressed as some multiple of the average value. For such an 
ideal jammer, the receiver output appears exactly as it would if it were caused 
only by receiver thermal noise, except for perhaps the power level. 

In this instance, maximum effectiveness is synonymous with the inability 
of the radar operator to determine the correct target range cell at a given 
signal-to-noise ratio. Practical limitations in jammer equipment, such as 
saturation effects and dynamic range, require increased bandwidth for the 
noise jammer relative to the bandwidth of the radar receiver in order to 
create this Rayleigh noise out of the receiver. A probability theorem called 
the "central limit theorem" proves that this can happen and we can rational­
ize this Rayleigh noise generation with the aid of Fig. 3.3. Figure 3.3a shows 
the idealized receiver output when the jammer and radar have identical 
bandwidths. The peak voltage of the radar output is fixed by an assumed 
maximum jammer output. As shown in Table 3.1, the desired output voltage 
for the receiver does not have such a limiting value and thus Fig. 3.3a does 
not represent optimum jamming. But, in Fig. 3.3b, the jammer pulse width 
has been decreased (its bandwidth increased) and the output of the radar 
receiver at any instant is now due to a large number of independent jammer 
inputs. The actual number of independent input signals contributing to any 
given output signal is approximately τ^/τ,. Thus, the input of the radar filter 
still suffers from a fixed maximum value, but the receiver output could be 

Table 3.1 Rayleigh Distribution 

Range of values Time spent 
(X = average value) in range, % 

0-O.2X 3.1 
0.2X-0.5X 14.7 

0.5X-X 36.6 
X-2X 41.3 
2X-3X 4.2 
3X-00 1.0 

Fig. 3.2 Noise jammer and output. 
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a) EQUAL BANDWIDTHS 
Fig. 3.3 Effect of jammer bandwidth 
on video signal. 

b) UNEQUAL BANDWIDTHS 

much larger if all inputs result in outputs that combine constructively at 
some time. Of course, this line of reasoning does not prove that the receiver 
output has the distribution desired; more sophisticated mathematics are 
required for that. This argument does outline the principles involved in 
creating effective noise by a realistic, saturated-signal source. This increase in 
jammer bandwidth causes the above equation for received jamming power to 
become 

p _ PJGJ λ GRBR _ PJGJGRX 
rj ~ 4%R2 4π Bj ~ (4nR)2Bj BK 

indicating the presence of jamming energy outside of the IF bandwidth BR of 
the radar. Such jamming is called continuous-wave (CW) spot noise jam­
ming, since the jammer radiates a constant average power over a relatively 
narrow bandwidth. 

Continuous-Wave, Self-Screening Noise Jammer 
Such a CW noise jammer can now be used to define the radar "burn-

through" range and jamming-to-signal ratio. Based on the preceding discus­
sion, the power received from a target at a range R is 

PRGRaTX 
(4nyR4 

If the jammer is carried on the target aircraft and if the jamming power 
received is the dominant noise source, the operator or automatic detector 
must attempt to operate in a per pulse signal-to-noise ratio of 

PRG\aTX2 (4n)2R2Bj PRGRaTBj 
(4π)3/?4 PfijX2GRBR 4nR2PjGjBR 

The inverse of this equation is called the jamming-to-signal ratio J/S and can 
be written 

J _ PjGjBR4nR2 

S PRGRB,<JT 



68 RADAR ELECTRONIC WARFARE 

This is actually an expected J/S ratio, since the jammer power is the aver­
age power. 

What does this equation imply about detection performance? First, if the 
jammer can produce Rayleigh noise out of the receiver and if the radar uses 
circuitry for automatic detection, this equation allows use of the procedures 
discussed in Chapter 2 to predict radar performance at any given range. 
If neither of the above is true (for example, an operator is used rather than 
an electronic threshold), then the jamming-to-signal ratio providing the de­
sired level of masking or screening must be empirically evaluated. The 
above equation can then be used to evaluate the range at which a target 
becomes visible in the presence of the jamming if this required J/S ratio is 
inserted on the left-hand side. This condition is defined as "burn through" 
[28, p. 41]. 

Others define "burn through" as the range at which the signal-to-jam­
ming ratio equals the initially specified signal-to-noise ratio for a desired 
level of radar performance [30, 31]. For example, specifications for the 
radar system may call for a detection probability of 0.5 and a false alarm 
probability of 10~6. These performance quantities then require an IF sig­
nal-to-noise ratio that depends on the assumed target model, number of 
pulses integrated, etc. But, with the exception of simple automated detec­
tion systems, it seems unreasonable to require the same probability of false 
alarm in the presence as in the absence of jamming. The low probabilities 
specified for false alarm prevent unnecessary operator fatigue or overload­
ing of computers during day-to-day operation of the radar. The obvious 
presence of jamming will usually result in a change from the day-to-day 
routine (unless jamming is continually present over periods of days or 
weeks). After all, something has changed. The presence of jamming nor­
mally means a high probability that a target is present. One such reason­
able change would be to allow for a higher probability of false alarm per 
scan and to compare the scan-to-scan detections visually for patterns mean­
ingful to a skilled operator. The operator's job (or that of a sophisticated 
computer algorithm) is now to determine the target range through an ill-
defined interaction between man and machine. 

Experimental efforts have attempted to determine the J/S ratio at which 
a target burns through on a PPI display [29]. These experiments involved a 
single target and a laboratory observer and showed that, at a J/S ratio of 3 
dB, there is only a 50% probability of correctly determining the true loca­
tion of the target. This forced-choice experiment implied a 50% probability 
of selecting an incorrect target position. The same experiment showed a 
decrease in the required J/S ratio when the jamming produced a voltage 
distribution that was not Rayleigh, in disagreement with a previous state­
ment. The reason for this enhancement of jamming is that the non-Ray-
leigh jamming created target-like outputs that confused the operators. 
However, simple ECCMs easily removed this confusion and again resulted 
in a much higher J/S ratio for non-Rayleigh jamming that was as effective 
as Rayleigh jamming. Other experiments [2, p. 7] have shown that, for 
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multiple targets, the J/S ratio required to reduce correct selection of target 
position to 50% is less than 3 dB (— 1 dB for two targets). Certainly, it is 
impossible to estimate operator performance in the heat of battle. 

An operator will usually have alternative displays, such as an A- or J-
scope to extract information on the amplitude of signal returns. For such 
displays, the J/S ratio required to reduce the probability of correct range 
selection to 50% is typically 5 dB higher than the J/S ratio required for PPI 
displays [32]. 

Continuous-wave noise jamming can deny information about target 
range to any one radar, but denial of angular information is another ques­
tion. If the operator has sufficient time in a one jammer on one radar 
encounter, he should be able to determine the jammer angle by reducing 
the PPI drive signal. At some point, jamming signals received in the side-
lobes of the radar antenna will no longer be visible or the pattern on the 
PPI display will be symmetric enough to determine the jammer's angular 
position. 

Figure 3.4 shows the effect of range on the J/S ratio. Obviously, the J/S 
ratio increases 20 dB for every tenfold increase in range because the 
reflected target power decreases more rapidly with increased range than the 
received jamming power decreases. 

The J/S ratio computed so far is a per-pulse J/S ratio. The signal-to-
noise ratio in a radar that integrates N pulses is enhanced in the presence of 
noise jamming, just as it is enhanced for receiver noise. The previous J/S 
equation must be modified to account for this integration if the decision 
regarding the presence of a target is based on this average receiver output. 
In a radar employing noncoherent integration of N pulses, the J/S ratio is 
reduced by 1/^/N. The J/S reduction for a radar employing an MTI can­
celler is computed as follows. If N pulses are available, but the canceller 
processes M at a time followed by incoherent integration of the N — M + 1 
pulses out of the MTI canceller, the J/S reduction is 1/ ^JN — M + 1. In a 
coherent radar employing fast Fourier transform processing or narrow­
band filters, either the final coherent radar bandwidth must be used or the 
jamming-to-signal ratio must be reduced by \/N if the IF bandwidth is used. 
A second factor p accounting for differences in jammer and radar polariza­
tion should also be added. Thus, the final equation for the jamming-to-
signal ratio caused by a self-screening noise jammer is 

J PfijBRL, 4nR2 

S PRGRBjN' 

♦20 

(J/s)dB o 
- 20 Fig. 3.4 Variation of J/S with range. 

10 20 50 
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Example 3.1 
The preceding discussion can be summarized by computing the J/S ratio 

for a typical problem. The jammer is described in Table 3.2 and the radar in 
Table 3.3. The target is at 20 n.mi. and has a 6 m2 cross section. 

Answer: Inserting the pertinent parameters into the J/S equation and 
noting that the radar noncoherently integrates 16 pulses, the J/S ratio is 
computed as follows: 

(J/S)dB =Pj + Gj + BR+4n+R2-PR-GR-Bj-jN-aT 

= 20 + 3 + 0 + 11 + 91.4 - 60 - 35 - 10 - 6 - 4 = 10.4 dB 

Note that this is the J/S ratio plotted in Fig. 3.4. If the polarization of the 
jammer had not been identical to the polarization of the radar, the J/S ratio 
would be reduced to account for the mismatch in polarization. For linear 
polarization, this reduction factor equals cos2(/> if the respective electric field 
vectors for the radar and jammer subtend an angle of φ degrees. If one 
antenna is linearly polarized and the second antenna circularly polarized, 
the factor/» is \. In Example 3.1, the J/S ratio would be reduced to 7.4 dB 
(cos2 45 deg = 5) if the jammer's polarization were 45 deg away from the 
vertical. 

The noise jammer in Table 3.2 had a bandwidth only as large as required 
to obtain high-quality noise. In many instances, one jammer must operate 
against many radars, each at a different frequency. With one CW noise 
jammer, effective jamming is possible only by increasing the bandwidth of 
the jammer until it covers all threat-radar frequencies. This, of course, dilutes 
the radiated power density of the jammer. In Example 3.1, the jammer 
radiated 100 W over a 10 MHz bandwidth or 10 W/MHz (see Fig. 3.5a). 

Table 3.2 Jammer Parameters 

Power Pj = 100 W, 100% duty cycle (i.e., CW) 
Antenna gain Gj = 3 dB, horizontally polarized 
Bandwidth BJ = 10 MHz 

Table 3.3 Incoherent Search Radar Parameters 

PR = \MW ΰΒ = 1.0ΜΗζ 
GR = 35 dB rpm = 4.3 
RF = 600MHz 0az = 1.3deg 
PRF = 317Hz 
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Fig. 3.5 Jammer power density. 

If the jammer bandwidth is increased to 100 MHz, then the jammer will 
still radiate 100 W but only at 1 W/MHz, as shown in Fig. 3.5b. When the 
gain of the jammer antenna is included in these descriptions, the jammer is 
said to produce effective radiated power (ERP), where ERP = Pfij. In 
Example 3.1, the ERP is 200 W, or a density of effective radiated power of 
2 W/MHz is produced. When the noise-jamming bandwidth is much greater 
than the IF bandwidth of a typical radar, the jamming is termed barrage 
jamming. 

Amplitude-Modulated Noise Jammer 
As previously stated, a CW noise jammer does not by itself create signifi­

cant angular errors. In fact, a CW noise-jamming signal can provide a 
very good angle-tracking signal for all tracking radars. Against sequential 
lobing or TWS radars, however, the average noise-jamming power can be 
modulated in amplitude at the lobing rate to induce large angular tracking 
errors or even breaklocks. Description of the jammer emission and the 
voltages induced in a conical scan and an SWC radar should clarify this 
phenomenon. 

Figure 3.6 shows the signal that might be emitted from an amplitude-
modulated jammer. The jammer radiates power continuously, but only a 
short period in relation to the radar-scan period 7^ is shown. The average 
power is computed over a much larger period of time than the individual 
pulses Ty, but much smaller than the scan period Ts. This average power 
varies over time in a manner determined by the ECM designer to maximize 
the angular error in the jammed radar. The diagram of error voltage 
from the conical-scan receiver in Fig. 3.7 shows how this angular error is 
generated. 

Figure. 3.7a shows the two extreme angular positions of the radiation 
pattern for a conical-scan radar antenna. Figure 3.7b shows the error 
voltage from a constant target that can be used to reposition the scan axis 
on the target, and Fig. 3.7c shows the effects of a constant-power jammer 
on output error voltage. The fluctuations of the jammer power have been 
averaged, since the radar servo system will track only the average error. 
The peak-to-peak variation caused by the constant jammer is only one-half 
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10 
2 
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JAMMER OUTPUT 

VOLTAGE 
Fig. 3.6 Amplitude-modulated 
noise-jammer output. 

t. TIME 

the variation of the constant target, since only one radar antenna pattern 
(receive) is involved in forming the error signal. However, the similarity 
between the phase of this error voltage and the phase of the constant target 
error voltage implies the eventual, although somewhat more sluggish, nulling 
of tracking errors. 

The effect of the relative phase of jammer modulation is an important 
consideration in analyzing the modulated jammer. Figure 3.8a shows a sim­
plified CONSCAN radar and a target above the tracking axis. The phase of 
the indicated error voltage will move the boresight up. The error voltage 
shown in Fig. 3.8a could be written as 

εν(ή = const + Δ cos(2nfst + 0°) 

a) CONSCAN BEAM POSITIONS. 
Ms TIME-

b) CONSTANT TARGET. 

c) CONSTANT JAMMER. d) JAMMER IN PHASE. 

e) JAMMER OUT OF PHASE. 

Fig. 3.7 Effect of amplitude modulation. 
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This is a cosine wave with a phase of 0 deg. A cosine wave with a phase of 
180 deg will cause the error voltage at zero time to be less than the constant 
value and will correspond to a target below the scan axis. Therefore, if the 
target had been below the tracking axis, the error voltage would have had an 
opposite phase and the tracking axis would move down. 

If the jammer is on the tracking axis and if the jammer power is constant, 
the error voltage is also constant and the boresight axis does not move. If the 
jammer is modulated in-phase with the antenna scanner, the error voltage 
will be as indicated and the seeker will move up until it reaches an angle at 
which the competing target returns, which will tend to drive the seeker down, 
balancing the jamming. If the jammer is modulated out of phase, the seeker 
moves down until the target balances the jamming. It is thus apparent that 
the jamming phase determines the direction of the seeker error and is other­
wise unimportant. For example, a jammer in quadrature with the seeker (at 
a relative phase of 90 deg) will move the seeker horizontally. 

Thus, Fig. 3.7d presents the error voltage when the jammer power is 
modulated "in phase" with the antenna scanning waveform. Again, in phase 
means that the jammer achieves peak power at the time that the maximum 
antenna gain is directed at the target. Figure 3.7e shows the error voltage 
when the jammer modulation is out of phase with the radar-scan pattern. In 
both Figs. 3.7d and 3.7e, the error voltage tends to increase rather than 
minimize tracking errors. For the in-phase case, the track axis moves beyond 
the target and again results in Fig. 3.7e. Figures 3.7d and 3.7e correspond to 
an infinite J/S ratio, but it seems that effective jamming should be possible 
above some J/S ratio. 

What constitutes effective jamming? A large tracking error may be suffi­
cient for effective ECM against AAA. But this same angular error induced 
in a SAM system employing semi-actively guided missiles may be ineffective 
because the missile will still reach the target if sufficient power is scattered by 
the target. If the error in angle can be made large enough, possibly through 
inertia of the radar servo system or additional target maneuvers, the radar 
seeker cannot continue following the target automatically and the result will 
be a breaklock. At this point, reacquisition is necessary, probably with oper­
ator assistance, before tracking can be restored. During this period, AAA 
weapons may not be effective and irrecoverable errors may develop in a 
missile during flight. 

SCAN / 
REF. / 

CONTROL 

TARGET-, 

BORESIGHT 
MOTION 

(a) T A R G E T . (b) JAMMER. 
Fig. 3.8 CONSCAN error correction. 
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This J/S ratio must be on the order of 20-30 dB for a target-like jammer 
(or repeater) to induce sufficient angular error for breaklock [2, p. 15-16; 33]. 
This J/S ratio is based on the assumption that, when the squint angle is 0.5 
beamwidth, the jammer must create a tracking error of 1.12 beamwidth 
before breaklock occurs. A computer simulation by Cikalo and Greenbaum 
[41] demonstrated that radar breaklocks begin when the induced tracking 
error exceeds 0.85 beamwidth and require a J/S ratio of 17.5 dB. For the CW 
noise jammer, range tracking on the target may be lost when the J/S ratio 
exceeds 10-13 dB [2, p. 15-14]. When this happens, there is no longer a 
competing skin return and it is necessary that only sufficient depth of modu­
lation is present to induce the desired magnitude of angular error and that 
the average J/S ratio over the scan period prevents burn-through. 

There are two ways to modulate jammer amplitude. One, called inverse 
gain, derives phase information from the scan pattern of the radar antenna 
to modulate the jammer power out of phase. As shown in Fig. 3.9, such 
phase information is available at the output of a receiver tuned to the radar. 
Analysis of this jammer/radar combination in Part II shows that an unstable 
servo control loop results. In-phase modulation of such a jammer will result 
in a radar with rapid response and overshoots, but with a stable tracking 
point on the target. As shown in Fig. 3.9, the generation of inverse-gain 
modulation requires only one receiver to handle all of the radar-scan 
frequencies. 

The second approach is simply to modulate the amplitude of the jammer 
output, usually in the form of a square wave. This approach requires knowl­
edge of the radar-scan frequency, from which the analysis proceeds as shown 
in Figs. 3.7 and 3.8. In this case, the rate selected for jammer amplitude 
modulation is that believed to be best for defeating the specific radar. Selec­
tion of the rate may be automatic or manual, based on the output of a radar 
warning receiver, or it may be preset before a specific mission in anticipation 
of a specific radar threat. 

Figures 3.7 and 3.8 do not reflect the requirement that modulation of the 
jammer amplitude must be at or near the scan frequency of the radar an­
tenna (or at or near a multiple or subharmonic of the scan frequency). This 
modulation rate is necessary because the radar receiver includes filters that 
are tuned to the known scan frequency. These filters are typically positioned 
after the boxcar detector. Signals that vary at other than the scan rate will 

NOISE 
SOURCE 

GAIN CONTROL 

CONSTANT*(+Wd RECEIVER - « — ^ 
BIAS 

Fig. 3.9 Inverse-gain noise jammer. 
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MODULATION 
FREQUENCY. H; 

SO 120 180 TIME. SEC. 

Fig. 3.10 Variation in amplitude modulation frequency. 

not pass through these filters. This latter factor is especially important in 
jamming COSRO or LORO radars because these radars do not reveal their 
scan rates. Inverse gain is ineffective against these radars, but square-wave 
modulation can still be used if the period of the jammer modulation is 
correct or if it is varied over the suspected radar-scan frequency as shown in 
Fig. 3.10 [95]. 

Although a linear variation in frequency is shown in Fig. 3.10, nonlinear 
variations and more complicated combinations of variations are possible. 
The rate of change in the frequency of modulation must be slow enough to 
allow the radar to respond during the time that the frequency of modula­
tion is near the scan frequency. The exact rate of change chosen is typically 
verified through experimental simulations. High rates are possible against 
short-range radars and slower rates must be used against long-range radars. 
This difference in the modulation rate change is reasonable because the 
short-range radar must respond to targets with higher angular rates than 
long-range radars. 

Against an ideal scan-with-compensation radar, amplitude modulation 
ofa noise jammer's radiated power will have no effect. A look at Fig. 3.11 
shows a succession of signals that would exist in an SWC radar if ampli­
tude-modulated (AM) noise were used against it. The main channel phase 
has been reversed; the root cause of an error is CONSCAN. However, 
the auxiliary channel signal has a greater depth of modulation than the 
main channel, since it results from jammer and auxiliary antenna gains that 
go up and down together. If the separate main and auxiliary AGCs adjust 

MAIN GAIN - A 

MAIN CHANNEL. AXC 

JAMMER POWER - C MAIN MINUS AUXILIARY 

AUXILIARY CHANNEL BXC 

AUXILIARY GAIN - B 

Fig. 3.11 SWC signals in AM noise. 
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the average levels to the same value, the difference voltage is again in the 
correct phase. 

Average Center-Frequency Variation of a Noise Jammer 
Efficient conversion of aircraft prime power into RF power sometimes 

requires amplitude modulation in the form of on-off modulation. As op­
posed to turning off the jammer, varying the power spectrum emitted by the 
jammer may be more advantageous. Such emissions produce a number of 
effects on both search and track radars. 

Against an improperly designed search radar, sweeping of the high-level 
jamming signal through the IF passband can saturate later stages of am­
plification. In tube-type receivers and, presumably, in types employing field-
effect transistors, this saturation effect can take many PRIs to rectify itself 
and thus nullify the usefulness of the radar. The addition of limiters to the 
front end of the radar have all but eliminated the effectiveness of this jam­
mer modulation shown in Fig. 3.12. The Dicke-fix, an example of such a 
circuit, is discussed in Chapter 4. 

Against a scanning radar, CONSCAN or TWS, this frequency-modu­
lated wave will again produce a variation in the signal level out of the error 
detector and will thus cause a tracking error. However, the frequency devia­
tion Δ/ must be larger than twice the sum of the radar and jammer band­
width [2(BR + Bj)] to produce a sufficient depth of modulation for large 
angle errors. As shown in Fig. 3.13, any uncertainty in the IF bandwidth 
of the radar must result in larger deviations in jammer frequency and a 
lowering of the duty cycle of the jamming signal from the radar. Since 
wider jammer bandwidths than the bandwidth used in Fig. 3.13 are neces­
sary, larger frequency deviations are also required. The result is that as 
much or more prime power may be required to defeat the same threat 
as would be required with simple amplitude modulation. The radiation of 
a jamming signal over a broader bandwidth than that required for spot 
noise may or may not be to the jammer's advantage. For example, another 
CONSCAN radar at a different scan frequency might be able to track the 
jammer. 

JAMMER 
SPECTRUM^ ARA0AR IF 

UJ \ -JBRU 
V Δ Ι 

FREQUENCY SPECTRUM 

Fig. 3.12 Frequency-modulated noise spectrum. 
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Fig. 3.13 IF output resulting from swept 
jammer. 

Modulation of Noise Jammer Polarization 
A CW noise jammer can produce an amplitude-modulated signal in a 

scanning radar if the polarization of the jammer relative to that of the 
radar antenna varies over time. In fact, if a coherent signal is modulated in 
polarization rapidly enough, it can generate a noise-like signal that will 
couple to a radar antenna of arbitrary polarization to within 3 dB of the 
maximum possible coupling [34]. Polarization can also be used to introduce 
angular errors into monopulse and SWC radars, but this effect will be ex­
plored in the target-like jamming section and in Part II. This discussion is 
concerned only with the effect on a lobing radar of a noise source that is 
modulated in polarization. 

For linear polarization, the radar electric field can be considered to lie in 
a particular plane. Then, without loss of generality, the radar signal inci­
dent on the jammer can be called vertical. If the time-varying jammer 
polarization (electric field orientation) makes an angle φ with respect to the 
vertical, then the signal coupled into the radar will vary as the cosine of φ2. 
Figure 3.14 shows this coupled signal for a variety of φ variations with 
time. 

Figures 3.14a and 3.14b indicate that the curves of received power would 
be reversed if the radar polarization had been 45 deg from the vertical. 
Thus, blindly switching between states of "orthogonal" polarization may 
create only a beacon rather than a jammer because the signal received in 
Fig. 3.14b is the signal of a CW noise source. Of course, a pure match or 
mismatch in states of polarization is unlikely and some modulation of the 
received signal is likely. Part II shows that the expected depth of modula­
tion is only 2 dB, hardly enough for large angular errors. 

Figure 3.14c corresponds to the jammer polarization vector rotating 
around the line-of-sight direction every Ts seconds. The resulting modula­
tion is twice this rate or 2/Ts hertz. The large depth of modulation should 
result in appreciable tracking error. 

Multiple Noise/Target Sources 
The discussion thus far has been limited to one noise jammer vs one 

radar, but many-on-many cases introduce new possibilities. This section 
addresses two unresolved jammers, stand-off jammers, and ghosts. 

JAMMER 
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If two noise jammers operate simultaneously within the main beam of a 
radar to the extent that they cannot be resolved as separate targets, the radar 
will track the power centroid between the two jammers [4, p. 190]. Figure 
3.15 shows the geometry considered in this discussion. Jammer 1 radiates an 
average power of P, and is separated by an angle of ΑΘ, as seen by the radar, 
from jammer 2 radiating P2. The tracking error measured as an error in the 
tracking of jammer 1 is Θ and is given by 

The track axis simply points to the power centroid, the position of which 
is found in much the same manner as the center of mass of an object. 
This concept of tracking the power centroid extends to any number of 
unresolved noise-like sources (or uncorrelated targets). Although tracking 
of the power centroid follows from an assumption that the angular separa­
tion of the targets is much less than the half-power beamwidth of the radar, 
more exact derivations in Part II show that it is still a reasonable result 
for angular separations of targets that are an appreciable fraction of the 
beamwidth. 

The two jammers have complete control of the radar tracking axis until 
the radar resolves the jammers as separate sources. This ability to resolve 
and then track one of two equally powered sources typically occurs when 
Δ0 x 0.9 03. If the two jammer sources have equal power, the radar initially 
tracks the power centroid that lies halfway between the targets. The radar 
seeker's response to the movement of the power centroid slows as 
the source separation increases as long as the targets remain unresolved. 
Once resolution occurs, the seeker quickly aligns itself with one of the two 
targets. 

Obviously, two aircraft could fly in formation and attempt to manipulate 
the radar track axis at a rate that induces the maximum system error. This 
error might be derived from some particular susceptibility of the missile to 
the modulation frequency or it might be due to reducing the missile velocity 
because of excessive maneuvering. Two aircraft are not required, since the 
reflection of jamming from the terrain can simulate a second jammer. (For 
an analysis of this configuration, see the subsection on multiple repeater 

l .P , 

TRACKING AXIS 
Δ Θ « Θ 3 

2,P2 

Fig. 3.15 Power centroid 
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sources in Sec. 3.3.) Other possibilities for this second source include re­
motely piloted vehicles or active expendable noise sources. 

An expendable source is simply a noise source (or a target-like source) 
meant to operate for a short period and not to be recovered. Since even 
monopulse radars will track the power centroid, and thus track the desired 
target with some error, it seems that expendables should be very popular. 
But there are many conceptual and practical employment problems. For 
example: How can it be ejected? Is the next expendable in the ejector at the 
right frequency? Is it really cheap enough to dump three? Many have asked 
these questions, but there does not appear to be agreement about the answers 
[72; 73]. 

If the noise jammers are not contained on the penetrating aircraft but are 
carried on vehicles beyond the lethal range of the defensive forces, the jam­
ming is called standoff jamming. Figure 3.16 depicts a typical standoff jam­
mer (SOJ) geometry. 

In this case, one standoff jammer is in line with, and is attempting to mask, 
the penetrator's position. Its effectiveness depends on the resulting J/S ratio 
in the radar. At the radar, the received jamming and target powers are 

Rj = range jammer 

RT = range target 

As RT φ Rj, the J/S ratio per pulse is 

J\ _ Pr, _ PjGjBRAnR% 
S/p PrT PRGRBJOTR2J 

If the range to the SOJ is constant, the J/S ratio decreases by 40 dB for every 
tenfold reduction in target range or by 12 dB for every halving in the target 
range. If Example 3.1 is used with the SOJ and penetrator at 20 n.mi., the J/S 
ratio can be read from Fig. 3.4. The J/S ratio vs range can then be replotted 
on a similar figure (see Fig. 3.17). In such calculations, the SOJ must 

Fig. 3.16 Mainlobe standoff jamming. 
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(V 
Fig. 3.17 Mainlobe noise jammer JfS 
vs range. 

be kept at an elevation sufficient to be subject to the same radar antenna 
gain as the penetrator. If it is too low, the SOJ can be in the null near the 
grazing angle and its jamming would thus be ineffective. 

Another geometry that subjects the SOJ and penetrator to different radar 
antenna gains is depicted by the penetrator in Fig. 3.18. In this instance, the 
penetrator is subject to the maximum antenna gains and the jammer is 
radiating only into the radar's sidelobes. Under these conditions, the 
standoff jamming equation is modified by reducing the jamming-to-signal 
ratio by the sidelobe level relative to the peak gain. If GR is the peak radar 
gain and GRJ is that gain in the direction of the jammer, then the J/S ratio 
becomes 

PRG2
RB/JTR2J 

Figure 3.19 provides a comparison of all three cases. It is assumed that the 
radar has a — 30 dB sidelobe in the jammer's direction. Both the sidelobe 
level and the JjS ratio will actually vary with the angle from the main beam. 
Targets separated by a small angle from the jammer should be screened 
better, since higher sidelobes generally exist near the main beam. If more 
than one SOJ is used and if each jammer is spaced on the order of a radar 
beamwidth from the adjacent jammers, a whole sector of angular width 
equal to the sector covered by the physical locations of the jammers should 
be masked. The mismatch in jammer-radar polarization must be considered 
in any computation. 

Fig. 3.18 Sidelobe standoff jamming. 
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Example 3.2: SOJ Problem 
Given the radar described in Table 2.6 and the information provided 

below, what must be the effective radiated power of a jammer with a 30 MHz 
bandwidth if a 10 dB J/S ratio is required for screening? The jammer is at 
twice the target range of 100 km and its polarization is 45 deg from the 
vertical. 

Additional Radar Parameters 

Sidelobe level toward jammer relative to peak gain — 20 dB 
Polarization Vertical 
Number of pulses incoherently integrated 30 

Answer: The appropriate equation is 

/ = PjG/j,uBRAnLtR% 
S PRGRGRBjaTNR2j P 

The ratio GRJ jGR is equal to the sidelobe level of —20 dB, and, for incoher­
ent integration, the integration loss L, is equal to ■S/N. The 45 deg angle 
between jammer and radar radiated fields results in a polarization mismatch 
of p = 1/2. 

Insertion of all quantities into the above equation gives 

~ = PJGJ + ̂ i + 4n+^-PR-GR~BJ-aT-^N + p 
ύ UR Kj 

10 = JERP - 20 + 11 + 94 - 60 - 35 - 14.8 - 10 - 7.4 - 3 

JERP = 55.2 dBW 

If many CW noise jammers are simultaneously jamming many radars, the 
jamming effects are enhanced by a factor greater than the mere increase in 
the number of jammers. Since the two radars shown in Fig. 3.20 cannot 
resolve either of the jammers in range (denoted by the dots), the radar sites 
may rely on triangulation in an attempt to determine range. This process 

Fig. 3.19 Sidelobe noise jammer J IS 
vs range. 
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GHOST 

RADAR 1 

RADAR 2 

Fig. 3.20 Example of ghosts. 

results in four possible jammer locations, two of which are correct and two 
"ghosts" (designated by the Xs.). Determination of the intersections that 
are true targets requires effort and time. Approaches used to make this 
determination are visual observation by an interceptor, observation of 
potential targets for unrealistic velocity, excessive range, or use of a sepa­
rate radar at an unjammed frequency or polarization to reduce the number 
of unknowns. 

For three jammers, there are nine intersections and six ghosts. If another 
radar is added as shown in Fig. 3.21, the jammers can be sorted from the 
ghosts since radars 1 and 2 locate at most N2 possible jammer locations, of 
which N2 — N are ghosts. Some of these positions may be ignored since the 
associated intersection occurs at great range (point A in Fig. 3.21). Of the 
remaining points (N2 at most if none are eliminated), the third radar will 
observe jamming from only N actual jammer positions. This figure is an 
oversimplification because the target angles are available at different times 
from the radar sites; also, target motion, fades, and inaccuracies in mea­
surement will prohibit an exact crossover of all three beams. Thus, some 
errors in jammer location should result and the offense should gain some 
time. 

Fig. 3.21 Jammer deghosting. 
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Noise Summary 
With sufficient J/S ratios, all noise emissions deny the range of the target 

to the radar. Likewise, if the average jammer power is constant, angle infor­
mation is not denied. In many cases, some average parameter associated 
with the noise has been varied in a specific manner to create an error in 
angle. Varied parameters include power, center frequency, and polarization. 
For single jammers, only polarization has much use against ideal 
monopulse or SWC radars. If multiple unresolved jammers are used, all 
radars will normally track the power centroid rather than the individual 
jammers. Finally, multiple resolved jammers can generate confusion in a 
radar net. 

3.3 TARGET-LIKE JAMMING 
If the radiated jamming signals are similar to the signal scattered by the 

target, the jamming is called target-like. Normally, one or more charac­
teristics of the radiated jamming signals are different from the signals scat­
tered by the target in order to deceive or confuse a radar operator. This 
section describes some desirable and undesirable features of target-like jam­
ming, typical jamming signals, and the effects of these signals on various 
radars. 

Since target-like jamming signals can be identical to target returns, a 
radar gains no jamming-to-signal ratio reduction through the integration 
of many target pulses. A jammer signal can thus easily overpower the 
target signal and become the dominant signal tracked by range- and angle-
tracking circuits. This beacon mode is not desirable, however, and the jam­
mer signal must be modified (or modulated) to control the range- and/or 
angle-tracking point. The modifications available are limited to modula­
tions in the time, amplitude, frequency, polarization, and number of 
jamming sources. 

Quite often, target-like signals are generated in a repeater jammer. A 
simplified repeater jammer, as shown in Fig. 3.22, receives, amplifies, and 
retransmits the illuminating radar signal. This repeated signal is then ap­
propriately modulated in time, frequency, amplitude, and polarization to 
create the desired jamming effect. Such a repeater system will generate a 
J/S ratio at the threat radar as derived below. In Fig. 3.22, GJR is the 
jammer receive antenna gain in the direction of the radar, G the power gain 
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of the repeater, and GJT the jammer transmit antenna gain in the radar 
direction. The jammer and target power for a self-screening repeater are then 

p _ PRGR h2GJR GGJT λ2 

rj~4nR2 4% 4nR2 4π R 

PRGR στ 
rr 4%R24%R24% GR 

A linear repeater has a constant power gain G and radiates a signal that 
is a fixed multiple of the input signal. For example, the output signal is 10 
times the input signal. A repeater is linear only if this relationship holds for 
all levels of input signal. The jamming-to-signal ratio produced by a linear 
self-screening jammer without a mismatch in polarization is then 

J_ _P_rj_ _ λ2 GjRGGJT 

S~ PrT~ 4% σΤ 

The assumption of a linear repeater results in a J/S ratio independent of the 
target range. It may appear that an arbitrarily high J/S ratio can be achieved 
by increasing the jammer gain G, but this is not so. In Fig. 3.22, an arrow 
labeled β represents the jammer-radiated power that is coupled to the jam­
mer input antenna. Such power, coupled from output to input, is called 
feedback. Since a repeater receives and retransmits almost simultaneously, 
this feedback limits the maximum usable gain of the system. For example, 
the time delay for propagation of a typical signal through a repeater is 100 ns 
[37]. If the radar pulse is 1 μ& long, then the receive antenna will sense a 
fraction of the jammer-transmitted power at the same time that it receives 
the last 900 ns of the radar pulse. If the power measured at the output port 
of the jammer's receive antenna is S,, then the power coupled to the input 
port of the transmit antenna of the jammer is GSt. As defined here, the 
fraction of the jammer-transmitted power sensed at the output of the receive 
antenna is ßGSx. Thus, if ßG > 1, the total received signal can be dominated 
by the jammer's own emission. In fact, the jammer system may go into 
"oscillation" and not be able to amplify any radar signals. For these reasons, 
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Fig. 3.23 Simplified delay line transponder. 
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it is necessary that the product of the jammer gain and feedback, as mea­
sured at the antenna ports, be less than one. 

Many target-like jammers store all or part of the received radar signal in 
a memory device and use this stored information to reconstruct the jamming 
signal. Called transponders, these systems do not suffer a gain limitation 
determined by available antenna isolation (isolation is the inverse of feed­
back, i.e., \/ß = isolation), but they are usually more complex than re­
peaters. A typical delay-line transponder, shown in Fig. 3.23, consists of at 
least three amplifiers, usually traveling wave tubes (TWT). Initially, the 
closing of switch 1 and opening of switch 2 allows the radar signal to enter 
the storage medium shown here as a delay line. When the delay line is full, 
both switches 1 and 2 are open and the signal is "kept alive" in the recircu­
lating loop and center TWT. Finally, switch 2 closes at the desired time and 
a portion of the radar pulse is extracted from the loop, amplified, and 
transmitted. This transmission can go on for much longer periods than the 
time delay of the delay line and very powerful target-like signals can be 
radiated. However, the timing of the control signals is both critical and 
complex in a modern radar environment. 

Another approach to transponder construction uses a keyed oscillator 
shown in Fig. 3.24. The frequency of the received radar signal is compared 
on the first pulse with an oscillator, possibly a voltage-controlled oscillator. 
The frequency of the oscillator is varied until it equals the frequency of the 
radar. This oscillator is the "keyed oscillator" since it is keyed by the radar 
pulse. With the radar frequency precisely measured, the onboard oscillator 
can be used as a replacement for the incident radar pulse in the generation 
of jamming waveforms. Chapter 4 shows that both of these approaches to 
transponder construction experience difficulty in covering the true target 
return against a radar that has agility in the RF frequency or pulse-repetition 
interval. 

In both repeaters and transponders, the amplifier actually consists of a 
number of low-power amplifiers followed by a high-power amplifier. This 
high-power amplifier can be either a traveling wave tube or a cross-field 
amplifier. In most cases, the jammer is designed for saturation of the high-
power amplifier (driven to produce its maximum output) because it is most 
efficient in this mode. Efficiency is defined as the percentage of prime aircraft 
power actually converted to RF power. Under such conditions, the jammer 
is called a saturated repeater with constant output power and variable gain. 
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Fig. 3.24 Keyed oscillator transponder. 
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The gain must be variable because an increase in the received power cannot 
result in an increase in the radiated power. 

The J/S ratio produced by such a saturated repeater or transponder in 
the self-screening mode is then 

J Pj Gj 4nR2 

S PR GR στ 

where Gj is the gain of the jammer transmit antenna toward the radar. 
This will be recognized as the J/S ratio of the noise jammer minus the 

reduction factors due to the ratio of the radar bandwidth to the jammer 
bandwidth and any radar integration. These factors are missing because 
emissions from the jammer resemble the radar emissions and, in many 
cases, suffer only the same losses suffered by the radar signal itself. This is 
one of the benefits of repeater jamming. It results in a lower average power 
requirement than that needed for noise jamming and leads to reductions in 
the size and weight of the jammer system as well. As stated earlier, the 
output of the repeater must be different from the reflection of the target in 
order to be effective. Determining which modifications to make and which 
to avoid requires more information about the threat radar than is required 
to set up a simple CW noise jammer. This is usually considered a drawback 
of repeater jammers. However, if the noise jammer provides no protection, 
what is the value of its apparent simplicity? 

Repeater Modulations 
Whether target-like jammers operate in the repeater or transponder 

mode, they are usually known collectively as repeaters. Up to this point, the 
repeater has enhanced the radar's ability to detect or track the target. Thus, 
to degrade radar performance, the jammer must obviously do something 
beyond repeating the radar emissions. 

What are the tasks attempted by the radar? First, the radar must detect 
the target. Once a radar experiences jamming or once it recognizes that its 
increased false alarm rate is not due to system malfunction, target detection 
means assessing the range and azimuth cell of the target. As opposed to 
normal detection by a search radar where the presence of the target is un­
known, detection of this type is probably attempted with a much larger 
allowed probability of false alarm on each scan and with an operator ob­
serving multiple scans for recognizable patterns. Typically, a tracking radar 
is brought into action only after the target is detected. 

Both noise and repeater jammers defeat the normal detection mode of 
search radars and, at the same time, enhance this mode since the radar 
shows an increased level of false alarms. The detection, or rough estimation 
process, utilized after the presence of a target has been assumed is coun­
tered differently by the two jammers. The noise jammer was described 
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previously as masking the target by burying it in a powerful noise signal. 
The repeater jammer can also mask the target if it generates false targets. 
However, when presented with one real and many false targets, the search 
or track radar operator must decide which return is due to the real target. 
This distinction is necessary because the tracking resources and search per­
formance of the tracking radars are limited and many tracking radars can 
follow only one target at a time. 

Once the operator has selected a target, the task of the tracking radar is 
to estimate the position of the target within the selected range and azimuth 
resolution cell. The repeater jammer again modifies the repeated signal to 
degrade this function or to destroy it. 

The jamming signal variables available for modification to create false 
and deceptive signals are limited. As shown in Fig. 3.25, transmission of the 
radar and thus the output of the repeater can be described as a pulse of RF 
power. The most obvious variables describing the radar signal are the time 
of occurrence, amplitude, and frequency. Each of these variables can 
be controlled in the jamming signal to induce the effects listed in Table 
3.4. Other variables not obvious in Fig. 3.25 are the polarization of the 
returned signal and the number and positions of the source of jamming 
power. Many jammers control more than one variable, either simulta­
neously or sequentially. For example, errors in range tracking induced 
through time delay may be followed by amplitude modulation to generate 
angular errors. 

A repeater capable of implementing most of these techniques is shown in 
Fig. 3.26. Added to the simplified repeater shown in Fig. 3.23 are methods 
for modulating the jammer's signal in frequency, amplitude, and polariza­
tion; switches 1 and 2 implement the time delay/advance. Of course, the 
modulations can be implemented in other ways [37]. Any specific mecha­
nization will depend on the available technology, the priority being placed 

VR(t) = A(t)cos[2»f0t] 

4». 
Vj(t) = KA(t - t j )cos[2,r(f0 - f ^ t ] 

DELAYED PULSE 
Fig. 3.25 Modified repeater return. 
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Fig. 3.26 Typical repeater jammer. 

on the implementation of various techniques and the compatibility of the 
hardware with the various techniques desired. Not shown in Fig. 3.26 are 
the all-important ESM receiver and control circuits required for jammer 
operation. 

Repeater Time Delay /Advance Modulation 
If the jammer merely repeats an amplified version of the radar signal, the 

detected IF amplifier output of the radar should appear as shown in Fig. 
3.27. The output signal is caused primarily by the jammer after an initial 
delay due to jammer placement on the airframe, signal propagation 
through the jammer, or simply the time while the jammer is turned on. 
(Note the leading and trailing edges of the radar pulse.) 

As discussed in Chapter 2, this video signal is normally sampled by early 
and late gates. The energy sensed by each gate is measured and the gate 
positions readjusted until the energy is the same in each. In this manner, the 
early/late gates are kept centered on the radar signal and another gate 
(switch), called the range gate, can then pass the target video to the boxcar 
and angle-tracking circuits. 

In the presence of the jamming signal shown in Fig. 3.27, the early/late 
gates will center themselves on the jammer signal if it exceeds the target by 
10 dB or more [2, p. 15-14]. This action is called "range gate capture." 
Once the range gate has been captured, a variety of ECM tactics may be 
employed. 

Increasing the time delay even more causes an apparent movement of the 
target in range, which is called a "range gate walk-off." This increased time 

AMPLITUDE 

t 
LEADING 
EDGE-, 

JAMMER 

RADAR RETURN 

V JAMMER -J 
DELAY 

TIME 

Fig. 3.27 Radar video due to repeater. 
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delay can occur at a linear or parabolic rate. When the jammer pulse is 
delayed by more than a pulse width from the target, the radar angle tracks 
on the jammer alone. Once the radar is tracking away from the target, the 
jammer can simply stop repeating. The radar then has no information on 
angle or range and operator intervention may be necessary to reacquire the 
target. Rather than simply stop repeating, the jammer may begin another 
form of modulation to generate angle, as well as range, errors in the radar. 
All the modulations listed in Table 3.4 are possible. The advantage gained by 
the jammer in applying these modulations after stealing the range gate is that 
the jamming signal does not compete with the target signal or skin return. 
Later sections address the question of whether these additional modulations 
will generate angle errors. 

Another reason for the jammer to attempt inducing angle errors is that 
most radar angle trackers must be capable of operating under conditions of 
signal fading in the nonjamming environment. Such operation usually im­
plies continued tracking with fades of a specified duration. How is this done? 
The target angular rate at the time of signal loss is stored and used to keep 
the antenna moving in the direction that it was moving prior to the loss of 
track information. Unless the target maneuvers violently, the antenna will 
point in the direction of the target for a short period. The range gate is often 
automatically swept out in range, possibly following a brief search at the last 
known target range. Thus, if the movement of the antenna is correct, the 
target will be quickly reacquired. Weapon guidance will be briefly inter­
rupted and, if the jammer continually walks off the range gate and drops it, 
the percentage of time without tracking information may significantly de­
grade the effectiveness of the weapon system. 

Since the repeater response is normally later in time than the target return, 
the radar can employ "leading edge tracking" to defeat the repeater. The 
radar video is passed through a fast-time-constant circuit whose output is 

Table 3.4 ECM Modulations and Effects 

Primary error 
Variable 

Time delay/advance 
duration 

Frequency/phase 

Amplitude 

Polarization 

Multiple sources 

Created in 

Range 

Velocity 

Angle 

Angle 

Angle 

Through 

Range gate walk off, 
false targets 

Velocity gate walk 
off, false targets 

Sequential lobing, 
AGC effects 

Cross polarization 
of radar antenna 

Angle of arrival 
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proportional to the slope of its input. The output of such an idealized circuit 
when the input takes the form of the jammed signal in Fig. 3.27 is shown in 
Fig. 3.28. (Note that the unjammed leading edge of the target return be­
comes a pulse free of jamming.) If an early/late gate is centered on the output 
of this leading edge, the target can be tracked in the presence of time-delay 
jamming. 

To counter the leading edge tracker, the jammer must reduce its time 
delay—not an easy task for either a repeater or a transponder. It is undesir­
able to amplify all incident signals in the repeater, since a dense (or abun­
dant) signal environment may cause the average power rating of the final 
amplifier to be exceeded. Thus, the repeater must recognize the desired signal 
and gate the power amplifier on for each pulse. Even if the time to gate on 
the power amplifier can be effectively reduced to zero, there are other sources 
of time delay. In the transponder, the jammer must measure the PRI and 
store the initial radar pulse. Then, if it is assumed that the RF frequency or 
PRI does not change, the jammer can generate a pulse that will lead, be 
coincident with, or lag the next radar pulse reflected from the target. 

Usually, the transponder pulses are intentionally longer than the pulses of 
the radar to compensate for error in the PRI measurement and to account 
for the random variation (jitter) of the PRI on a pulse-to-pulse basis. The 
transponder pulses can now be positioned anywhere in time and, if their time 
delay is continually reduced, the radar will conclude that the target range is 
decreasing. No longer can a radar operator conclude that the first target on 
his PPI scope is the real target. However, if the range information is ex­
tremely important to weapon system operation, a separate A-scope and 
range-track operator is an electromagnetic counter-countermeasure that can 
still be employed. Now, the jammer pulse must "look" like a target return to 
this operator. If the target return normally varies in amplitude, a constant-
amplitude jammer pulse probably will not fool the trained operator. To 
deceive this operator, the jammer output must be controlled to appear as a 
true false target. Similarly, the true target must be masked to prevent its 
discrimination by the operator on the basis of power alone. After all, how 
many jamming signals are weaker than the target return? 

In many weapon systems, for example, the single-seat aircraft, the 
workload of the operator is such that he cannot dedicate himself solely to 
range tracking. If range is essential in such cases, it may be acquired from an 
alternate sensor, such as a different frequency radar or laser. Alternatively, 
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\i—1 r—I \ Fig. 3.28 Input of leading edge tracker. 
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range may be given secondary importance by employing semi-active, active, 
beam-rider, or home-on-jam (HOJ) missiles. With such missiles, the exact 
range of the target is not required, but knowledge that the target is within 
some interval is still necessary. 

When jammer emissions are not coincident with target returns, they may 
be interpreted as false targets. Whether they are so interpreted depends on 
the discriminative capability of the jammed radar. 

Repeater Frequency Modulations 
Repeater frequency modulation is useful against coherent radars employ­

ing narrow-band filters to detect and velocity gates to track the Doppler shift 
of the target. Figure 3.29 shows the frequency spectra of a CW radar and of 
a target and jammer return. The radar emission is centered a t / a . The radar 
has located its narrow-band receiver over the target return located &\.f0 +fd. 
The jammer return is also close enough to the target return to pass through 
the receiver filter. This spectrum is also applicable to FM/CW and pulse 
Doppler trackers. 

A jammer employing frequency modulation will now cause the frequency 
of the jammer emission to change from the frequency of the target in some 
prescribed manner. For example, it may increase or decrease linearly relative 
to the target Doppler to some fixed offset and then stop. What would be the 
result if the velocity gate in Chapter 2 were used to track the target? If the 
signal from the jammer is at least 10 dB [2, p. 15-17] larger than the signal 
from the target, the velocity gate will initially be centered on the jammer 
Doppler. The velocity gate will then follow the jammer as its frequency 
changes if the rate of change in the jammer's frequency is not excessive. 
Similar to range gate pull-off, this sequence is known as velocity gate capture 
and velocity gate walk-off (VGWO). Of course, the walk-off rate need not be 
linear and, as opposed to range gate advance, there is no problem in shifting 
the jammer response up or down in frequency relative to the target return. 

Once the radar is tracking the jammer, other modulations may be used to 
generate angle errors. Since there is no skin return under this condition, these 
modulations will function at their maximum advantage. The generation of 
the jammer Doppler offset, initially only a few hundred hertz or less at a 
frequency of possibly 10 GHz, is not simple. One approach is to "serrodyne 
the helix" of a traveling wave tube (see Fig. 3.30 for a simplified jammer 
using this approach). As described in Sec. 3.5, this traveling wave tube 
contains a delay line structure, often called a helix because it sometimes has 
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Fig. 3.30 Doppler offset by serrodyne 
method. 

the form of a helical spring. If the helix voltage, normally at a few thousand 
volts, is varied linearly, the signal amplified by the traveling wave tube is also 
shifted in Doppler. Since a linear variation in voltage cannot continue in­
definitely, the variation in helix voltage usually takes the form of the saw­
tooth shown in Fig. 3.30. Normally, a specifically designed traveling wave 
tube is required for serrodyning and it is followed by a power amplifier. 

The jammer emission will not appear simply as an offset target because of 
the finite isolation β between jammer input and output. If it is assumed that 
the jammer radiates a power Pj at a frequency given by / , + Af, then, in 
addition to the target signal received at / , , the jammer also receives a portion 
of the transmitted signal, given by βΡ, at a frequency / , + Af, which it 
reradiates at a frequency/, + 2Δ/. If the target signal received is Pin, then the 
power radiated is Pj = GPin. The feedback signal that competes with the 
target is ßPj = ßGPin. As ßG < 1, this ring around signal is smaller than the 
original target signal by the factor ßG. This process of harmonic generation 
continues indefinitely, but, practically, it is terminated when the signals re­
ceived are at the level of the front-end noise of the jammer. The resulting 
transmitted spectrum is shown in Fig. 3.31. Such a signal may cause prob­
lems for the jammer by taking power away from the signal present in the 
radar velocity gate. It also gives away the usage of velocity gate walk-off to 
an operator viewing the environment with a spectrum analyzer. 

Of course, frequency modulation can be employed for reasons other than 
the simulation of target velocity. If the jammer signal is swept in frequency 
through the bandwidth of the radar receiver at the scan rate of the radar 
antenna (assuming a CONSCAN radar), then an amplitude modulation 
generated in the radar video can induce errors in angle tracking. As with 
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Fig. 3.31 Coherent jammer emission spectrum. 
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modulating the polarization of noise sources, the rate of frequency sweep 
and the frequency deviation are extremely important in determining the level 
of signal that competes with the target return. 

Repeater Amplitude Modulation 
Once a range or velocity gate has been stolen, amplitude modulation 

(AM) is the form of modulation usually employed to generate errors in 
angle. Again, for efficient operation of the power amplifier, the amplitude 
modulation is usually applied in an on-off form. This discussion has already 
treated two forms of amplitude modulation: inverse gain and square-wave 
modulation. These modulations are just as useful for repeater jammers as for 
noise jammers. Of course, the AM rate need not be directed at the scan rate 
of the radar antenna. Lower rates of amplitude modulation may excite 
"resonances" in the radar servo or in the radar-servo-missile combination, 
which, in turn, may amplify any existing dynamic tracking error. 

Another form of amplitude modulation, called AGC deception [2, p. 171], 
consists of transmitting a strong jamming signal, but not on every radar 
pulse. The strong jamming pulses control the AGC voltage in the radar 
receiver, which is thus improperly adjusted for the intervening target returns. 
In Fig. 3.32, for example, a sequence of pulses from a target slightly off the 
tracking axis is displayed for both unjammed and jammed signals. For the 
jammed signal, the average received power is much larger than the power in 
the unjammed signal because of the strong jamming spikes. As mentioned 
earlier, the output of the radar receiver prior to the scan filter has the form 
E — Eu( 1 + kßj-jOi coscosi). In this formulation, the average signal E0 multi­
plies the angular error and the voltage that drives the antenna servo is 
proportional to it. The actual error voltage driving the antenna servo is 
EJcj9T/03. 

Thus, if the average signal level measured by the radar is not correctly 
related to the average signal of the target return, the error voltage developed 
will be incorrect. The high average power level in Fig. 3.32 will cause the 
AGC voltage to reduce the receiver gain and the peak-to-peak voltage vari­
ation from the sample-and-hold (S&H), as shown in Fig. 3.33. 
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Fig. 3.32 AGC deception signals. 
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Fig. 3.33 Effect of AGC deception. 

TIME 

If curve 1 in Fig. 3.33 represents the correct output for a target tracked 
with an angular error θτ, curve 2 represents the error voltage resulting from 
AGC deception where the incorrect AGC voltage has suppressed E0. The 
radar is now driven by a smaller error and will respond more slowly. This 
sluggishness can cause excessive dynamic tracking errors and an unstable 
servo control loop in some radar systems. 

Repeater Polarization Modulation 
As stated earlier, the electric field created by an antenna has an orientation 

in space, possibly a time-changing orientation known as its polarization. For 
example, the dipole antennas in Fig. 3.34a and 3.34b create, respectively, a 
vertically and horizontally polarized field at the position indicated along the 
direction of the y axis. A fundamental antenna theorem is reciprocity, which 
states that a receiving antenna is most responsive (matched) to an incident 
signal with a polarization identical to the polarization created by the antenna 
itself when it is used as a transmitting antenna. Thus, the antenna in Fig. 
3.34a is matched to an incoming field that has its electric field in the y-z 
plane; the dipole of Fig. 3.34b receives best an incident signal oriented in the 
x-y plane. For example, of all electromagnetic fields of equal power per unit 
area incident on the vertical dipole, the field that produces the largest signal 
at the antenna terminals is the field with its electric vector oriented vertically 
at all times. 

If vertical and horizontal dipoles are driven in phase with equal power, the 
result is a combined field that is simply the "vector" sum of the individual 
fields. The total field is then described as linear, with a polarization 45 deg 
from the vertical. This situation is shown in Fig. 3.35a. 

If only the radiated field in one direction is desired, the two antennas can 
be combined to yield a new antenna (see Fig. 3.35b) oriented at 45 deg from 
the vertical. This antenna will radiate a field identical to the field of the 

Fig. 3.34 Dipole antenna polarization. 
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Fig. 3.35 Equivalent antennas. 

original antennas in the specified direction. In general, the field radiated in 
other directions will not be the same. 

Of course, the power distribution to the two dipoles in Fig. 3.35 can be 
unequal and the driving voltages need not be in phase. With unequal power, 
the result is a linearly polarized radiated field, but the electric field is oriented 
in a direction other than 45 deg from the vertical. The orientation of the 
electric field will become more vertical as the vertical dipole power is in­
creased. If the dipoles are driven by generators that have any phase relation­
ship other than 0 or 180 deg, some form of elliptical polarization will result. 
The polarization is described as elliptical since the magnitude of the electric 
field vector, which now rotates about the y axis, outlines the shape of an 
ellipse. If the generators have a 90 deg phase relationship and equal power, 
the result is circular polarization which can be considered an extreme form 
of elliptical polarization. See Table 3.5. 

Of course, few radar antennas radiate a field with a single type of polariza­
tion in all directions. As mentioned earlier, the power density, or intensity, 
varies with direction. The intensity in a given direction may be divided in no 
more than two different polarizations with the proportion in each polariza­
tion varying with angle. For example, the dipole in Fig. 3.34b radiates a 
horizontal electric field that is x-directed toward the j-axis. However, if the 
radiated field is observed along a line still in the x-y plane but 45 deg from 
the x axis, the radiated field must have both x- and j-directed components. 

Table 3.5 Polarization Relationships 

Radiated field and 
matched polarization 

Vertical 
Horizontal 
Circular, right hand* 
Circular, left hand 

Orthogonal 
polarization 

Horizontal 
Vertical 
Circular, left hand 
Circular, right hand 

*Right hand circular polarization has an electric field 
rotating clockwise when observed while looking in the 
direction of propagation. 
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Fig. 3.36 Paraboloid radiation patterns. 

Actual fields from typical radar antennas, such as the paraboloid, are much 
more complicated than the fields discussed thus far. Therefore, the power 
density radiated in each polarization is usually described separately. Since 
radar designers usually consider the radiation pattern in one polarization as 
desirable, this polarization is called the copolarized field or working polariza­
tion. Such a vertical, copolarized field is shown in Fig. 3.36a for a paraboloid. 
The horizontal radiation pattern or the cross-polarization field for the 
paraboloid is shown in Fig. 3.36b and is characterized by the formation of 
four lobes (sometimes called Condon lobes)[39]. The gain of these Condon 
lobes relative to the main beam can be controlled by varying the diameter of 
the aperture relative to its focal length. The cross-polarization lobes decrease 
as the focal length increases for an aperture with a fixed diameter. Without 
special precautions, these cross-polarized sidelobes are higher than the first 
copolarized sidelobes. An example in Ref. 39 has a value — 16 dB relative to 
the main beam in an antenna designed for maximum efficiency of the aperture. 

As discussed in Chapter 2, a monopulse antenna would form a sum pattern 
by combining four of the lobes in Fig. 3.36a. Since the difference patterns are 
different combinations of the same four lobes, the polarization of the differ­
ence patterns should be different from the polarization of the sum pattern. 

What polarization should a jammer radiate to induce an error in a radar? 
As might be expected, the polarization radiated depends on the type of error 
desired and the radar polarization. The discussion of noise jammers indicated 
that amplitude modulation can be induced by polarization modulation. Al­
though such an approach is also useful in this instance, emphasis is given to 
an approach commonly known as cross polarization. 

As shown in Fig. 3.37, some scanning radars use a nutating feed and others 
have rotating feeds. The polarization of the nutating feed is essentially fixed; 
in Fig. 3.37, for example, it is fixed in a vertical position. In this case, the 
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radar should lock up and track the jammer on one of the four cross-polar­
ized lobes if the jammer radiates horizontal polarization. The lobe selected 
would be a matter of chance and initial conditions. 

Figure 3.38 shows the tracking sequence on a cross-polarized lobe. Figure 
3.38a shows the original, unscanned positions of the vertically polarized 
maximum and the horizontally polarized maximums. In all parts of Fig. 
3.38, the term "CO" represents the copolarized maximum. The circle repre­
sents the locus of points of the copolarized pattern with —3 dB gain. The 
sequence of Figs. 3.38b-3.38h represents successive beam positions as scan­
ning occurs around the scan axis, and Fig. 3.38i summarizes the sequence of 
positions taken up by the upper right cross-polarized lobe. Given a purely 
horizontal incident signal, the output voltage of the radar depends on the 
position of the horizontally sensitive beams; thus, tracking about a new axis 
is possible. Development of the same effect in the rotating feed requires the 
jammer polarization to rotate physically ahead of the radar polarization by 
90 deg. 

For a monopulse radar, the polarization of the difference-receive pattern 
will differ from the polarization of the sum-transmit pattern. Therefore, even 
though an incident orthogonally polarized signal will produce a zero sum-
channel signal, it will generate a nonzero difference-channel signal that will 
degrade the tracking capability of the radar. 
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Fig. 3.39 Polarization jammer. 

If the jammer is a repeater, it can use the radar illumination to determine 
the radar polarization and then respond with the orthogonal polarization 
while the jammer remains on the radar tracking axis. As the tracking axis 
moves away from the target, the jammer must remember the initial orthogo­
nal polarization to continue developing a tracking error. If the variations in 
jammer polarization keep up with the variations of the radar the emissions 
of the jammer will remain (orthogonal) and the radar will never see the 
jammer. 

Figure 3.39 shows a theoretical cross-polarization jammer [28, p. 579]. A 
signal received on the horizontal antenna is amplified and retransmitted with 
vertical polarization after a 180 deg shift in phase (or change in sign). The 
received vertical signal is merely retransmitted as an amplified horizontal 
signal. Thus, the received signal in Fig. 3.40a becomes the orthogonal signal 
in Fig. 3.40b on transmission. 

Against a scanning radar with a nutating feed, the jammer's orthogonal 
signal must be stronger than the target return by a ratio greater than the 
radar antenna's copolarized peak gain to its cross-polarized peak gain (see 
Figs. 3.38b and 3.38i). For example, copolarized gain might be vertical and 
cross-polarization horizontal, and the peak gain of the vertical antenna in 
Fig. 3.38b might be 20 dB above the peak gain of the horizontal antenna in 
Fig. 3.38L Then, if the jamming-to-signal ratio has this same ratio of power 
and if the target lay halfway between the co- and cross-polarization scan 
axes, the target- and jammer-induced error signals that drive the antenna 
servo will be of the same magnitude. A larger horizontal jamming signal will 
tip the scales and cause tracking around the wrong axis. 

Range or velocity gate stealing might occur before employing orthogonal 
polarization since this reduces the level of the competing copolarized signal. 
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In fact, the purity of the jammer (the ratio of jammer co- to cross-polariza­
tion), rather than its power, is easily the limiting factor in generating tracking 
errors. For such a polarization jammer to be effective against a monopulse 
radar, the purity of jammer polarization should exceed the purity of any of 
the radar's four beams on the tracking axis (see Chapter 9). 

Multiple Repeater Sources 
Multiple unresolved repeaters can induce the same effect in radars as 

multiple noise sources and force the radar to track the power centroid of a 
collection of targets and jammers. Because of the target-like nature of the 
repeater signal, other effects can be generated in the radar as well. False 
targets can be generated in radars during their acquisition mode and angular 
tracking errors exceeding the separation of the jammer sources can be gener­
ated in monopulse radars. This section briefly reviews these effects. 

A radar will track the power centroid of two unresolved incoherent 
sources just as it will track the power centroid of two noise jammers. An 
example of two incoherent sources is two transponder jammers radiating at 
different radio frequencies, but close enough in frequency to be received 
simultaneously by the same radar. Of course, range is not denied and/or 
range gate deception can be used to deceive a pulse radar. If a nontarget 
source is created by scattering the jammer power from the ground, the 
jamming is sometimes called terrain bounce [28, p. 493]. Figure 3.41 shows 
the geometry of this type of jamming. 

The angular tracking error from the real target can be expressed in terms 
of the power received from the target, the ground, and the target-ground 
angular separation. In Fig. 3.41, the radar antenna gain toward the target 
and toward the ground is Gm and GR2, respectively. If the jammer is a linear 
repeater, the radiated jamming power depends on the effective area of the 
jammer receive antenna l2GJR/4n and the jammer system gain G. The jam­
mer transmit antenna is not pointed directly at the radar and, thus, the 
jammer antenna peak gain GJX is pointed at the ground. Some value of gain 
GJ2 must be assumed toward the radar. 

Of the jammer power directed toward the ground, only a fraction p2 is 
scattered toward the radar. (The quantity p is the terrain reflection co­
efficient.) The power bounced off the ground can be formulated approxi­
mately as 

P* = ^4nGj«GG"P 

The power received from the target of cross section σ Γ will add to the 
power radiated by the jammer toward the radar. Thus, the power radiated 
directly at the radar is 

PRGR\ (λ2 \ 

Previous Page 
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Fig. 3.41 Terrain bounce. 

Combining these results into the power centroid formula results in a track­
ing point away from the real target of 

Θ P2 p2Gn 

where 

Δ0 P,+P2 a+GJ2 + p2Gj 

σ =Ρ« and M = T 
Under ideal conditions, the jammer does not radiate directly at the radar, 

or GJ2 = 0. Then the tracking error is 

0 1 
ΔΘ 1 + {alp2GJX) 

and errors that are a significant portion of the target-image separation re­
quire that 

σ <P2GJX 

By using previous results, we can rewrite this equation as 

1 4πσΓ 

(JWo = k2GjRGGn 

where (J/S)„ is the previously computed linear repeater jamming-to-signal 
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ratio. Thus, 

(J/S)0 >\/p2 

These results suggest that a J/S ratio on the order of 10 dB will result in 
θ = 0.9ΔΟ under the assumptions of a Gaussian-shaped antenna pattern of 
2 deg, a reflection coefficient of 1, a range of 10 n.mi., and a target height of 
500 ft. The achievement of such errors is complicated by jammer transmis­
sion directly toward the radar. 

If the second source is an actual repeater flying in with the penetrator or 
being used for standoff jamming, the J/S ratio is simply computed. 

The jammer power received by the radar is 

p _ PRGR., λ2 GjRGGJT λ 
rj ~ AnR2 An AnR2 An RJ 

The target power is 

_ PRGRT στ λ 
Γ'Τ~ 4nR2T 47IR2T4JI

U«T 

The resulting J/S ratio for this linear repeater is then 

J _ Pr, _ (GRJV λ2 GJRGGJT /RTV 
S Prr \GRT) An στ [RJJ 

In many cases, the jammer is designed to keep the high-power amplifier 
saturated, because the amplifier is then most efficient. Under such condi­
tions, the jammer is a saturated repeater with constant output power and 
variable gain and, in general, the J/S ratio is 

J _PjGfiRJR\An 
S PR G2

R R2aT 

Of course, such computations of the J/S ratio may or may not be signifi­
cant. With a large J/S ratio, target-like returns will be displayed on a radar 
screen. Unless these returns have characteristics similar to the characteristics 
of true targets, such as variation in amplitude or angular extent, the radar 
operator may not be fooled. Similarly, a large jamming return at a range not 
being tracked automatically by a range gate normally will not benefit the 
jammer. 

If the phase of the signals from the two-point sources bears a fixed rela­
tionship, the tracking point of the radar can be outside the baseline connect­
ing the two sources. Many authors have derived this result under the subject 
of target glint [16, p. 85] and others have treated it as an ECM technique [4, 
p. 205] called phase-front distortion or cross-eye [28, p. 555]. By referring to 
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Fig. 3.42 Cross-eye error formation. 

Fig. 3.42 and remembering that the sources are too close to be resolved by 
the jammed radar, one can easily envision the source of this error. 

Chapter 2 indicated that the electric field, designated by E, vibrates per­
pendicularly to the direction of travel. This is depicted by the vectors 
(arrows) Ex and E2 in Fig. 3.42, where each field is radiated by its respective 
source. If either source were present, a radar would align its tracking axis 
with the ray to the source. This is equivalent to the parallel alignment of the 
radar aperture with the electric field from that source. With both sources 
present, the total electric field ET is oriented as shown. When the radar 
aligns its aperture with ET, its tracking axis points beyond the source with 
higher power. 

The orientation of the electric field vectors in Fig. 3.42 is critical. If the 
signals from the two sources arrive at the radar as shown in Fig. 3.42, they 
are said to be "out of phase," that is, when one is maximum "up," the 
other is maximum "down." If the signals arrive at the radar in phase, the 
total field is shown in Fig. 3.43. Now the radar track axis lies between the 
two sources. This latter condition is not desirable since both sources are 
usually mounted on the same vehicle as an approach to achieving the de­
sired fixed-phase relationship. 

Of course, any phase relationship can exist between the two electric fields 
as they are observed at the radar. For example, even with sources that have 
a fixed-phase relationship, the phase between the radiated signals sensed by 
the radar will vary with changes in the location of the radar. In Fig. 3.44, 
this error has been formulated [4, p. 205] as 

ΑΘ 1 
2 1 + 2a cos0 + α 

where 

Θ = error in tracking measured from middle of sources 
A0 = Lcos φ/R 

L = source separation 
a = relative source amplitude 
φ = relative source RF phase sensed at radar 
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Fig. 3.43 In-phase sources. 
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TRACK AXIS 
Fig. 3.44 Cross-eye jamming. 

I SOURCE 1 

The above equation predicts very large errors as the two sources approach 
equality in amplitude and an out-of-phase relationship. The predicted errors 
are plotted on Fig. 3.45 for various amplitude ratios and phase relationships. 
If the source amplitudes are nearly equal, an almost exact out-of-phase 
relationship is required for any angular error. Very large angular errors 
result if this relationship is achieved. For more unequal source amplitudes, 
a greater variation in the observed source phase is possible before the in­
duced angular error decreases to less than the source separation. The largest 
possible angular error also decreases as the source amplitudes become un­
equal, but the smallest angular error generated and the allowable source-
phase error from 180 deg increases. 

Figure 3.46 shows a theoretical cross-eye jammer [28, p. 568]. Signals 
received by antennas 1 and 3 are reradiated by antennas 2 and 4. Both signals 
travel the same distance from the radar, through the jammer, and back to the 
radar. Since the signals travel the same distance, they are normally in phase 

SOURCE 1 
0 20 40 60 80 100 120 140 160 180 

PHASE. Φ 

Fig. 3.45 Angle error sensitivity to phase imbalance. 
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RADAR 

Fig. 3.46 Theoretical cross-eye system. 

when they are received by the radar. In path 1-2, however, insertion of a 180 
deg phase shifter is equivalent to changing the sign of the signal. Thus, the 
signals are out of phase and the radar will track with a O.603 error if there is 
no skin return. (03 is 3 dB beamwidth of the radar.) 

The signals can be expected to differ in power, say P and a}P. Then, the 
cross-eye sources will appear to come from a source of power P( 1 —a)2 — P2 
at an angle from the real jammer center (see Fig. 3.46). This source competes 
in an incoherent manner with any skin return; thus, the earlier results of 
this section can be used here to compute the tracking error. Figure 
3.47 shows the geometry of this analysis. If the cross-eye sources are out of 
phase, the position of this apparent source is at an angle ΑΘ ' given by Fig. 
3.45 as 

ΔΘ1 Δ0 1 
2 1 - a 

If the target return is S, then the tracking error is 

Θ P2 P(l-a)2 (J/S)(l-a)2 

Δ01 P2 + S S + P(\-K)2 l+(J/S)(l-a)2 

or 

6 = ΑΘ (J/S)(\-a2) 
2 \+(J/S)(\-a)2 

This error is plotted for various conditions in Fig. 3.48. 

RADAR . T R A C K 
AXIS 

APPARENT 
JAMMER 
PP-aP 

Fig. 3.47 Geometry incorporating 
target return. 
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J / S RATIO, in dB 

Fig. 3.48 Effect of target signal on cross-eye. 

Active ECM Summary 
This section has concentrated on winning individual battles but not neces­

sarily the war. It has emphasized one-on-one encounters involving target-
tracking radars guided by radio frequency. This was the original intent. 
However, all of the ECM techniques used at radio frequencies have direct 
application to the infrared or electro-optical portions of the electromagnetic 
spectrum, although many would not be considered practical. But applicability 
means nothing if one is being tracked optically and his jammer operates at 
RF. A good jammer is useless if tactics require him to fly over threats that 
can simply set up a barrier of fire if they know he is coming. Again, the 
many-on-many (mass) scenario and the element of surprise remain important 
in winning the war. 

3.4 PASSIVE ELECTRONIC CO UNTER MEASURES 
Passive electronic countermeasures consist of those actions taken to reduce 

the effectiveness of enemy radar-guided weapon systems short of their phys­
ical destruction or the radiation or electromagnetic energy. As observed in 
Chapter 2, radar detection depends on the ratio of the signal power to 
interference power. The interference could be internal receiver noise or returns 
from clutter. Radar target tracking is also limited by the signal-to-noise or 
signal-to-clutter ratio. Thus, passive ECM techniques should clearly modify 
these ratios in favor of the penetrating aircraft. These ratios are expressed in 
Fig. 3.49 in a manner that draws attention to the methods of controlling them. 

Reducing the penetrating aircraft's radar cross section, sometimes called 
observable reduction, is desirable whether clutter or noise limits performance. 
When performance is limited by clutter, increasing the background 
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O b s e r v a b l e R e d u c t i o n C l u t t e r Enhancement Avoidance 
Fig. 3.49 Approaches to passive electronic countermeasures. 

clutter even more through the choice of flight path or use of chaff is appro­
priate. Finally, increasing the distance to the threat is always a positive step. 

Reduction of Observables 
To assess the desirability of a reduction in radar cross section (RCS), this 

section more formally defines radar cross section, considers factors affecting 
the radar cross section of an object, and determines one effect of radar cross 
section on the performance of a radar system. Reduction of observables 
generally considers reduction of the target signature across the entire electro­
magnetic spectrum, including infrared and optical frequencies. Only the 
radar frequency range is addressed in this discussion. 

Reduction in radar cross section can be better understood when one real­
izes that the radar cross section of an object στ generally has little relation­
ship to its physical cross section. The radar cross section [18, p. 33] is that 
area intercepting an amount of power that, when scattered equally in all 
directions, produces an echo at the radar equal to the echo from the target. 

lim 4nR 2
 reflected power density (at radar) 
incident power density (at target) 

In this formula the distance between the radar and the target R increases 
to infinity because the measured cross section becomes constant only at great 
range. Practically, the distance R should exceed 2D2ß, where λ is derived 

A = 0.785M 
σ τ = 0.785Μ2 

0.886M 

A = 0.785M2 

στ= 8600Μ2 

Fig. 3.50 Cross-section example. 
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from the measurement frequency and D is the target dimension normal to R. 
That this definition produces a radar cross section unrelated to the physical 
cross section is apparent from a simple example. A conducting sphere of 1 m 
in diameter and a cube 0.886 m on a side, shown in Fig. 3.50, have the same 
physical cross section A when the cube is viewed from the normal to any side. 
If the sphere is much larger than the wavelength of incident energy, it has a 
radar cross section equal to its physical cross section, or less than 1 m2. The 
cube, however, has a cross section given by στ = (4π/λ2)Α2 which, for inci­
dent power at 10 GHz, equals 8600 m2. This example suggests one approach 
to reducing the cross section: elimination of large flat areas. 

The radar cross section of a target at any frequency is a function of the 
angle at which the target is observed (see Fig. 2.19). If the geometry of 
observation is fixed, then the cross section is a function of the radar illumina­
tor frequency. These effects are shown in Fig. 3.51 for a flat 1 m2 plate at 
10 GHz. The radar cross section, expressed in decibels relative to 1 m2, is 
definitely a function of both frequency and observation angle. 

If a reduction in the radar cross section is possible without the elimination 
of the object in question, what level of reduction should be attempted? 
Certainly, it is unreasonable to attempt complete elimination of the radar 
cross section at all frequencies. Over what frequency interval should the 
reduction of the cross section be attempted? A reasonable goal of any reduc­
tion effort is to provide the reduction over a "wide" bandwidth. What is 
wide? Certainly, the number of anticipated threats should be included in the 
definition. Since certain reduction schemes are included in the design of 
aircraft that may be in the inventory for 10-15 years, future threats must be 
considered. A third goal is to lower the large average values of aircraft cross 
section around the aircraft rather than to concentrate on narrow specular 
regions of high cross section (see Fig. 3.52). In accomplishing this last goal, 

Fig. 3.51 Radar cross section of flat plate. 
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FINAL CT. Fig. 3.52 Reduction in cross section. 

the reduction in cross section again should be compatible with the mission 
requirements dictated by the threat. For example, the region immediately 
below an aircraft will typically have a high cross section, but a threat radar 
would probably be physically unable to view the aircraft from such a posi­
tion. Therefore, there is little reason to reduce the cross section of the under­
side unless the aircraft frequently exposes its underside. (The extent to which 
the above goals can be accomplished is beyond the scope of this text.) 

Just as important as potential accomplishments in the reduction of cross 
section is the impact of reduction on the performance of threat radars. For 
the radar limited by noise (jammer or internal), the radar detection range is 
given by 

R 
PRG\X2N 

(4n)3NINTL 

1/4 
.1/4 

Therefore, if a range R„ is achieved for a cross section of στ„, then, for any 
other cross section, the radar range is given by 

R = R„ 
1/4 

Figure 3.53 shows this detection range. Obviously, a range reduction of 
one-half requires a reduction in cross section of 12 dB or approximately 
95%. Inherent in this statement, and the above equation, is the assumption 
that parameters other than radar cross section do not change (e.g., GR). 

Even more dramatic results are achieved in the clutter environment. 

Fig. 3.53 Detection range in noise vs RCS. 
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For a ground radar with a specifiedsubciutter visibility (expressed in decibels) 
in a specific type of ground clutter, the radar range can be written 
( K = 3 x 108m/s) 

R =-^I^\tfvcßo 
° θ,ντσ" 

and R = Κ0(σΤ/σΤο) for any other cross section. Because of the assumed 
variation of the competing clutter cross section with range, a reduction of 
one-half in radar range requires a reduction of only one-half in the target 
cross section. 

A reduction in cross section also enhances any of the active jamming 
techniques by reducing the competing target return. There are two ap­
proaches to the reduction of cross section: one is to eliminate strong sources 
of aircraft echo and the other is to apply radar-absorbing material to the 
control sources of the echo. 

We have already observed the effects of using curved rather than flat 
surfaces on the radar cross section. In discussing these effects, we assumed 
that high-frequency scattering from a flat surface many wavelengths in size 
is comparable to light reflected from a mirror. This section continues 
the analogy to describe multiple plates, antennas, and other aircraft scat­
terers. The discussion provides only a rudimentary order-of-magnitude 
description of the various scatterers; far more accurate and complicated 
analyses can be found elsewhere [52]. Figure 3.54a shows a ray incident 
on a flat plate at an angle Θ relative to the normal to the plate. It is well 
known that the reflected ray travels in a direction Θ away from the normal 
to the plate and will not be sensed at the source. (A more exact theory 
accounting for the effects of "diffraction" permits computation of the 
backscattered field at non-normal incidence. In fact, this precise result is 
plotted in Fig. 3.51.) 

A second plate located at 90 deg relative to the first forms a "corner 
reflector" that scatters a strong signal back to the source over a wide variety 
of source positions. If the area of the corner reflector is A as defined in Fig. 
3.55, then the radar cross section varies slowly with the angle Θ, also re­
defined in Fig. 3.55 [52, p. 589]. 

SOURCE 

(a) (b) 

Fig. 3.54 Ray scattering. 
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AREA = A = 2ab 

A 

2b 

Fig. 3.55 Two-sided (dihedral) corner reflector. 

Addition of a third plate forms the three-dimensional corner reflector 
shown in Fig. 3.56. The radar cross section again is a slowly varying function 
of the angle from the normal and is proportional to the area that is fully 
involved in the reflection process [15, p. 27-16]. 

Figure 3.57 compares the cross sections of a square plate and a two-sided 
corner reflector. Obviously, the shape of the corner reflector enhances the 
cross section at large angles off the normal incidence. 

Aircraft antennas are a second strong RCS source because they are con­
structed to focus electromagnetic energy in a particular direction. As shown 
in Fig. 3.57, for example, a flat-plate array antenna composed of slots in a 
conducting ground plane will scatter just as a smooth flat plate at other than 
the operating frequency of the antenna. Even at the antenna frequency, it 
will scatter in the same manner but at a lower power level. Reflector 
antennas will act similarly. 

Engine inlets are still another scattering source. Each inlet can be modeled 
as an empty cylinder closed at one end, i.e., a cavity. The actual radar cross 
section is a strong function of the internal construction [42] as well as the 
polarization of the illumination and the shape of the cavity opening. A 
first-order approximation suggested in the literature for scattering from a 

AREA = - ^ 

σ= rij · MAXIMUM 

Fig. 3.56 Three-sided (trihedral) corner reflector. 
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Fig. 3.57 RCS comparison. 

cylinder of diameter d is 

Q.4N)3 . 
στ = : cost> 

sin | 2 — sint/ 

2nd 
sinö 

which is plotted in Fig. 3.58 [52]. The angle Θ is measured from the normal 
to the circular opening and is less than 90 deg. 

After the major sources of aircraft radar cross sections have been iden­
tified, what can be done to eliminate them? This is not a simple task, espe­
cially in engine inlets and other necessary cavities. Efforts to reduce the cross 
section should begin early in the design of airframes to avoid building in 
corner reflectors and large flat scatterers. Metallic radomes may help hide 
radar and other antennas at all but the operating frequency [43]. 

A comparison of the airframes in Figs. 3.59a and 3.59b shows what can be 
done to reduce radar cross section. The comparison uses a combination of 
ray theory and diffraction theory and is thus quite rudimentary. Multiple 
scattering is considered only when ray theory predicts a specular path and 
scattering from the edges is ignored. The model in Fig. 3.59a has a large 
rectangular fuselage and the wings join the body at a right angle. The wings 
are assumed to have a flat leading edge at the 10 GHz illuminating frequency 
and an antenna at the nose is simulated by the flat end of the fuselage. In Fig. 
3.59b, the fuselage has the same volume; it has been changed to a circular 

-40 -30 - 2 0 - 1 0 

31.9dB 

10 20 30 40 

Fig. 3.58 Approximate cross section of an engine inlet. 



RADAR ELECTRONIC COUNTERMEASURES 113 

DEGREES OFF NOSE 
Fig. 3.59 Example of RCS reduction. 

cylinder and the wings are swept back at 15 deg (arbitrarily). A metallic 
radome can be used to cover the antenna. 

For an existing aircraft whose structure cannot be altered and for the 
structural elements of new aircraft that continue to scatter strongly, the 
application of a radar-absorbing material may help in reducing the radar cross 
section. 

Radar-absorbing material (RAM) for military aircraft differs from the 
commercial material used in anechoic chambers. The commercial material 
shown in Fig. 3.60 is typically a carbon-impregnated urethane foam of the 
thickness of a wavelength at the lowest frequency of interest. Such material 
employs physical shaping that slowly changes the properties of propagation 
within a volume of space, such as pyramids, to reduce reflections. Such 
material often scatters back one-millionth of the incident power when that 
power is incident at an angle of 90 deg to the surface. 

As shown in Fig. 3.61, typical radar-absorbing material used by the military 
will appear as a multilayered medium, much like plywood, suitable for 

Fig. 3.60 Commercial absorber. 
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Τ<λ 

Fig. 3.61 Radar-absorbing material. 

application on various aircraft surfaces. Like the commercial absorber, the 
RAM minimizes the reflection of RF energy at its outer surface and absorbs 
the incident power in the medium between metal and air. For a more detailed 
discussion of construction techniques and performance parameters, the 
reader should refer to Ref. 4 (p. 369). 

Background Enhancement 
The advantages gained by a penetrator in a high-clutter environment, 

particularly natural clutter, were discussed in Chapter 2. This section focuses 
on enhancement of man-made clutter through the use of chaff, as corner 
reflectors were described in an earlier section. 

Chaff consists of thousands of narrow rods of conductive material, such as 
aluminum, or glass fiber coated with a conductor. As shown in Fig. 3.62, 
these fiber rods may be 0.5-1 mil in diameter. Each of the rods constitutes a 
"dipole" with a radar cross section varying between 0 and 0.866 λ2 square 
meters at the frequency at which the dipole is one-half wavelength long. The 
cross-section value observed depends on the viewing angle. The expected 
radar cross section ae, averaged over all viewing angles, is 0.15 A2 [44] to 0.20 
λ2 [45], depending on the length-to-diameter ratio of the dipole. 

As shown in Fig. 3.63, this expected dipole cross section also depends on 
frequency [45]. The maximum cross section occurs at chaff lengths that are 

σ=0 

σ=0.Β66λ'-
Fig. 3.62 Single-chaff dipole. 

-2a 



RADAR ELECTRONIC CO UNTER MEASURES 115 

V2a = 111 [45] 

A/2a = 112 
[ 2 , p . 1 8 - 5 ] 

V 2 a = 200 [44] 
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Fig. 3.63 Normalized chaff cross section vs frequency. 

approximately integral multiples of one-half the illuminating wavelength. 
Again, chaff can be characterized by assigning an average cross section to it. 
The average is formed over a frequency range around the frequency at which 
the peak cross section occurs and within which the chaff cross section is 
within 3 dB of the peak value. This characterization then assigns to chaff a 
given cross section valid within some bandwidth around the frequency asso­
ciated with the peak value. The bandwidth is usually 10-15% of the center 
frequency and the chaff is assigned a cross section of zero outside of this 
bandwidth. 

When an aircraft discharges (drops) chaff, the chaff expands to form a 
chaff cloud (see Fig. 3.64). As viewed by a radar, the radar cross section of 
this chaff cloud will normally be less than the physical area viewed by the 
radar. How much less depends on the number TV of chaff dipoles visible to 
the radar. For small dipole densities, one can assume that each dipole dis­
plays its average cross section. For higher densities, shielding and bunching 
reduce the effectiveness of each dipole. 

Some sources claim that 1 lb of chaff will yield a 60 m2 target at all 
frequencies over 1-10 GHz [19, p. 223; 30]. And, if all chaff is cut to one 
wavelength, the cross section will be 

« n n M M = mass, kg 
σ = 6600 - — m2 - — —— 

/GHZ / = frequency, GHz 

PHYSICAL AREA. A, 
VIEWED BY RADAR 

CHAFF 
CLOUD 

Fig. 3.64 Chaff cloud. 
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This formula assumes chaff strips 0.01 in. wide and 0.001 in. thick cut to 
one-half wavelength. Even higher cross sections are possible. For example, 
aluminum chaff constructed of strips is said to have a minimum width of 0.2 
mm, a thickness of 0.01 mm, and a length-to-width ratio of less than 500 
[48]. For a frequency greater than, or equal to, 3 GHz, these values yield the 
following cross section from 1 kg of aluminum: 

22,222 , 
σ = — n r 

/ G H z 

However, this cross section is the final value after the chaff cloud has dis­
persed and it presumes that all dipoles are still in the same radar resolution 
cell. Only the illuminated dipoles can contribute to the backscatter. 

Certainly, all dipoles are in the radar resolution cell immediately after 
disbursement. During these first few moments, the effect of dipole interaction 
on the radar cross section of the cloud can be explained in the following 
manner. If Λ̂  equals the total number of dipoles in the cloud and Ac equals 
the physical area viewed by the radar, then the number of dipoles per unit of 
projected area n is 

n = N/Ac 

The radar cross section is given by [44] 

σ =AC[\ -e-n"-] 

where ae = 0.15λ2, the expected dipole cross section. 
When the number density is large, nae is also large and the chaff cross 

section equals the projected area Ac. When n becomes small, nae also be­
comes small and then, as £~"σ<■ « 1 — nae, the cloud cross section is 

σ « Ac[ 1 — (1 — naj] = Acnac = Nae 

This latter condition occurs only after the dipoles are widely separated. Use 
of this equation results in the values shown in Table 3.6 depicting the effects 
of diffuse and dense chaff clouds. This table was developed for chaff at 
10 GHz, but similar results are obtained at other frequencies if the following 
is noted. Each dipole is λ/2 long and can be assigned an area of this length 
on a side or an area λ2/4. With this area per dipole in a projected area Ac and 
with all dipoles in the same plane, the number of dipoles is N = 4AC/X2. In 
general, diffuse or dense is relative to this value of one dipole per λ2/4 of 
projected area. 

The chaff cloud will move with the wind and fall at 0.5-5 ft/s, with the 
glass chaff falling at the slower rates [46]. Its radar cross section will vary 
with look angle and time. Chaff in an aircraft windstream must have large 
variations in cross section during the first minute if turbulence induced by 
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Table 3.6 Chaff Dipole Efficiency 

No. of 
dipoles/m2 

200 
20,000 

Cross section as 
% of physical area 

3 
96 

Dipole : efficiency, 
% 

100 
30 

the aircraft governs dispersion of the cloud [47]. After 1 min, atmospheric 
turbulence governs cloud spreading. The cloud will reach its final size in 
approximately 5 min. After the size of the cloud has stabilized, its cross 
section will still vary in a few tens of milliseconds and will cause a spreading 
of the Doppler return of the chaff [19, p. 225; 49, p. 69]. There is an addi­
tional spread in frequency due to windshear. 

Some sources claim that, after several minutes to an hour, the chaff dipoles 
tend to lie horizontally [2, p. 18-10] because the vertically oriented dipoles 
fall out of the original cloud and leave only horizontal dipoles. But, measure­
ment data [47] support a different picture of dipole orientation. During the 
initial expansion of the cloud, the dipoles are primarily oriented vertically. 
The orientation of each dipole is random, but the average axis orientation is 
30 deg from vertical. The initial expansion is presumed to take 5 min and, 
over an interval of 5-50 min, the dipole orientation will slowly change from 
vertical to random. 

Self-Protective Chaff Employment 
Chaff is dispensed by many methods, ranging from pyrotechnic (AN/ 

ALE-40) to mechanical (AN/ALE-38)[50]. Self-protective chaff is typically 
ejected from cartridges containing an explosive to cause rapid blooming. 
Each cartridge contains chaff cut for many different frequency bands and 
may have more than 106 dipoles [49]. Construction of a typical chaff car­
tridge is shown in Fig. 3.65. Upon firing, a squib blows a piston out of the 
cartridge and takes the many lengths of chaff with it. 

For self-protection, the chaff must expand rapidly because it must present 
a cross section larger than the target while the aircraft is still within the same 
resolution cell. The time available for this blooming depends on the speed of 
the aircraft and the size of the radar resolution cell; blooming in 50 ms may 
be required. The chaff cloud is sometimes modeled with a cross section 
increasing exponentially in time [51] as 

σ ( 0 = σ ο ( 1 - β - ' / 1 · ) 

where σ0 = Noe, as defined previously, and τσ is the cross-sectional rise time. 
Thus, if the rise time is large, a large number of dipoles is required because 
the chaff must steal the range gate before the cloud has dispersed. 
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Fig. 3.65 Chaff cartridge. 

Fig. 3.66 Chaff employment. 

σ τ STTR2 COS (Θ) ♦ 2RL sin (Θ) 

B / 

Fig. 3.67 Chaff cloud geometry. 

Figure 3.66 shows such a chaff cloud behind an aircraft flying at 600 knots 
and being tracked by a radar with a 1 μζ pulse width. If the aircraft is 
centered initially in the range gate of the radar, the cloud must be within 
106 m of the aircraft to remain in the same gate. If it is within this range cell, 
its cross section will depend on the viewing angle Θ, as shown in Fig. 3.67. If 
the cloud size were 20 m long by 2 m in diameter, then, for the geometry 
shown, στ — 30.5 m2. 

Example 3.3: Chaff Self-Protect ion 
Given the radar in Example 2.2, a dense chaff cloud of 20 m2, and a target 
cross section of 10 m2, compute the required MTI improvement factor if an 
output signal-to-clutter ratio of 20 dB is required for tracking. 
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Answer: The form of the radar is irrevelant as long as the chaff does not 
fill the beam. Thus, the input and output signal-to-clutter ratios are 

/ = 
(S/C)0 = 100 
(S/C), 0.5 

= 200 ^ 2 3 dB 

3.5 ACTIVE JAMMING SYSTEMS 
Previous sections have discussed the effects of jamming signals on radar 

systems. This section addresses the devices necessary for generation of such 
signals. It does not include actual systems or the capabilities of their com­
ponents, but it does treat the basic jammer configurations, the characteris­
tics of major components, and a typical transmitting system. 

A complete jammer consists of much more than the transmitter consid­
ered in this discussion. As shown in Fig. 3.68, some mechanism must be 
available for assessing the electromagnetic environment surrounding the 
aircraft. This mechanism can range all the way from yesterday's intelli­
gence, through a sophisticated radar warning receiver (RWR), to an even 
more elaborate surveillance receiver. A decision-making element is also re­
quired to select the appropriate jamming response based on the environ­
mental inputs. In Fig. 3.68, this element is an electronic warfare officer 
(EWO), but it could be a computer or simply an instruction to the pilot to 
start jamming at a certain geographic location. The final element is the 
transmitter, which is here addressed first with a description of its major 
components. 

Since a noise jammer radiates noise, either a low-power noise source 
must be amplified to a high power or a high-power noise signal must 
be generated directly. The latter can be accomplished with a high-power 
oscillator. A repeater jammer also requires signal amplification and, in 
the transponder mode, a low-power signal source. Both noise and repeater 
jammers require antennas. Thus, the next major considerations are low-
power signal and noise sources, high-power devices, and antennas. 

TRANS. 
CONTROL 

EWO 
COMPUTER 

<>» 

Fig. 3.68 Jammer system components. 

RCVR. < 
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Low-Power Sources 
A voltage-controlled oscillator (VCO) is an oscillator whose frequency is 
determined by a control voltage. There are many methods of constructing 
a VCO, each of which has certain unique advantages. The VCO specifica­
tions listed in Table 3.7 can be used to select the most appropriate oscillator 
for a particular application [53, 54], The list is not complete, but the 
author considers them the most important and consistent with the purposes 
of this discussion. The quantities defined in Table 3.7 are also shown in Fig. 
3.69. 

The VCO settling time is certainly important if a target-like jammer 
attempts to counter a multitude of pulsed radar threats by radiating appro­
priately modulated cover pulses. The jammer frequency probably must 
change rapidly to keep up with the many radar RFs and PRFs. Of course, 
if the threat is a CW radar, the VCO settling time may not be the important 
concern. For both types of radars, post-tuning drift is extremely important 
since the jammer is probably ineffective if it does not generate a signal within 
the bandwidth of the radar receiver. 

Bushnell [12, p. 331] provides a discussion of typical VCO characteristics 
and explains how an attempt to improve one characteristic may cause others 
to degrade. He limits himself to transistor and GUNN diode sources that are 
varactor tuned and he states that the performance shown in Table 3.8 is 
typical. 

Some noise jammers simply amplify a low-power noise signal to a desired 
level before coupling the signal to the antenna. The initial noise signal [55] 

Table 3.7 VCO Specifications 

Frequency range The tunable bandwidth over which the oscillator 
meets all specifications. 

Minimum power The minimum RF output power at all output 
frequencies within the oscillator's tunable 
bandwidth under all specified conditions. 

Output frequency Of all the frequency components that may be present 
at the oscillator output port, the output frequency 
is the frequency of the desired output. 

Settling time The time tST required for the output frequency to 
enter and stay within a specified error band AfST 
centered around a reference frequency fR after 
application of a step input voltage. 

Post-tuning drift The maximum change in frequency AfPTD from the 
frequency measured at the beginning of the time 
interval, /,. The time interval t2 — tx shall be 
referenced to the application of a tuning command 
at /„. The period of measurement ends at t2. 
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Fig. 3.69 VCO parameters. 

'ST TIME '" '' 

can be generated by gas discharges as in a fluorescent light or by passage of 
a current through a semiconductor diode in a controlled avalanche break­
down. One reason why the noise thermally generated in a simple resistor 
cannot be used is that it is not truly constant with frequency. A second 
reason is that a noise source provides power many times larger than the 
power generated in a resistance at room temperature and less follow-on 
amplification is required. The noise power of a source is usually expressed in 
terms of excess noise ratio (ENR) or the ratio by which the noise power of 
a source exceeds the noise power of a resistor at standard temperature. 
(Table 3.9 shows typical parameters of noise sources.) 

Table 3.8 Typical VCO Parameters 

Power, minimum 

Bandwidth 

Step response 
Preferred device 

Post-tuning drift 

50 mW 
20 mW 
Octave over 0.25-8 GHz 
4 GHz over 8-16 GHz 
10 ns 
Transistor 
Diode 
4 MHz in 10 s 

0.25-8 GHz 
8 16 GHz 

0.25-12 GHz 
12-20 GHz 

Table 3.9 Low-Level Noise Sources 

Frequency range 
GHz 

0.01-0.6 
1.0-12.4 

12.4-18.0 
1-26.5 

26.5-40.0 

, Excess noise 
ratio, dB 

6.0 
25.0 
15.0 
25.0 
23.0 

Flatness, 
dB 

± 1.1 
+ 0.5 
+ 0.5 
±2.0 
+ 3.0 
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High-Power Devices 
The high-power sources of most ECM systems are thermionic in nature 
rather than solid state. This means that they are more like television picture 
tubes than transistors. Solid state and other types of sources can be used in 
specialized applications, but the thermionic sources still retain specific ad­
vantages in high-power, broadband, airborne ECM systems. 

A thermionic source, or tube, will contain the elements shown in Fig. 3.70. 
The cathode is heated until it emits electrons that are formed into either a 
circular- or rectangular-shaped beam by focusing electrodes. The electron 
beam travels through an interaction region containing "slow wave struc­
tures" and electric and magnetic fields. Amplification of the RF signal occurs 
in this region. Finally, the electron beam impacts a collector that absorbs the 
remaining beam energy. 

Type 0 Tubes. Electron beam tubes that contain a magnetic field 
aligned with the electron beam in the drift region are called type O tubes. 
Traveling wave tubes and most klystrons are examples of these tubes. The 
magnetic field prevents the spreading of the electron beam and is formed by 
a selenoid (a long coil of wire containing many turns) or by a periodic 
structure of permanent magnets (PPM). (Figure 3.71 shows these two types 
of focusing structures.) Since the selenoid field is more uniform than the 
PPM field, fewer electrons intercept the slow-wave structure, which is also 
within the drift space. A selenoid-focused traveling wave tube can thus gen­
erate more RF power and operate more efficiently than a PPM-focused tube 
of an equivalent size. However, a selenoid-focused tube weighs more than a 
PPM-focused tube and power is consumed in the selenoid field. 

FOCUSING COLLECTOR 
ELECTRODES 

Fig. 3.71 TWT focusing structures. 
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Fig. 3.72 T W T with helix. 

Also within the drift region is a slow wave structure on which signal 
amplification occurs. This structure is normally a helix of wire concentric 
with the electron beam (see Fig. 3.72). Electromagnetic waves propagate 
along the wire at the speed of light, but they move in the beam direction at 
a speed reduced by the pitch of the helix. The electrons in the beam move 
with a velocity that increases as the accelerating anode voltage is increased. 
When both the electron beam and electromagnetic wave move with approx­
imately the same velocity, strong interactions occur. In Fig. 3.72, for exam­
ple, a signal is injected at one end of the slow-wave structure and an 
amplified signal resulting from interaction with the electron beam is ex­
tracted at the other end. This is the normal operating mode for a traveling 
wave tube. Also shown in Fig. 3.72 are the high-voltage connections to the 
tube structure and an element called the "grid." The grid is a control element 
that can turn off or modulate the electron beam with much less voltage than 
the cathode-to-anode difference. Typical broadband TWT characteristics are 
given in Table 3.10 for CW tubes (ones capable of continuous operation) 
and in Table 3.11 for pulsed tubes (ones that operate in a pulse-like manner). 

Operating 
frequency, 

GHz 

1.5-30 
2.6-5.2 
4.8-9.6 
9.0-17.0 
2.0^.0 
9.0-18.0 

Table 3.10 

Minimum 
power 
output, 

W 

500 
300 
450 
100 

1000 
200 

CW TWT Characteristics [58; 59] 

Gain at 
rated 

power, 
dB 

30 
30 
37 
37 
30 
30 

Focusing 

PPM 

X 
X 
X 
X 

X 

Sei. 

X 

Eff, 
% 

16 
13 
24 
11 
8 
7 

Weight, 
lb 

12 
9 
9.5 
6 

22 
8 
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Table 3.11 Pulsed TWT Characteristics |58; 59] 

Operating 
frequency, 

GHz 

2.5-8.0 
2.6-5.2 
8.0-18.0 
2.6-5.2 
8.0-17.0 
4.0-8.0 

Min 
peak 
RF 

output, 
kW 

Duty 
cycle, 

% 

10 
2 
4 
4 
4 
-

Gain 
at rated 
power, 

dB 

30 
50 
50 
30 
35 
40 

Focusing 

PPM 

X 
X 
X 
X 
X 
X 

Sei. 
Eff, 
% 

7 
8 
5 
5 
4 

29 

Weight, 
lb 

8 
6 
6 
9 
5 
-

Max 
pulse 
width, 

/ i S 

30 
50 
20 
-
-
-

The tube efficiencies may not be representative of tubes developed specifi­
cally for ECM. Carruba [12, p. 390] states that traveling wave tubes have 
efficiencies of 20-25% when depressed collector techniques are used. As 
shown in Fig. 3.73, a traveling wave tube with a depressed collector has the 
collector at a potential less than the accelerating anode or helix. Mendel [60] 
describes a helix-type traveling wave tube producing 1 kW and operating at 
1.6-4.8 GHz with an efficiency of at least 45%. 

The efficiency of the tube is the ratio, expressed as a percentage, of the RF 
output power to the power supplied for operation of the traveling wave tube. 
Since the power supplied to the traveling wave tube must be at a potential of 
a few thousand volts, an additional power loss is suffered in the tube power 
supply as it transforms the aircraft voltage up to the voltage required by the 
traveling wave tube. Furthermore, this efficiency is achieved only when the 
maximum RF power is developed. The traveling wave tube consumes most 
of its power in accelerating the electron beam. Unless this beam is cut off, it 
consumes power even when no RF signal is being amplified. 

Maximum tube efficiency is thus attained by turning the tube off when no 
RF signal is desired and using the tube at its maximum (or saturated) power 
when an output signal is desired. Any larger input signal will not increase 

Fig. 3.73 TWT with depressed collector. 

HIGH VOLTAGE 
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POWER OUT. P0 

POWER IN. P. 

Fig. 3.74 TWT gain variation. 

the output power and any smaller input signal causing a smaller output will 
reduce the efficiency of the tube. A typical power out vs power in curve is 
shown in Fig. 3.74. This figure shows that the small-signal gain (Pin well 
below that which saturates the traveling wave tube) is larger than the gain at 
saturation. 

Operation in a saturated condition produces some undesired results. For 
example, if two signals are amplified, they "mix" within the traveling wave 
tube and more than two signals come out. These additional signals are 
generated at the expense of the two original signals because the tube power, 
listed in Table 3.10, is not merely split between the two original signals. As 
shown in Fig. 3.74, a related effect is that, as the input power increases 
beyond the value that saturates the tube, the output power of the tube drops. 
The measured output power is at the frequency of this input. Some power is 
now generated at twice the input frequency, or at the second harmonic. 

In addition to the traveling wave tubes described above, there are various 
types of "dual-mode" traveling wave tubes. A dual-mode tube can be oper­
ated in either a CW or pulsed mode. Of course, a CW tube can always be 
pulsed, but the power out remains unchanged. In a dual-mode tube, the level 
of pulsed power is approximately 10 times the CW level. Mendel states that 
it is difficult to design an electron gun and interaction structure capable of 
operating efficiently at the two different power levels. Nonetheless, Fig. 3.75 
shows the performance of a dual-mode tube that almost achieves the 10:1 
pulse-up ratio [60]. 

62 

60 

POWER 5B 
OUT. 
dBm 

-PULSED [10% du) 
EFF 1 1 % 

-CW 
EFF 7% 

2.0 2.5 3.0 3.5 
FREQUENCY.GHz 

4.0 

Fig. 3.75 Dual-mode tube performance. 
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Table 3.12 Dual-Mode Tube Performance 

Operating 
frequency, 

GHz 

Power 
output, 

kW 

Duty 
cycle, 

% 
Saturated 
gain, dB 

Eff, 
% 

2.0^.0 
4.0-8.0 
8.0-16.0 

1.Op/0.2 CW 
1.0p/0.1CW 
1.Op/0.1 CW 

5 
5 
5 

30 
40/23 
40/20 

7/8.5 
9/3.5 
7.6/3 

The performance of other available dual-mode tubes is shown in Table 
3.12. All of these tubes weigh 3.73 kg and use periodic permanent magnets. 

Another approach to constructing a dual-mode tube is to build a transpar­
ent pulse-up tube [60], as shown in Fig. 3.76. In the CW mode, the beam of 
the transparent tube is shut off and the tube introduces approximately 1 dB 
of loss in the RF path. During pulsed operation, the electron beam for the 
output tube is turned on and the tube now amplifies the signal passing 
through it. 

M-Type Tubes. In an M-type tube, the region of interaction contains 
perpendicular electric and magnetic fields. These fields are also perpendicu­
lar to the direction of motion of the electron beam. Some popular M-type 
tubes, such as the magnetron and continuous cathode crossed-field amplifier 
(CFA), contain a continuous rotating cloud of electrons instead of an elec­
tron gun or beam. This text does not consider such tubes because they are 
relatively narrowband, 15-25% [61, 62]. It concentrates instead on the in-
jected-beam crossed-field amplifier that can be used in ECM systems as both 
an amplifier and an oscillator. 

A cross section of an injected beam M-type tube is shown in Fig. 3.77 [64]. 
Although a linear construction is shown, the sole and delay lines can be 
wrapped around to form a cylindrically shaped structure shown in Fig. 3.78. 
The cathode and anode in these structures inject an electron beam of rectan­
gular cross section into the interaction region. 

RFINi *—RF0UT 

Fig. 3.76 Transparent dual-mode design. 
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Fig. 3.77 Injected-beam crossed field amplifier. 

Both the electric and magnetic fields exist in the interaction region. The 
magnetic field forces the electrons toward the sole, or bottom, plate and the 
electric field attracts the electrons toward the slow wave structure. The mean­
der or zigzag line is the typical slow wave structure because it provides large 
contact areas to a cooling structure. This is important since the slow-wave 
structure intercepts an important fraction of the current from the cathode. 
The current not intercepted is finally absorbed by the collector. 

Such injected-beam CFA tubes have displayed a continuous power of 
1-3 kW over selected bandwidths within 1-7 GHz. The instantaneous band­
width is only 67% of an octave, but a 2:1 (or octave) bandwidth can be 
achieved by varying the voltage between the cathode and the sole. Three 
different sole voltages will provide octave coverage [ 12, p. 390]. The CFA gain 
is only 15-20 dB, much less than the gain available in a traveling wave tube, 
and it is defined differently. CFA gain is the output power divided by the input 
power at a fixed level of RF input power. If the input signal decreases, the 
crossed-field amplifier can go into oscillation at the high levels of current 
necessary for maximum gain [62]. Thus, as the input signal decreases, so must 
the beam current decrease under the control of a grid element, which results 
in a region of "constant" small-signal gain. If these are CFA shortcomings, 
its RF conversion efficiency of 40-60% compensates for them. 

If the delay line in the M-type tube is grounded at the RF output and the 
tube gain is increased, the device becomes an oscillator and generates RF 
energy. This type of tube is called a backward-wave oscillator (BWO) or 
carcinotron. The output frequency can be changed rapidly by varying the 

Fig. 3.78 IBCFA circular format. 
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cathode-to-sole voltage. Typical characteristics from an old source [63, p. 
9-47] are CW power generation of several hundred watts at 1.0 GHz and 
100 W at 10 GHz, a tuning range (frequency deviation) of 30% and a tuning 
rate of 30 MHz at 1 GHz varying to 300 MHz at 10 GHz [2, p. 27-26; 63, 
p. 9-55]. 

ECM Antennas 
Chapter 2 discussed the basic antenna elements most widely used in ECM 
systems, such as the spiral, dipole, and horn, and provided examples of their 
gain, radiation pattern, and useful frequency range. This section addresses 
examples of these elements designed to achieve increased RF bandwidth and 
their application to airborne ECM systems, especially array antennas. 

Basic Antennas 
Spiral Antennas. Spiral antennas are very broadband, low-gain, and 

usually low-power radiators used in radar warning and surveillance receiv­
ers. (The specifications for a current spiral antenna are shown in Table 3.13.) 
The term voltage standing wave ratio (VSWR) describes how well the 
antenna couples to its feed line. A VSWR of 1 represents perfect coupling. 
The gain tabulated is relative to an isotropic source radiating circular 
polarization. 

Dipole (Blade) Antennas. A blade antenna is comparable to a very 
thick dipole (actually one-half of a dipole or a monopole). Because of this 
thickness, it functions over a greater bandwidth than a thin dipole and it 
must also be aerodynamically shaped. (Such a structure is shown in Fig. 
3.79.) A blade antenna with a voltage standing wave ratio of 2 over a 6:1 
bandwidth has been mentioned in the literature [64]. This VSWR means 

Table 3.13 Spiral Specifications [104] 

Frequency coverage 0.5-18 GHz 
VSWR <2.5 
Gain - 15 dBic at 0.5 GHz 

- 3 d B i c a t 2.0 
+ ldB l c 3-18 GHz 

Beamwidth 110 deg, 0.5-2 GHz 
75deg, 2-18 GHz 

Polarization Circular 

*dBic is the gain (expressed in decibels) relative to an 
antenna radiating equally in all directions an electro­
magnetic wave that is circularly polarized and of the 
same sense. 
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Fig. 3.79 Blade antenna. 

that at worst, one-ninth of the power incident on the antenna is reflected 
back to the ECM tube. This type of antenna is used by jamming transmitters 
at frequencies less than 2 GHz. 

Horn Antennas. Above 2 GHz, the typical ECM transmit antenna is the 
horn, which is a very broadband device that operates as shown in Fig. 3.80. 
The incident signal at the throat of the horn simply expands outward, fills the 
larger opening (aperture), and finally radiates into space. The biggest 
difficulty is making the desired incident signal propagate down the feeding 
waveguide over the octave bandwidth of a typical ECM system. (A system 
whose highest operating frequency is twice its lowest operating frequency is 
said to operate over an octave.) This problem is solved by the use of a 
"ridged" waveguide that has a bandwidth of approximately 3:1. Larger 
bandwidths are possible, but at power levels much reduced from those of a 
normal waveguide. The shape of the radiation pattern does not remain 
constant as the frequency changes, but varies from a broad pattern (e.g., 120 
deg beamwidth) to a narrower pattern as the frequency increases. 

It can be shown that, for a maximum gain from the available horn aper­
ture, the flare angle of the horn should be approximately 28 deg [65]. This 
gradual flare takes up too much room in an ECM system of limited volume. 
Increasing the flare angle results in a cylindrical wave incident on the horn 
aperture. This cylindrical wave results in poor radiation patterns (recall the 
plane wave surface generated in the paraboloid in Chapter 2) and must be 
modified to a plane wave. A dielectric lens is used for this purpose. Operating 
on the same principles as an optical lens, the incident energy from the horn 
throat is slowed once it enters the lens. Since the energy reaches the center of 

INCIDENT 
SIGNAL ~ 

APERTURE 

THROAT^ ~~ 

Fig. 3.80 Horn cross section. 
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-PLANE 
WAVE 

Fig. 3.81 Horn antenna with dielectric lens. 

LENS 

Fig. 3.82 Dielectric loaded horn with 
corrugations. 

the horn first, the lens must be thickest at the center (see Fig. 3.81). The lens, 
however, will reflect energy back down the waveguide because it represents 
a physical change in the propagation medium. To minimize these reflections, 
the surface of the lens is corrugated as shown in Fig. 3.82. A similar horn is 
described in the literature as radiating efficiently over an octave of band­
width. 

Array Antennas. The constant requirement for greater effective radiated 
power, coupled with the finite aircraft power available, naturally forces the 
designer of the ECM system to increase the gain of the transmit antenna. 
Since an increase in antenna gain is coupled with a reduction in beamwidth 
(coverage), methods for determining the direction to the threat must be 
included. Finally, the requirement for antenna coverage around the entire 
aircraft dictates use of a rapidly steerable antenna to counter multiple 
threats. How can the requirements of the ECM system be potentially 
satisfied? 

Array antennas may satisfy these requirements. An array antenna consists 
of many (normally identical) elements, each consisting of a horn, dipole, 
spiral, etc. The signals emitted by the elements are electromagnetic waves, 
which are characterized in space by an electric field that changes direction 
every half wavelength. By overlaying the electric fields in a constructive 
manner, i.e, by lining up the positive excursions of the electric field, one can 
increase the power radiated in a particular direction. This alignment can be 
accomplished either by time delay or element phasing (see Figs. 3.83 and 
3.84). 

In Fig. 3.84, the beam can be rapidly shifted by switching the power source 
between the available inputs of the beam-forming network. Formation of all 
beams at once provides multiple simultaneous beams if multiple power 
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PHASE SHIFTER 

Fig. 3.83 Phase-shifted array. 
SOURCE 

POWER DIVIDER 

Fig. 3.84 Time delay array. 

sources are available. The beam-forming network does introduce some loss, 
which is circumvented by placing the power sources between the beam for­
mer and antenna elements (see Fig. 3.85). Such an array can provide ERP 
levels from a few kilowatts to tens of megawatts at 100% duty cycle. This 
level can be achieved over a 3:1 bandwidth within a 120 deg field of view 
[66]. Of course, multiple simultaneous signals may not be efficiently am­
plified if a traveling wave tube is the final amplifier of the signal. 

The phased array approach is capable of similar performance levels 
[67]. As described in Ref. 67, a system capable of 800 kW ERP uses a 
1660 W tube coupled with a 27 dB gain antenna consisting of a planar 
array. In contrast to a linear or one-dimensional array, a planar array 
is two-dimensional. The element phase shifters are made of a ferrite mate­
rial and introduce less than 1 dB of loss. In the system described, multiple 
high-power traveling wave tubes provide the input signal. If multiple simul­
taneous signals are required, the array and the high-power sources are 
divided, thereby creating essentially two (or more) separate transmit 
chains. 

MINI TWT'S 

ΐ ^ = 
O—9 

Fig. 3.85 Lens fed multibeam array. 

LENS1 
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Noise ECM Systems 
There are basically two ways to construct a noise jammer: direct noise amplifi­
cation (DINA) and frequency modulation by sine wave plus noise (FM/ 
S + N). A DINA jammer can be a combination of one of the previously 
described noise sources and an amplifier. Since such a source is not very 
frequency selective, an alternative is shown in Fig. 3.86. Now a noise source 
with a variable bandwidth can be tuned to the center of a radar band. 
However, the necessary fluctuation of noise amplitude results in inefficient 
operation. 

Figure 3.87 shows a more efficient noise jammer. In this instance, an M-type 
BWO is varied in frequency sinusoidally by varying its sole voltage. The center 
frequency is set by a constant voltage also applied to the sole. Addition of the 
video noise creates a uniform density of noise power over the frequency range 
being jammed. 

Figure 3.88 should help to explain the operation of this system. A video 
pulse is generated every time the jammer is scanned through the radar band­
pass. If the oscillator can be periodically scanned back and forth rapidly 
enough, a continuous output will be observed at many radar frequencies. At 
some frequencies, successive jammer pulses cancel each other. The addition 
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Fig. 3.87 Frequency modulation by sinew ave plus noise. 
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of the noise signal prevents this cancellation and a noisy output is present at 
all frequencies. 

Frequency modulation of a high-power oscillator requires variation of a 
control voltage in the kilovolt range. Since this control requires a specialized 
modulator designed to match the characteristics of the tube, it is not easily 
changed. The need for rapid reconfiguration of an ECM system has led to 
the current dominance of the master oscillator/power amplifier (MOPA) 
approach shown in Fig. 3.89 [38]. Use of a VCO in this system generates a 
low-power FM/S + N signal. This constant-amplitude signal is then am­
plified by the TWT final amplifier at its most efficient level. 

Problems 
3.1 How are ECM techniques classified herein? 

(a) Search, Track (b) Active, Passive (c) Deception, Masking 
(d) None of these 
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3.2 Which tracking radars reveal their scan frequencies? 

(a) Monopulse (b) CONSCAN (c) LORO (d) COSRO (e) CONSCAN 
with SWC 

3.3 For the jammer and radar in Tables 3.2 and 3.3, respectively, by how 
much does the jammer power exceed the receiver noise power (assume — 139 
dBW) when the jammer operates at 50 n.mi. and is self screening? 

(a) 45 dB (b) 60 dB (c) 20 dB 

3.4 Continuing Problem 3 above, what would be the JjS ratio if the polar­
ization of the radar remained horizontal but the polarization of the jammer 
were 30 deg from the vertical? Assume στ = 2.5 m2. 

(a) 12.3 dB (b) 15.3 dB (c) 9 dB 

3.5 Your target is protected by one airborne interceptor, controlled by a 
ground-controlled intercept (GCI) radar site. The site contains both an early 
warning (EW) radar and a height finding (HF) radar with parameters as 
follows: 

EW radar HF radar 

PR = 2.75 MW 
GR = 30 dB 
R F = 1-1.1 GHz 
PRF = 400 Hz 
BR = 240 kHz 
Qm = 3 deg 
rpm = 6 
Noise figure = 3 dB 
Elevation 200 ft 
(S/A0m i n=13dB 

PR = 1.38 MW 
GR = 33 dB 
RF = 2.2-2.4 GHz 
PRF = 525 Hz 
BR = \2 MHz 
0ei = 1 deg 
Nodding rate = 10 deg/s 
τ = 1 μ$ 
Elevation 200 ft 

Each radar can be quickly tuned over its entire operating range and both 
are noncoherent. The interceptor requires 5 min to reach the GCI site. 

You have one penetrator, cross section 10 m2, and one standoff jammer 
capable of carrying two noise jammers. These two jammers could be any 
combination of the following two systems: 

Jammer 1 Jammer 2 

Pj = 2.0 kW 
Gj = 20 dB 
RF = 1-2 GHz 
Bj = 3-200 MHz 

Pj = 1.0 kW 
Gj = 20 dB 
RF = 2-4 GHz 
B, = 3-200 MHz 
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Your penetrator cannot fly below 1000 ft or faster than 450 knots. 

(a) Without a jammer, how close can you fly before detection? What is 
your time to target? Hint: Assume screening from a smooth Earth (not flat) 
and detection of target when visible. 

(b) If your SOJ is at 100 n.mi., above what altitude must it fly to be 
effective? Assume noncancellation of the grazing ray. 

(c) If a 3 dB JjS ratio is required to screen the penetrator against either 
radar, to what range will jammer 1 screen the target? 

(d) At what range will jammer 2 screen the target? Assume CW barrage 
jamming in (c) and (d). 

(e) What penetration profile would you use? 

(f) Would you jam both radars? Support your answer. 

Questions 3.6-3.10 concern a conical scan tracking radar with the following 
parameters: 

Transmitter power 
Antenna gain, maximum 
Transmitter frequency 
Pencil beamwidth 
Pulse width 
Pulse repetition frequency 
Polarization 
Noise figure 
Scan axis gain 

50 kW 
34 dB 
5.6 GHz 
2.0 deg 
0.4 μβ 
1800 Hz 
Vertical 
6 dB 
31 dB 

3.6 The radar acquires a target in range and elevation by nodding its 
antenna 20 deg in elevation at 14 scans/s. At what range will it detect a 1 m2 

target if a 13 dB signal-to-noise ratio is required? Assume incoherent integra­
tion of all pulses within the 3 dB beamwidth (one way) and zero flyback time 
on the elevation scan. 
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3.7 If transition to the tracking mode requires a 20 dB S/N ratio measured 
at the IF frequency (i.e., on each pulse), at what range can such a transition 
occur against the 1 m2 target? 

3.8 Given a 1 kW noise jammer of 20 MHz bandwidth and a 6 dB gain 
antenna, plot the resultant J/S ratio over the interval 1-20 n.mi. Assume that 
the radar is in the track mode and that 30 pulses are incoherently integrated 
on the operator's display. Target is still 1 m2. 

3.9 What would be the J/S ratio at 10 n.mi. if the jammer polarization were 
45 deg from the vertical? 

3.10 Retain the vertically polarized jammer but increase the cross section 
to that shown below. Then, realizing that the jammer antenna gain varies at 
G(6) = Gmax cos2 Θ, where θ is measured from the nose of the aircraft, plot 
the range vs angle about the nose when a 10 dB J/S ratio is achieved. 

0, deg 

> 0 
>15 

30 
45 

Cross section 
στ, m2 

10 
8 
6 
5 

Θ, deg 

60 
75 
90 

στ, m2 

30 
40 

3.11 Two aircraft, flying abreast and separated by a distance L, penetrate 
an airspace protected by a weapon system using semiactive homing missiles. 
It is known that a missile fired at the penetrators will approach from directly 
ahead at a relative closing speed of 2000 m/s. Other missile characteristics are 
a normal acceleration of 200 m/s2 and an antenna beamwidth of 10 deg. 

(a) At what range will the missile resolve the individual aircraft? Assume 
the missile initially tracks a point midway between the aircraft. 

(b) Assuming the missile accelerates normally at its maximum rate to­
ward one of the aircraft as soon as the aircraft are resolved, what is the 
approximate miss distance? 

(c) Assume a few values for the aircraft separation L and estimate the 
value that will maximize the miss distance. 



4 
ELECTRONIC COUNTER-

CO UNTER MEASURES (ECCM) 

One can state that electronic counter-countermeasures are actions taken to 
insure the use of the EM spectrum by friendly forces in the presence of 
man-made interference. The italicized phrase is significant in the sense that it 
eliminates from the ECCM list many actions that are necessary for radar 
performance in natural interference, such as ground clutter. However, many 
techniques for the reduction of natural interference have a significant impact 
on man-made interference. For example, monopulse techniques eliminate 
the angle tracking errors caused by natural fluctuations in target amplitude 
and experienced by CONSCAN radars, but they also nullify many forms of 
amplitude-modulated jamming. 

Reducing the number of techniques to be classified as electronic counter-
countermeasures is the first step in organizing a list of such techniques. It 
does not seem desirable to list every technique separately by name, because 
many of these techniques are comparable, if not identical. But separation of 
techniques into such categories as antenna, transmitter, and receiver elec­
tronic counter-countermeasures is desirable [68]. After all, the radar is a 
system composed of the principal elements discussed in Chapter 2. This 
classification then identifies the electronic counter-countermeasure with the 
component modified to implement the electronic counter-countermeasure. 
However, the objective of the classification procedure described in this chap­
ter is to concentrate on what is being done as opposed to which radar 
element is tasked to accomplish it. The categories are listed in Table 4.1 and 
examples in each category in Table 4.2. 

The first category consists of all filtering methods by which a known 
desired signal is extracted from a noisy background. The characteristics of 
this noise background are also assumed to be known. The most common 
example is the matched filter receiver discussed in Chapter 2. That receiver 
was designed to maximize the signal-to-noise ratio of the receiver output in 
the presence of receiver noise having a uniform power density in frequency. 
The structure of this optimum receiver changed as the number of pulses 
processed or target fluctuations changed. A matched filter can also be con­
structed when the interference is not uniform in frequency. A radar with 
MTI employs just such a filter. 

The antenna can be considered as a spatial filter in the sense that it passes 
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Table 4.1 ECCM Categories 

Correlation in known interference 
Matched filter in frequency 
Spatial filtering 
Multiple measurements 

Identification of unknown interference 
Saturation elimination 
Operator displays 

signals from one direction more favorably than it does signals from another 
direction. If a uniform noise background is postulated at all positions in 
space, then the optimum antenna is the antenna with the maximum gain for 
the available aperture. Then, like the MTI filter, an antenna with a sidelobe 
canceller will be optimum if the noise background contains a dominant, 
localized noise source. 

The second category of E C C M techniques consists of the actions neces­
sary for the implementation of the first category. These actions consist of 
maintaining linear receiver operation (if necessary) and determination of the 
noise field characteristics necessary to select the proper correlation tech­
nique. Admittedly, this division is somewhat arbitrary; however, this break­
out is used in the belief that it will enhance comprehension of the individual 

Table 4.2 ECCM Techniques 

Correlation in 
Matched filtering 

Simple IF filter 
Combination filter 
MTI 
Frequency diversity 
Phase coding 
Spread spectrum 
Leading-edge tracking 
COSRO/LORO 
Staggered/jittered/sliding PRF 
Diplex operation 
Pulse width discrimination 
Detected pulse interference 
Log fast-time constant (LOG-FTC) 

known interference 
Spatial filtering 

Uniform aperture 
Low sidelobe antenna 
Sidelobe cancellation (SLC) 
Polarization 
Home-on-jam (HOJ) 
Sidelobe blanking (SLB) 
Beam deletion 

Multiple measurements 
Monopulse 
Scan with compensation (SWC) 
Guard channel 

Identification of unknown interference 
Saturation elimination 

Gain control 
Logarithmic amplifier 
Dicke-fix 

Operator displays 
Spectrum analyzer 
Additional displays 
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techniques to a somewhat greater extent than a mere listing of electronic 
counter-countermeasures. 

It may appear that this chapter on ECCM techniques commits an injustice 
to the subject. Certainly, much material can be incorporated into this dicus-
sion (see, for example, Ref. 68). However, it is the author's contention that 
ECCM has been discussed in Chapter 2 and, furthermore, that ECCM is an 
inherent part of any radar design considering noncooperative targets in 
other than a benign background composed of simple receiver noise. The 
radar design process begins with a description of the target and the interfer­
ing signal (usually in the form of mathematical models). The simplest inter­
ference is receiver noise. These target and interference models are inherent in 
many of the receivers described in Chapter 2. A receiver covered in Chapter 
3 uses leading edge tracking. This receiver is also designed to estimate signal 
parameters (i.e., time delay) in the presence of simple receiver noise. The 
signal, however, was "assumed" in Chapter 3 to have a form not expected 
from a simple target and to have an initial portion due to backscatter from 
the target, followed by a large jammer signal. If this signal description is 
wrong, the receiver may not work at all. The incorporation of ECCM tech­
niques into radar design is accomplished by assuming (measuring) the form 
taken by both the desired signal and the undesired interference and then 
constructing (using) a receiver (radar processor) that optimizes the extrac­
tion of the desired signal parameters in the presence of the noise. Thus, just 
as Chapter 2 was divided into sections entitled detection in noise and detec­
tion in clutter, another section could have been entitled detection in the 
presence of jamming. 

Any description of specific techniques must be preceded by a few "postu­
lates" of electronic counter-countermeasures. First, it is best to win the 
power battle. Any radar is fighting a l/R4 power loss and more radiated 
power "won't hurt." Second, as much variety as possible is desirable in 
using the EM spectrum and in signal processing. Standardization of defen­
sive forces may save money, but a penetrating force, especially an airborne 
force, has much difficulty in carrying all it needs to the battle. A variety of 
defensive forces requires a variety of ECM equipment and makes any air­
borne attack more difficult. Finally, there is strength in numbers in elec­
tronic warfare as in any other form of conflict. Individual radar platforms 
should have a variety of radar options—and the more interconnected the 
platforms the better. Interconnected is a key word. Without control of emis­
sions through some command structure, too many radars may jam each 
other and will be only as effective as a mob in accomplishing their objectives. 

4.1 SPATIAL FILTERING 
As the name of the technique implies, an attempt is made to enhance 

observation of a desired signal over an undesired signal through the spatially 
directed radar antenna. This section describes some methods for accomplish­
ing spatial filtering. 



140 RADAR ELECTRONIC WARFARE 

Low Sidelobe Antenna 
This counter-countermeasure consists of taking the extra steps necessary 

to minimize antenna sidelobes (see Fig. 4.1) through proper feed design, 
selection of aperture illumination [13], proper machining, and location of the 
antenna to minimize scattering from nearby objects. The advantage gained 
through lower sidelobes is apparent in a review of Chapter 3. 

Λ 
B Fig. 4.1 Antenna sidelobe level variation 

with aperture illumination. 

Sidelobe Canceller (SLC) 
As opposed to creating uniformly low sidelobes, one can implement local­

ized sidelobe control. This technique amounts to creating antenna pattern 
nulls, or near nulls, in the direction of undesired signals as shown in Fig. 4.2. 
Implementation can be accomplished by selecting the weights applied to 
individual elements of a phased array or by combining the output of the 
original antenna with the output of an added omnidirectional antenna. The 
number of jammers nulled is one less than the number of array elements or 
is equal to the number of additional omni-antennas. Since sidelobe cancella­
tion requires some time for weight adjustment, this technique is most appli­
cable to CW noise or high duty cycle jammers. 

TARGET JAMMER 

AFTER SLC 

Fig. 4.2 SLC operation. 

Sidelobe Blanking (SLB) 
This technique applies to pulsed interference and consists of blanking the 

radar output whenever the output of an auxiliary omnidirectional antenna is 
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Fig. 4.3 Sidelobe blanking. 

greater than the output of the main antenna. As shown in Fig. 4.3, the gain 
of the omnidirectional channel is adjusted to produce a signal larger than the 
signal from the sidelobes of the main antenna. This technique not only 
prevents the display of pulse interference on radar display screens, but also 
eliminates from the screen any time-coincident target returns. If used to 
counter a high-power CW jammer, the radar screen will be blank except for 
a strobe pointing toward the jammer. 

Beam Deletion 
If the radar has multiple beams (typically elevation beams of an az-

imuthally scanning search radar) whose outputs are combined for operator 
viewing on a single display, it is possible to delete any beam that contains 
jamming. This, of course, eliminates target observation in that direction. 

Polarization 
As noted in Sec. 3.2, RF energy is typically polarized in some direction 

when it is transmitted. However, the RF energy initially transmitted from a 
radar with horizontal polarization will be depolarized to some extent upon 
reflection from a target; both vertical and horizontal polarizations are now 
available for detection. If a jammer uses only one polarization, the radar can 
discriminate against the jammer through the reception of a different polar­
ization. The level of jammer rejection depends on the sophistication of the 
system, but something less than 30 dB seems achievable. 

Home-on-Jam (HOJ) 
As opposed to the techniques that attempt to remove jamming signals 

from the information display or processing channel, home-on-jam attempts 
to locate the direction from which the interference signal arrives through the 
angular resolution of the antenna. Home-on-jam is really a concept that is 
implemented in different ways. For example, the sidelobe blanking described 
above can be the mechanism used to locate the jammer's angle of arrival. 
Normally, home-on-jam implies the ability of a missile to guide itself toward 
a jamming source. 
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4.2 MATCHED FILTERING 
The purpose of the following techniques is to maximize the signal-to-noise 

or signal-to-clutter ratio by filtering out the frequencies dominated by inter­
ference. They require the assignment of characteristics to both the interfer­
ence and the signal and their effectiveness depends on the quality of the 
characterization. 

Dip/ex Operation 
This technique requires a single radar to simultaneously radiate two 

widely separated frequencies. If it is a pulsed radar, the emissions are almost 
time coincident. This capability forces a jammer to use a wider jamming 
bandwidth if it is a noise system or to handle multiple pulses if it is a repeater 
[2, p. 14-25]. 

Frequency Diversity 
Frequency diversity is the capability to operate at a large number of 

frequencies and to change frequencies in a minimal time period. The defini­
tion of minimal is qualitative, since it depends on the ability of the jammer 
to retune. A typical emission history of a radar employing frequency diver­
sity is shown in Fig. 4.4. 

FREQUENCY 

M ■ Fig. 4.4 Emission history of radar with 
mjF β^% ^ ι ΗΒ frequency diversity. 

■ ™ ■ 
TIME 

Moving Target indication (MTI) 
As discussed in Sec. 3.2, MTI techniques distinguish between moving 

targets and stationary clutter on the basis of the difference in the frequency 
of the return from each object. If the assumed clutter model is incorrect 
(e.g., Doppler offset and Doppler width), then the MTI improvement will 
not be optimum. 

Staggered Pulse -Repetition Frequency 
A staggered pulse-repetition frequency (PRF) is used in some radars with 

moving target indication to eliminate blind speeds. As shown in Fig. 4.5, it 
consists of a PRF that varies from pulse to pulse. However, it has the 
secondary effect of inhibiting repeater jammers in the transponder mode 
from creating realistic false targets, since the jamming signals do not overlap 
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on the radar display (see Fig. 4.6). Realistic false targets can be created only 
with a more complex jammer containing PRF sorters/trackers. 

Jittered Pulse Repetition Frequency 
This technique is used solely to prevent the creation of false targets at 

ranges less than the target range. The PRI is changed, much the same as in 
the staggered PRF; however, the changes are on the order of a few micro­
seconds. These PRI changes from pulse to pulse are too small to enable the 
elimination of the target blind speeds by MTI techniques. 

Sliding Pulse-Repetition Frequency 
In this variant, the pulse-repetition interval varies from pulse to pulse in 

some preprogrammed manner over some continuous range. The variation 
could be linear, quadratric, or sinusoidal. 

Phase Coding 
Included in this category are waveforms of the type shown in Fig. 4.7. 

Basically, a phase modulation is applied to the transmitted waveform, which 
may be 10-50 ^s long, or longer. In the receiver, the phase modulation on 
the received waveform is compensated for, enabling a range resolution much 
less than the overall pulse length, typically by a factor of 100. Of importance 
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(a) LINEAR FM 

0 0 0 Fig. 4.7 Phase-coded pulses. 
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here is the fact that wide-band noise is attenuated by this same "compres­
sion" ratio, but that a repeated pulse passes unabated. 

Example 4.1 
Consider a phase-coded pulse composed of 20 segments of 0.5 ^s each, for 

a total pulse length of 10 ^s. Each segment (subpulse) occupies a frequency 
bandwidth of 2.4 MHz, but the actual coherent bandwidth BR is 120 kHz, as 
if the radar pulse were a single 10 ßs burst. If the jammer bandwidth Bj is 
2.4 MHz, the jammer is attenuated by 13 dB. 

Pulse Width Discrimination 
This technique is applicable in the removal of interfering pulses that differ 

in duration from the duration of the radar emission. Such interfering pulses 
can come from pulsed jammers, extended clutter, or hard limited noise jam­
mers. Figure 4.8 demonstrates the implementation of the concept [19, p. 117]. 
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Fig. 4.8 Pulse width discrimination. 

Detected Pulse Interference 
This technique is comparable to pulse width discrimination with the com­

parison affected over a PRI interval. The assumption is that a target will not 
change its position in range too rapidly, and that random pulses will not 
retain a fixed time separation [15, p. 29-16]. See Fig. 4.9. 
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Fig. 4.9 Detected pulse interference. 
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Leading Edge Tracking 
This counter-countermeasure is based on the assumption that any pulsed 

jamming return will be delayed from the target return by the transit time of 
the signal through the repeater jammer. Then, if the range gate tracks only 
the leading edge of the returned pulse, it should not be susceptible to range 
gate pull-off techniques. 

Conical Scan on Receive Only 
As discussed in Sec. 3.2, this technique applies to tracking radars. The 

procedure for the extraction of the angle error can be visualized as matched 
filtering. By denying the jammer access to the scan frequency, the radar 
effectively denies knowledge of the filter bandpass frequency. 

4.3 MULTIPLE MEASUREMENTS 
This is another area that can possibly be incorporated under a generalized 

matched filter concept. It consists of simultaneous multiple measurements to 
enhance the accuracy of target location. Monopulse and scan with compen­
sation were addressed in Sec. 3.2 during discussion of tracking techniques. 
Their ECCM advantages are discussed in Sec. 3.2 as well. Multiple separated 
netted radar sites can locate jammers through triangulation. Such techniques 
must overcome the "ghosting" problem created by mass attacks (see Fig. 
3.20). 

4.4 SATURATION ELIMINATION 
For any of the above processing techniques to function properly, the 

equipment must be operated within some specified dynamic range. Large 
variations in the signal levels in both the natural and the jamming environ­
ment require special circuits and devices to maintain signal levels within 
prescribed ranges. Three such items are gain control, logarithmic amplifier, 
and Dicke-fix. 

Included under gain control are sensitivity time control (STC), RF atten­
uation, automatic gain control (AGC), instantaneous automatic gain con­
trol (IAGC), and others. All have the property of adjusting the receiver gain 
at a point in the amplifier chain to prevent saturation in following amplifiers. 
(See Figs. 2.34 and 3.33 for examples of the need for this gain adjustment.) 
If the automatic gain control does not reduce the IF gain at short target 
distances, the IF amplifier will be saturated and the scan modulation lost. 
With insufficient gain at large distances, the depth of envelope modulation 
is incorrect and the seeker response will be sluggish. 

The logarithmic amplifier is a device whose output voltage is proportional 
to the logarithm of the input voltage. The result is that a large variation in 
the input signal will not saturate the output of the amplifier. 

The Dicke-fix electronic counter-countermeasure consists of the addition 
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of a wide bandwidth amplifier and limiter ahead of the normal IF amplifier 
(see Fig. 4.10). One result of incorporating the limiter is that strong jamming 
signals are clipped before they saturate the receiver. Even though coincident 
targets are lost, faster receiver recovery allows the viewing of nearby targets 
[2, p. 14-27]. 

4.5 OPERATOR DISPLAYS 
Included here are such items as A-scopes and panoramic receivers. Oper­

ators can use such displays to assess the current ECM environment and take 
appropriate action. For example, an A-scope can reveal range gate stealing 
and thus enable operators to track manually in range. An amplitude vs 
frequency display (spectrum analyzer) reveals clear frequencies to which the 
radar can be tuned. 

Problems 
4.1 Can a radar employ pulse-to-pulse RF agility and moving target indi­
cation at the same time? 

4.2 Can a radar employ burst-to-burst RF agility and moving target indi­
cation at the same time? 

4.3 Leading edge tracking is an ECCM to range gate deception. True or 
false? 
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4.4 A CW noise jammer will blank the screen of a radar employing which 
technique, SLB or SLC? 

4.5 Frequency agility forces the jammer into barrage mode. True or false? 

4.6 (a) Can Dicke-fix enable the viewing of targets coincident with jam­
ming pulses? 

(b) Can nearly time-coincident targets? 

4.7 What electronic countermeasure may counter leading edge tracking? 

(a) Cover Pulse (b) Multiple False Targets (c) Spot Noise? 



5 
ELECTRONIC 

SUPPORT MEASURES 

"Electronic warfare support measures (ESM) is the division of 
electronic warfare involving action taken to search for, intercept, 
identify, and/or locate sources of radiated electromagnetic energy 
for the purpose of immediate threat recognition. 

ESM provides information in a timely fashion and in forms that 
are readily usable by the activities it supports. The prime consumers 
of ESM information are the operations personnel engaged in other 
EW activities: that is, ECM and ECCM. 

The importance of ESM as a segment of EW, and as a segment of 
the total spectrum of conflict, lies in the fact that it acts as the eyes 
and ears of the commander who engages in, or is engaged by, EW 
operations. ESM provides information essential to the success of 
operations in the air combat environment. 

The treatment of ESM exclusively as an immediate-response, tac­
tically oriented concept is relatively new. Previously, ESM was more 
broadly defined to encompass electromagnetic radiation collection 
efforts for subsequent intelligence exploitation and the support of 
military operations, as well as an immediate support in the combat 
environment. These collection efforts, which focus on longer-term 
intelligence objectives, although they may also support operations in 
progress, are now generally included in the area of signal intelligence 
(SIGINT). 

The relationship between SIGINT and ESM can perhaps be made 
less confusing by considering some specific aspects of that relation­
ship. SIGINT and ESM may, and generally do, use the same equip­
ment technology. SIGINT provides intelligence data for a range of 
consumers and a variety of purposes, including planning, research 
and development, and operations, among others. While SIGINT 
may provide indirect or direct support to the tactical commander, 
ESM directly supports the tactical commander. ESM provides the 
tactical commander with a capability that can be totally integrated 
with other force capabilities. ESM assets are totally controlled by 
the theater commander, while SIGINT assets are responsive to 
higher-level tasking requirements." [1, p. 4-1]. 
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Another distinction between SIGINT and ESM applications are the types 
of signals of interest. The SIGINT system operates in an unknown electro­
magnetic environment and attempts to record sufficient data for subsequent 
analysis. An ESM system is interested primarily in detecting (and possibly 
identifying) radar emissions with established signal parameters [36]. In per­
forming this function, an ESM receiver could be employed during a tactical 
reconnaissance mission or as a radar warning receiver (RWR) on an attack­
ing aircraft. This chapter explores only the RWR role and gives primary 
emphasis to defining some of the receivers used. (In the current threat envi­
ronment, a highly desirable system is the so-called multisensor warning re­
ceiver (MWR) that also surveys the infrared and optical portions of the 
electromagnetic spectrum [78].) 

5.1 TASKS OF RADAR WARNING RECEIVERS 
A radar warning receiver must perform two basic tasks: measure parame­

ters of radar signals incident on the aircraft and analyze the measurements. 
The parameters measured and the accuracy of measurement vary from sys­
tem to system, based on aircraft mission requirements, technology, and 
costs. The parameters available for measurement include time of arrival, 
pulse width, frequency, amplitude, polarization, and angle of arrival. Once 
the incident signal parameters are measured, they are analyzed to determine 
the source of the emissions. The depth of analysis varies, but it usually 
involves the comparison of the currently measured parameters with threat 
emitter data collected by previous electronic intelligence (ELINT) or tactical 
reconnaissance missions. Such comparisons result in the identification of 
emitters by class (i.e., early warning, antiaircraft artillery) and by type (i.e., 
SA-5). Finally, the identified threat and its angle of arrival are displayed to 
the aircrew and possibly used to control ECM systems. Major RWR system 
characteristics are the range of radio frequencies observed or RF bandwidth, 
the angular coverage provided about the aircraft, and the number and vari­
ety of incident signals which can be measured. 

5.2 MAJOR COMPONENTS OF RADAR WARNING RECEIVERS 
The radar warning receiver consists of four major components as shown 

in Fig. 5.1: antenna, receiver, processor, and display. The antenna is often a 
cavity-backed spiral antenna (see Chapter 2) because the RWR must observe 
a large RF bandwidth. Usually, multiple spiral antennas, each pointing in a 
different direction, are used to increase the angular coverage about the air-

> 
RECEIVER PROCESSOR DISPLAY 

Fig. 5.1 Elements of radar warning receiver. 
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THREAT 

PATTERN 
1 

Fig. 5.2 A method of determining angle 
of arrival. 

craft and, possibly, to permit accurate determination of the threat's angular 
location (see Fig. 5.2). 

The signal from a threat will be received by the two antennas with different 
gains and will result in two signals of different amplitudes at the two antenna 
outputs. Similar to the amplitude-sensing monopulse radar, this difference in 
signal amplitude will yield the threat direction after sum-difference process­
ing as shown in Fig. 5.2. 

The antenna provides a signal for the receiver portion of the radar warn­
ing receiver. The functions of the receiver are to detect and measure some of 
the available signal parameters. Some important characteristics of the re­
ceiver, often called an intercept receiver, are found in Boyd et al. [2, pp. 
9-4—9-7] and are summarized in part below. 

1. Inability to use integration techniques. Because of the wide varia­
tion in the electrical characteristics of signals, the opportunities for 
aid to weak-signal detection via signal integration (as in a typical 
radar operation) are absent. There is generally a direct signal ampli­
tude vs noise amplitude competition in the detection process such 
that practical receiver sensitivity is often much less, for example, 
than values usable in a radar receiver. 

2. Complexity of signal characteristics. The basic intercept tasks be­
come increasingly difficult with time because of trends in signal 
character. To avoid detection, or to avoid countermeasure action, 
modern weapons systems signals are frequently subjected to pro­
grammed or even random variations in character (in radio fre­
quency, PRF, pulse width, etc.) during a transmission interval; the 
result is to greatly magnify intercept and identification problems. 
Thus, the value of precise measurement of radio frequency must be 
viewed with some qualification in the era of pulse-by-pulse fre­
quency jump transmission, rapid tuning capability in transmitters, 
etc. 

3. Wide frequency ranges to be monitored. In general, the intercept 
receiver must monitor a total radio frequency band substantially in 
excess of the frequency ranges of the individual signals of the elec­
tronic systems to be detected within this band. 
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4. Wide dynamic ranges encountered. The wide variations in the re­
ceived signal level that must be anticipated are enormous. Because 
of the one-way transmission to the intercept receiver (vs the two-way 
action that may be involved in the operation of the signal 
emitting system), signal levels are apt to be high—high sensitivity 
sometimes is unnecessary (and undesirable because of the possible 
introduction of lower-level interfering signals). But in contrast, the 
intercept receiver may, in another circumstance, be faced with the 
task of intercepting a low-power transmission via radiation from 
minor lobes of a transmitting antenna and from a great distance—a 
situation arguing for the maximum sensitivity. An intercept receiver 
of general utility, then, must be prepared to operate over a very large 
dynamic range. 

5. Presence of false signals. There is always the threat of decoy signals 
produced by an alert enemy to capture the attention of the intercept 
system. There is the threat that certain signal characteristics used to 
"fingerprint" signals (antenna scan rates, PRF, etc.) are being subtly 
modified by the enemy to lend confusion to the operation. While it 
is not within the province of the intercept receiver to make fundamen­
tal decisions in such matters, it is important that the intercept receiver 
not introduce further confusion by an inability to handle the received 
data without further distortion or modification. 

The measured parameters of a signal are passed to a signal processor that 
actually identifies the emitter following development of the relationships 
between the large quantity of individually sensed pulses. For example, the 
data passed to the processor for each detected pulse may include angle of 
arrival, frequency, amplitude, pulse width, and time of arrival. These individ­
ual data items may be sorted within the processor, first by angle of arrival and 
then by frequency, to provide a sequence of signal descriptors displaying the 
variation in an individual radar's pulse-repetition interval and amplitude. A 
more likely result would be a sequence of data that must be further sorted by 
pulse-repetition interval. In any event, the intent is to determine the charac­
teristics of RF signals incident on the aircraft. The measured characteristics 
are matched against previously determined threat data to obtain a "best" fit 
and to identify the emitter. (This sorting process is shown in Fig. 5.3.) 

The processor provides its findings either to automated controllers of ECM 
resources or to displays for aircrew observation. Such displays range from a 
few panel lights indicating the presence and status of a threat to computer-
controlled video displays. (A typical display is shown in Fig. 5.4.) 

5.3 TYPES OF RECEIVERS 
Many approaches are available for implementing the receiver portion of a 

radar warning receiver, each of which has its own unique advantages and 
disadvantages. These advantages and disadvantages must be weighed with the 
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Fig. 5.3 A simple example of signal sorting. 
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Fig. 5.4 Warning receiver display. 
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RWR requirements in mind before the "best" approach is selected in any 
particular RWR design. It is not the purpose of this discussion to pro­
vide sufficient information for such a selection, but only to describe each 
approach and to compare various receivers. The following sources provide 
more detail and additional references for the interested reader: Refs. 2 
(Chapter 9), 12 (p. 321), 36, 48, and 89. 

Superheterodyne Receiver 
Described in Chapter 2 as the basic radar receiver, the superheterodyne 

receiver consists of the elements shown in Fig. 5.5. The receiver first ampli­
fies an RF signal and then "mixes" it in the converter with a sinusoidal signal 
generated in the local oscillator. From the signals available at the converter 
output, the IF amplifier selects only signals at a frequency οϊ/[Ρ. Thus, only 
RF signals at a frequency of fLO +fIF =fRF plus or minus the half-band­
width of the IF amplifier BIF are amplified in the IF amplifier, detected, and 
passed on for further processing. This fixed-frequency IF amplifier permits 
the selection of signals closely spaced in frequency (i.e., high selectivity) and 
the detection of weak signals (i.e., high sensitivity). However, the super­
heterodyne must be modified for RWR purposes, because it senses only RF 
frequencies over the narrow bandwidth BIF. 

Scanning Superheterodyne 
If the local oscillator of the superheterodyne is made to sweep over a range 

of RF frequencies and if the RF amplifier passes all signals over the same RF 
range BRF, the result is a scanning superheterodyne receiver. The instanta­
neous bandwidth of this receiver (the acceptance bandwidth) is restricted to 
the IF amplifier bandwidth B/F, but it will eventually observe the entire RF 
bandwidth for activity. If the frequency of the local oscillator is abruptly 
changed by an increment equal to the IF bandwidth, then BRF/BIF = N 
changes in the local oscillator are required to scan over BRF. Each step must 
last at least as long as the inverse of the IF bandwidth, or l/BlF seconds. 
Thus, the minimum time required to search the RF bandwidth is 

BIF BlF 

B RF 
2 
IF 

CONVERTER 

E>~ AMP ~ ~ * & 

LOCAL 
OSC 

'IF 'KF~ *LO 

IF 
AMP DET VIDEO 

AMP 

i 
COMPARISON ►DISPLAY 

T 
THRESHOLD 

Fig. 5.5 Superheterodyne receiver. 
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Normally, the local oscillator must dwell at a specific frequency for a time 
equal to the expected pulse width or pulse-repetition interval; thus, a much 
greater time is required to search the RF bandwidth. For example, the time 
at a specific frequency may be 1 ms to insure observation of all radars 
illuminating the aircraft with a pulse-repetition frequency greater than 
1000 Hz. Now a search time of 0.4 s is required if BRF = 2 GHz and 
BIF = 5 MHz. 

Channelized Receiver 
The time required to search a band of frequencies can be reduced if multiple 

superheterodyne receivers are used in parallel. Current technology in surface 
acoustic wave devices may permit a sufficient reduction in the size of each 
superheterodyne receiver to the point that the combined receiver is practical. 
A channelized receiver covering 2-4 GHz in 200 MHz steps is shown in Fig. 
5.6, but there are many other designs [36, 48, 89]. 

10 CONTIGUOUS 
20 MHz WIDE FILTERS-

2 - 4 GHz 

t ^ AMP 

fL0 = 1.8 GHz 
fLO' = 2.0GHz 

U - 3.6 GHz 

IF 1 
IF 2 

IF 10, 

390 MHz 
370 MHz 

210 MHz 

Fig. 5.6 Channelized receiver. 

Crystal Video Receiver 
Elimination of the converter, IF amplifier, and local oscillator from the 

superheterodyne results in a crystal video (or direct detection or heterodyne) 
receiver. If the RF amplifier is also removed, the RF bandwidth is restricted 
by the bandwidth of the antenna or transmission line to the antenna. Con­
versely, a narrow-band RF amplifier may sweep over the RF bandwidth of 
interest. (The latter case would be called a tuned RF receiver if the RF 
bandwidth were reduced to 5-100 MHz.) Typically, the RF filter (or 

> 

RF 
AMPLIFIER DETECTOR VIDEO 

AMPLIFIER 

Fig. 5.7 Crystal video receiver. 
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amplifier) is an octave in bandwidth [89], which provides virtually no RF 
resolution and less receiver sensitivity than the superheterodyne. (A crystal 
video receiver is shown in Fig. 5.7.) The crystal video receiver usually does 
not easily discriminate against CW signals, high-power pulse, or noise jam­
ming environments [89]. 

Microscan (Compressive) Receiver 
A microscan receiver can provide much the same instantaneous observa­

tion of gigahertz RF bandwidths available in the crystal video receiver. It can 
also achieve the superheterodyne's resolution in frequency if pulse-
compression techniques are employed. 

The basic microscan technique involves a scanning superheterodyne in 
which the local oscillator scans the equivalent of the RF bandwidth in less time 
than the smallest pulse width expected. If a signal of fixed frequency is present, 
it will convert the sweeping signal of the local oscillator to a signal that sweeps 
through the IF amplifier. Shown in Fig. 5.8 are graphs of the variations in 
the local oscillator and IF frequency with time. As shown by Hoisington [48, 
p. 2c-5], if the bandwidth of the IF amplifier is as narrow as that of the normal 
superheterodyne, the IF will not respond to the swept signal. If the IF 
bandwidth is increased, the detected noise will also increase. An optimum IF 

f u 

f L O ( t ) 

f i 

f R F - f L O ( t ) 

= f I F ( t ) 

TIME 

TIME 

Fig. 5.8 Microscan surveillance technique. 
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Fig. 5.9 Effect of dispersive filter. 

B,F= BANDWIDTH 

bandwidth BIF for a given RF bandwidth and sweep time τ, is [48] 

If a 2 GHz RF bandwidth and 0.2 μβ pulse width are specified, the result 
will be a 100 MHz IF bandwidth. Such an IF bandwidth will result in a 
sensitivity 13 dB less than that of a superheterodyne with a 5 MHz band­
width and the resolvable difference in frequency increases by a factor of 20. 

If the 100 MHz bandwidth IF filter is dispersive, it is possible to regain the 
sensitivity and selectivity of the superheterodyne. A dispersive filter has the 
following property. The time it takes for a signal to propagate through the 
filter varies with the frequency of the signal. For the compressive microscan 
receiver using a local oscillator that increases in frequency, the IF frequency 
decreases with time as shown in Fig. 5.8. The dispersive filter in this radar 
must exhibit a longer propagation time for higher frequencies. (The disper­
sive filter's input and output signals are shown in Fig. 5.9.) The duration of 
the signal at the input is determined by the rate of change in the IF signal and 
the IF bandwidth and is given by T = BIF(TJBRF). The signal out of the 
dispersive filter will have a duration of 1 /BJF and an amplitude increased by 
B,PT [19, p. 501]. The noise at the filter input does not have the proper 
frequency variation and thus does not increase in power. The signal and 
noise were initially spread in frequency by mixing with the swept local oscil­
lator. The dispersive filter decreases the duration and increases the amplitude 
of the spread signal but not that of the noise, for a net peak signal-to-noise 
ratio increase of 

B,FT- B2,h BK 

INCIDENT 
SIGNAL 

FREQUENCY 
Fig. 5.10 Compressed output. 

TIME 

COMPRESSED OUTPUT 
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If the IF bandwidth equals the RF bandwidth, the gain in signal-to-noise 
ratio is BRFxs, usually much greater than one since τ, is equal to the duration 
of the shortest pulse expected or to the inverse of the bandwidth of a super­
heterodyne receiver matched to the same pulse. This S/N increase is just that 
expected with a superheterodyne receiver. The compressive microscan 
receiver also has the same selectivity as a superheterodyne. Input signals 
separated in frequency by 1/τΛ. will appear as separate, adjacent output pulses 
of duration \/BlF, as shown in Fig. 5.10. Thus, the time when the output 
pulse occurs within the short scan time τν is directly related to the frequency 
of the received signal. 

Instantaneous Frequency -Measurement Receiver 
The instantaneous frequency-measurement receiver is much simpler to 

construct than the microscan receiver, but it is still capable of measuring the 
frequency of an incident pulse within a pulse width. It does not, however, 
accurately process two pulses received simultaneously [48, p. 2a-16]. One 
approach to construction of an instantaneous frequency-measurement 
(IFM) receiver is shown in Fig. 5.11. The received signal of amplitude A and 
frequency ω0 is split into two parts. One part travels a greater distance to the 
converter and arrives delayed in phase relative to the other part. This differ­
ence in phase is directly related to the RF frequency. The converter and filter 
develop a constant voltage proportional to the phase difference. A measure­
ment of this voltage can be transformed into the associated frequency 
received. 

2 T T L _ 2T7-L 

Acos«j„t 

AcosKt-0--^l·) 

Fig. 5.11 Instantaneous frequency measurement receiver. 

Acousto-Optic Receiver 
The acousto-optic receiver combines a laser source, a block of crystalline 

material, and acoustic wave transducers to create the equivalent of a chan­
nelized receiver. The principal of operation of this receiver is shown in Fig. 
5.12. A received RF signal, after conversion to a lower frequency, is coupled 
via the acoustic wave transducer to the crystal, called a Bragg cell. The 
acoustic wave propagates through the crystal as a series of compressions and 
expansions in the crystal material and coherent light from a laser is scattered 
by the acoustic pressure waves. The result is a beam of light that diverges 
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Fig. 5.12 Bulk acoustic-optical receiver. 

from the undetected beam and increases in frequency by an amount equal 
to the frequency producing the acoustic wave. Since the angle of deflection 
depends on the frequency producing the acoustic wave, the frequency can be 
measured by noting which diode in an array is excited. Further information 
on materials used, other construction approaches, and current device limita­
tions can be found in Refs. 36, 48(pp. 2e-l—2e-5), and 89. 

Receiver Comparison 
Listed in Table 5.1 are characteristics of various receivers and the sources 

from which the information was extracted. The relative cost estimates are 

Table 5.1 Intercept Receiver Comparison 

Receiver 

Scanning 
super­
heterodyne 

Channelized 
Crystal video 
Instantaneous 

frequency 
measurement 

Microscan 
(compressive) 

Acousto-
optical 

Ref 

36 

36 
12 
69 

36 

36 
69 

Sensitivity 
(S/N = 1), 

dBm 

- 6 2 

- 7 9 
- 5 3 * 
- 7 5 

- 6 9 

- 9 0 

Dynamic 
range, 

dB 

55 

40 
75t 
30 

30 

30-40 

Frequency 
resolution 

5 MHz 

25 MHz 
2 GHz 
20 MHz 

1 MHz 

1 MHz 

Acquisi­
tion time 

s 

Instant 
Instant 
Instant 

/ i S 

Instant 

Instan­
taneous 

RF band­
width 

5 MHz 

2-A GHz 
2-4 GHz 
2-4 GHz 

1 GHz 

1 GHz 

Relative 
cost 
[36] 

Med 

High 
Low 
Low-
Med 

Med 

Low 

*2 MHz video bandwidth with 3 dB NF. 
t Difference between sensitivity and burnout [12, p.322]. 
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Hoffman's [36]. For reasonable false alarm rates, the sensitivity must be 
increased by 13 dB if automatic detection by electronic means is used 
[48, p. 2c-l]. 

5.4 RECEIVER SYSTEMS CONSIDERATIONS 
It is instructive to consider a typical receiver problem to determine what 

factors most impact the performance of the receiver. For example, is receiver 
sensitivity or terrain screening the dominant factor preventing the detection 
of a radar? Finally, the concept of "probability of intercept" must be ad­
dressed as it is one criterion of receiver performance. 

Example 5.1 
A radar warning receiver has a circularly polarized receiving antenna with 

a gain of 3 dB. The antenna feeds a scanned superheterodyne receiver with 
a 20 MHz bandwidth and a sensitivity (S/N = 13 dB) of - 6 3 dBm. The 
superheterodyne searches 1-20 GHz by stepping its 20 MHz bandwidth 
every 4 ms. 

a) How much time does it take for the receiver to scan through the 1-20 
GHz frequency band? 

b) For the radar in Chapter 3, Problem 3.6, determine the range at which 
detection of the radar by the receiver will occur. 

c) If an onboard jammer radiates 200 W of noise over a 100 MHz band­
width centered on the transmit frequency of the radar in part (b), and if the 
isolation between the jammer and receiver is 60 dB, at what range will the 
radar be detected? 

Solution 
a) The number of individual 20 MHz intervals searched is 

RF bandwidth 19 x 109 

= = 950 = N 
IF bandwidth 20x10" 

The search time is then N(0.004) = 3.8 s. 
b) The power at the intercept receiver antenna is given by 

Pr = ^ | f ~ GRECP > ~ 63 dBm = - 93 dBW 

where GREC is the gain of the receiver antenna, GR is the gain on the track 
axis of the radar, and/? represents the polarization mismatch. Solving for the 
range yields 

R = 1.51 x 106m = 815n.mi. 

Apparently, detection will occur at any range at which the radar itself is a 
threat and terrain screening will normally limit the receiver detection range. 

c) The noise background generated by the jammer and sensed by the 
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receiver is 
Noise [dBW] = Pj + BR - Bj - I = 23 dBW + 13 - 20 - 60 : -44 dBW 

The received signal for a 13 dB S/N ratio is now — 31 dBW. The new detection 
range is R = 1202 m = 0.65 n.mi. Obviously, with the parameters used, the 
jammer has disabled the intercept receiver. 

In part (b) of the previous example, the radar emissions would have been 
detected at a range of 8.2 n.mi. if the sidelobes of the radar antenna are 40 
dB below the antenna gain on the track axis and if detection of the radar via 
its sidelobe emissions is attempted. If the aircraft is located at a distance of 
50 n.mi. and desires to detect the radar before the radar detects it, two events 
must occur simultaneously. The radar antenna must point at the aircraft and 
the intercept receiver must be tuned to the radar frequency. The probability 
of such a detection within a specified period is called the "probability of 
intercept" and achieving a high intercept probability is "... the most important 
design objective influencing the development of intercept receivers" 
[2, p. 9-9]. 

What constitutes an intercept (i.e., detection vs identification) is not univer­
sally agreed upon. Assuming that simple detection suffices, the time required 
to achieve a specified probability of intercept can be computed for the previ­
ous example. The scan pattern used by the radar during the acquisition mode 
is given in Problem 3.6. This pattern is a 2 deg beam scanning vertically 20 
deg at a rate of 14 scans/s. Figure 5.13 plots the location in frequency of the 
intercept receivers acceptance bandwidth as a function of time. 

Also shown in Fig. 5.13 are dots representing the brief periods of time 
over which the main beam of the radar illuminates the intercept receiver. 
The location in time of the first period of illumination is arbitrary, but, 
once chosen, it determines the location of subsequent periods of illumination. 
The size of the radar illumination dots are not to scale for ease of graphic 
construction (i.e., 53 are required in one receiver search period TS). 

The first time the intercept receiver dwells at the frequency of the radar, 
there is only a 10% chance that the radar is also illuminating the receiver. If 
the receiver is not being illuminated, a definite period of time will elapse until 
the two events are simultaneous. (If the scan period of the radar in the 
acquisition mode Ts is related through an integer to the scan period τ, of the 
intercept receiver, the two events will never coincide.) The length of time 

Fig. 5.13 Plot of time variation of acceptance 
bandwidth of intercept receiver relative to peri­
ods of illumination. 

TIME 
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Fig. 5.14 Expanded view of radar illumination and receiver search positions. 

depends on the initial displacement of the two events aTs as shown in Fig. 
5.14. Also shown is the receiver stepping in frequency through the frequency 
of the radar in 20 MHz increments of 0.004 s duration. On the initial sweep, 
the receiver was tuned to the frequency of the radar at a time OLTS before the 
receiver was illuminated. These events will occur simultaneously when 

Nzs = MTS + (xTs± 0.05 Ts 

The last term assumes that detection occurs if the receiver is only momen­
tarily illuminated by the radar (i.e., less than 4 ms). For the possible values 
of a, the number of receiver sweeps before detection is given in Table 5.2. 
Since any value of a is equally likely, the average time before detection is the 
sum of the expected value of N times the sweep time plus the initial sweep 
time to achieve the radar frequency or 

Expected search time = 1.7 + 5.5(3.8) = 22.6 s 

The result of the previous computation is extremely sensitive to the accu­
racy of the values used for the search period of the receiver and the time 
between illumination periods of the radar. For example, if Ts is changed to 
0.07143, the largest value of N, now 21, becomes 3. The use of such accuracy 
for radar parameters is usually unrealistic; a 1 % tolerance on the measured 
time between radar illuminations is more reasonable. A 1 % tolerance in turn 
implies the inability to predict the occurrence of the 100th illumination 
period. Under these conditions, it is reasonable to assume the probability of 
intercept on each receiver sweep PiA to be 0.1 (the illumination period 
divided by the time between illuminations) and independent of the intercept 
probability on other sweeps. The probability of intercepting the radar on one 
or more of N sweeps is then PiN = 1 — (1 — P0)N. 

Table 5.2 Number of Sweeps of Receiver before Intercept (Ts = 0.0714 s, τ„ — 3.8 s) 

Initial miss a No. of sweeps N Initial miss a No. of sweeps JV 

0 0 
0.1 5 
0.2 1 
0.3 6 
0.4 2 

0.5 
0.6 
0.7 
0.8 
0.9 

5 
21* 
3 
8 
4 

*N becomes 3 if Ts is changed to 0.09143 s. 



PART II 

6 
ANALYTICAL AND 

ENGINEERING TOOLS 

Some of the mathematical and engineering tools used in subsequent chap­
ters are described here, including Laplace transforms and their application to 
linear control theory, elements of probability and their relation to parameter 
estimation, and formulation of electromagnetic radiation from a known 
distribution of sources. 

6.1 LAPLACE TRANSFORMS* 
The Laplace transform of a function f(t) is denned as 

F{S)=L[f(t)] = f(t)e-s'dt= lim 
■T 

f{t)e-"at (6.1) 

if the integral exists. The transform is a function of the complex variable 
s = σ +7'ω. If \f(t)\e ~ "' is bounded for t > t0, the integral exists. 

Examples 
Let/(?) be the unit step u(t) where 

u(t) = 1, / > 0 

= 0, / = 0 

Then 

1 
F(s) = 

Let f(t) be the unit ramp 

e -s' at 
o s 

f(t) =t, t > 0 

= 0, t < 0 

*Most of this section can be found in any book on control theory, for example, D'Azzo and 
Houpis [90, Chap. 14]. 
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Then 

F(s) = te-s'dt=^ 
Jo s1 

A unique relationship exists between a function and its transform. Thus, 
if a function's transform is known, the function itself can be derived through 
an inverse-transform relationship. Normally, the inversion is avoided by 
the use of "transform pair" tables, an example of which is shown in Table 
6.1. 

A transform or its inverse can often be derived through the application of 
the theorems listed below. In all cases, F{s) = L [/(/)] and is assumed to exist. 

Linearity: 

Superposition: 

L[af(t)] = aF(s) 

L[A{t)+f2(t)]=Ft(s)+F2(s) 

Table 6.1 Laplace transform pairs" 

fit) F(s) 

δ(ή 1 

- (1 -e-"') a 

1 
b-a 

1 

[(a-a)e-a'-(0L-b)e-1"] 

<W(l-0 
1 1 

CO 

β-^'ύη[ω„^(\-ζ2)ί] 

e - £ » » ' s i n K v / ( l - i 2 ) ' + <p] 

s(s + a) 

s + a 
(s + a)(s + b) 

1 
s2 + 2ξω„ί + ω„ 

1 

n ft) υ(\-ξ2) *(*2 + 2ξω„+ωΙ) 

(where φ = cos ~ ' ξ) 

"From Ref. 14 (pp. 497-498). 
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Translation of time: 

L[f(t-x)u(t-x)}=e-"F{s) 

Complex differentiation: 

d L[tf(t)] 
ds 

m 
Transforms of derivatives: 

at = sF(s)~f(o+) 

where 

Transform of integrals: 

/ ( o + ) = l i m / ( 6 ) 
e > 0 

f(x) dx 
s 

A powerful method for expanding a Laplace transform into a sum of 
simpler terms for which the inverse transform is available is called the Heavi-
side partial fraction expansion. The transform F(s) must be expressible as the 
ratio of two polynomials. For example, 

F(s) = 
P(s) P(s) 
Q(s) s(s - sy)(s - s2) 

A0 A, 
s 

M , A2 

s — s 

At the zeros of Q(s), s = 0, s = su and s = s2, F(s) is unbounded and is said 
to possess a pole. The constants Ah called residues, can be evaluated by 
multiplying through by (s — s,) and letting s -»sh 

Aj = lim (s — s,)F(s) 
S —* Sj 

For repeated roots, the polynominal expansion would become 

P(s) A 
F(s) + -

B 
(s-s^Q^s) ( i - i , ) 2 ( 5 - i , ) + · 
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The coefficient B is found by multiplying through by (s — s,)2 and differen­
tiating with respect to s before allowing s -*su 

B=\im±[(s-syF(s)] 
i-s, as 

Of great use are the following two theorems: 
1) Final Value Theorem 

If the Laplace transform of df(t)/dt exists, then 

2) Initial Value Theorem 

lim f(t) = lim sF{s) 
t -<■ oo s-*0 

lim fit) = lim sF{s) 
t-*0 s-* oo 

6.2 AUTOMATIC CONTROL THEORY 
In the open-loop servo control system shown in Fig. 6.1, an input signal 

/-(;) causes the dynamic element to respond with an output c(i)· If a sample 
of the output is used as part of the input, as shown in Fig. 6.2, a closed-loop 
servo system results. 

REFERENCE 
INPUT 

r(t) * DYNAMIC 
UNIT 

DESIRED 
OUTPUT 

• c(t) 

Fig. 6.1 Open-loop servo system. 

r ( t ) -*e e ( t ) . UNIT c ( t ) 

Fig. 6.2 Closed-loop servo system. 

R ( s ) Φ E ( s ) 
G ( s ) 

H ( s ) 

, C ( s ) 

Fig. 6.3 Transform representation of closed-loop servo. 
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If the dynamic unit can be modeled by a linear differential equation with 
constant coefficients, then the input and output functions have Laplace 
transforms related through a closed-loop transfer function. As shown in Fig. 
6.3, G(s) and H(s) are the Laplace transforms of the impulse responses of the 
dynamic unit and an assumed feedback element (filter). The relationship 
between input and output is 

CM _ G(s) 
R(s) 1 + G(s)H(s) Κ ' ' 

When there is unity feedback [i.e., H(s) = 1], the actuating error is defined as 
s(t) and is given by 

^ = ^ ~ (6.3) 
R(s) l+G(s) v ; 

Stability of Closed-Loop Servo 
The closed-loop servo will be unstable if any root of the denominator, 

1 + GH, has a positive real part. The existence of such a root can be deter­
mined by plotting the open-loop transfer function, defined by G(s)H(s), that 
results upon the opening of the feedback path. From Eq. (6.2) or (6.3), it is 
apparent that difficulties arise whenever G(s)H(s) = — 1. If neither G(s) nor 
H(s) has a pole in the right-half s plane, the open-loop transfer function is 
stable and the closed-loop transfer function has no zeros in the right-half s 
plane. 

It can then also be shown [90] that the closed-loop servo is unstable (i.e., 
unbounded output as time increases for bounded input) if a plot of 
G( jco)H( jco) encircles the point (— 1,0) in the complex plane as s varies from 
—700 to +700. Such a plot of G(j(o)H(j(o) is called a Nyquist stability 
diagram, two examples of which are shown in Fig. 6.4. Figure 6.4a shows the 
plot for a stable system and Fig. 6.4b indicates that for which the closed-loop 
servo will be unstable. The ( — 1,0) point is encircled if it is on the right of the 
plot of G( 7'ω)//( 7'ω) as the curve is transversed while ω varies from 0 
to 00. 

In addition to indicating the absolute stability of a servo system, the 
Nyquist diagram provides information on the transient response of stable 
systems. The closer the plot of G(s)H(s) gets to point (— l,y'0), the more the 
transient response of the system to a step input will possess a large overshoot 
and will require a long time to achieve a steady-state value. Normally, gain 
and phase margins are defined to characterize the transient response of a 
system. The gain margin is given by the magnitude of 1 — G(s)H(s) when 
G(s)H(s) crosses the negative real axis. The phase margin is given by 
arg[G(s)H(s)] — π when the magnitude of G(s)H(s) equals one. 

Another method of determining the stability of a servo system is to gener­
ate a Bode plot of the open-loop transfer function. This plot consists of 
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Im (GH) 

Re(GH) Re(GH) 

a) Stable. b) Unstable. 
Fig. 6.4 Nyquist stability diagrams. 

separate graphs of the magnitude and phase of G(ja>) as a function of 
frequency. The plot is useful because it is easy to construct. Since the fre­
quency scale is logarithmic and the amplitude scale is in decibels, polynomial 
transfer functions can be expressed in terms of their roots according to 
simple rules. For example, if 

G(s) = K 
s(s + a) 

then, for small ω, G(y'co) varies as K/jwa. Thus, |G(y'a>)| = Κ/ωα and 

\G(MdB = 20 log,0 \G(jco)\ = ( - j -codB 

This relationship results in a straight line on the log-log scale of the Bode 
plot as shown in Fig. 6.5. 

For large jw, \G(jco)\ x Κ/ω2α, which plots as a straight line of twice the 
slope as for small ω. In particular, 

\G(jd)\dB = KdB - 20 log ω - 20 log \a +jco\ 

and the phase of G( yet») is 

arg GO«) = - - - t a n -
2 \a 
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Fig. 6.5 Example of a Bode plot. 

The encirclement of ( - l,y'0) on the Nyquist diagram transforms to the Bode 
plot as a negative phase shift greater than 180 deg as the gain decreases 
through unity (or 0 dB). 

Performance Criteria 
It is necessary to characterize the performance of a system in order to 

compare different systems and select the optimum system. Various indices of 
performance show significant differences in their level of complexity, realism, 
and insight. Since the purpose of this text is to outline basic operating 
concepts underlying selected ECM techniques, it seems appropriate to con­
sider basic performance criteria applicable to the servo loops of radars. (We 
assume unity feedback.) The performance criteria considered are stability (as 
just discussed); response to step, ramp, and parabolic inputs; steady-state 
error; and the generalized steady-state error. 

Once the response of a servo to a particular input is found, it is "judged" 
in the light of other servo responses and the response desired. For example, 
a classical transfer function (appropriate for a loaded resonant circuit) is 
given by 

G(s) = 1 
s2 + 2ξω^ +ω2„ 

and its response to a unit step is found in Table 6.1. A plot of this response 
is shown in Fig. 6.6 for a particular value of damping factor ξ. 

Two terms, overshoot and one form of response time are defined in Fig. 
6.6. Is this servo response the "best" available? Which criterion is most 
important, small response time or small overshoot? How do other transfer 
functions or the same transfer function with different constants compare? 
Other criteria for goodness, such as minimizing the root-mean-square error 
may be more appropriate than overshoot and response time. Thus, system 
responses to classical inputs are used to develop a basic awareness of system 
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RESPONSE TIME, t 

TIME 

Fig. 6.6 Response to step input. 

performance because such responses are easily computed, but they do not 
unequivocally determine the best system. 

Another characterization of system performance is the steady-state error, 
the value of the difference between input and output ε(/) as t increases. From 
Eq. (6.3) and the final value theorem, this error is 

lim ε(/) = lim 
sR{s) 

o 1 + G(s) 
(6.4) 

This steady-state error is usually specified for open-loop transfer functions 
of particular systems subjected to the classical inputs of step, ramp, etc. The 
open-loop functions are themselves classified by "type" or the power to 
which the variable s is raised in the denominator of G(s). Examples of 
functions of types 0, 1, and 2 are shown in Table 6.2. 

The steady-state error of the type 1 system resulting from a ramp input is 
1 

lim ε(ί) : lim 
s 

1 + 1 
lim s + a 

> o s(s + a) + 1 
1 

s(s + a) 
and to a step input 

lim ε(ί) = lim 
s(s + a) 

o s(s + a) + 1 = 0 = 
Kn 

(6.5) 

(6.6) 

Table 6.2 Open-loop functions 

Type G(s) 

0 1/(ί + β) 
1 Ι /φ+6) 
2 (s + b)/s2(s + a) 
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Table 6.3 Steady-state coefficients 

System type 

0 
1 
2 
3 

Step 
u(t) 

KP 
CO 

CO 

CO 

Input 
Ramp 

/ 

0 
KD 
CO 

CO 

Paraboloid 
-t2 

0 
0 

Ka 
CO 

The constants Kp and Kv are called steady-state error coefficients and are, in 
this instance, \/a and oo. The steady-state error in response to a parabolic 
input is infinite, or Ka = 0. The steady-state error coefficients of various 
systems to the classical inputs are listed in Table 6.3. 

The pattern observed in Table 6.3 for a given type of system is a zero 
steady-state error up to a particular power of time as an input function. 
Then, a finite error is achieved and an infinite error is created by all of the 
higher powers of time as input functions. 

As opposed to transient or steady-state responses to impulse, step, or 
ramp inputs, a generalized steady-state response to an arbitrary input can be 
defined [16, Chap. 9; 77] as the system response after the transients have died 
out but before the steady-state value is achieved. The final value theorem 
states that 

lim f(t) = lim sF(s) (6.7) 
t - » oo .v -► 0 

if lim /(/) exists. A system's actuating error is given by 
/-►CO 

R(s) 1 + G(s) 

F(s) also represents the Laplace transform of the actuating error in response 
to an impulsive input. For a stable system, lim f(t) exists and F(s) can be 

I —* oo 

expanded in a Maclaurin c ■> ies about s = 0 as 

00 1 d" F(s) 
F(s) = F(0)+ Σ - Γ - Γ ^ | s" (6.9) 

„ = 1 n \ as s=o 

1 s s2 
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From Eq. (6.9), generalized error coefficients are denned by 

Kn n\ as i=o 

and the following definitions are normally used: 

Κλ = Kv x velocity constant 

K2 = Ka « acceleration constant 

For a given type of system, these generalized error coefficients are identical 
to the steady-state error coefficients defined earlier up to and including the 
last nonzero error coefficient. It is usually easier to derive the generalized 
error coefficients by this equivalence to the steady-state coefficients. Error 
coefficients of higher order can then be found by using Eq. (6.10). 

After initial transients have decayed, the generalized steady-state error for 
an arbitrary input is then 

R(s) sR(s) s2R(s) 
E^ = -^ + -JT + ~^~ + '" ( 6 · Π ) 

κ0 κυ κα 

or 

r(t) 1 ar 1 a2r 
«^X + K^ + K.^-·· (6-12) 

Equations (6.11) and (6.12) are identical for all time only if r(t) and all its 
derivatives are zero as ?->0+ (see the Laplace transform of df/dt). How­
ever, equivalence is not desired for all time, but only for time greater than the 
time it takes for the system transients to decay. Nonzero initial conditions 
contribute only to the transient response. 

Example 
The system shown in Fig. 6.3 has G(s) = K/s. Table 6.3 shows that the 

position error coefficient is infinite. The velocity coefficient is finite and 
nonzero and thus equals the generalized velocity coefficient. The velocity 
coefficient is the steady-state error resulting from a ramp input, R(s) = \/s2. 
As 

E^ = F(s) =
 s 

R(s) W s+K 

the error resulting from a ramp input is 

1 1 1 
lim ε(ή = lim sE(s) = lim = — = — (6.13) 
I -+ °o s -* 0 s -* 0 S + K K K„ 
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Higher coefficients are found by use of Eq. (6.10). Thus, 

1 1 d2 / s \ , - 1 
Ka 2ds2\s+KJ slo K2 

The error resulting from a general input, 

r(t) =α0 + αλί + a2t2 

after decay of transients is given by Eqs. (6.12-6.14) as 

(6.14) 

™-'iM'-h 
The exact solution of the same problem is 

1 
s(t)=a0e^' + ^(l-e-«>)+2^ t--(l-e-K') (6.16) 

The transient response can be associated with terms containing e Kt. 
Thus, for Kt > 3, Eqs. (6.15) and (6.16) are essentially identical. 

6.3 PROBABILITY AND ESTIMATION* 

Probability Distributions and Moments 
Often, the outcome of an endeavor is unpredictable and only the probabil­

ity of a particular outcome is known. For example, in throwing a fair die, 
one cannot state before the throw which number from one to six will appear 
on the top face. But, one can state that the probability of a two appearing is 
one-sixth or 

P{2] = 1/6 

Also, since a number from one to six must result and no other outcome is 
possible, there is a 100% probability that a number from one to six shall 
appear, or 

P{1 to 6} = Σ P{i} = 1 
i = 1 

Throwing a die is an example of an experiment resulting in a discrete set 
of outcomes, but many experiments have an infinite number of possible 
outcomes. For example, measurement of the voltage of a battery may yield 

*More detail can be found in Whalen [82]. 
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different results on subsequent experiments because of measurement noise. 
The absolute bounds on possible outcomes may be known, but the probabil­
ity of measuring any specific value is zero. Thus, if x0 and x, are the lower 
and upper bounds on the outcome, 

P{Xi] = 0 x0 < x, < x, 

P { x 0 < x < X ! } = l (6.17) 

The last formula is interpreted as the probability of measuring any x between 
x 0 a n d X[. 

A new quantity can be defined and related to the probability that the 
measurement results in any x between xa and xa + Ax where Δχ is small. This 
quantity is the probability density function p(x), 

P{xa<x<xa+Ax}=p(xa)Ax (6.18) 

where the tilde " ~ " denotes a random variable. In general 

P{xa <x<xh} = p(x)dx (6.19) 

In terms of a probability density, the outcome of the die experiment can 
be expressed as a sum of delta functions 

6 1 
P(x) = Σ 7 δ(χ - i) 

i=i 6 

A probability density observed in many experiments is the Gaussian distri­
bution 

p{x)=—^e-(x-^llal, |x|<oo (6.20) 
<2πσ 

Other distributions often observed are the Rayleigh 

p(x) = — e - -x2'2"2 0 < x < o o 
σ 

= 0 else (6.21) 

and the exponential 

1 
272 p(x) =-—e-xl^1 0 < x < o o 

= 0 else (6.22) 
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Even though the actual outcome of an experiment cannot be predicted, an 
expected or mean value (or first moment) can be defined as 

E{x] xp(x) ax (6.23) 

This expected value may never occur in N attempts of the experiment, but, 
presumably, the sample mean will, in most cases, eventually equal the ex­
pected value, 

l i m v Σ χι = E{*i 
N -> co 1V / = i 

(6.24) 

If an experiment has an outcome y, which is a function of a random 
variable x, or y =f(x), then the expected value of y is 

E{y} = f(x)p(x) dx (6.25) 

The probability density function associated with y can similarly be found 
to be 

p(y) =p(x) 
dx 
Ty 

when/(x) is single valued as 

p(y) \dy\=p(x) \dx\ 

(6.26) 

(6.27) 

In addition to the expected outcome of an experiment, it is desirable to 
have a measure of the expected variation in the output from the mean 
value. One measure of this variation is called the variance, second central 
moment, or covariance and is defined as 

Var {x} = E{(x - E{x})2} = E{x2} - E2{x} (6.28) 

In Eq. (6.20), the Gaussian distribution, it can be shown that σ2 is the 
variance on x and that x = E{x}. 

Finally, when an experiment is repeated N times, a joint probability can 
be defined that gives the probability of a specific set of the results of the N 
experiments. For example, the probability on the ith experiment that the 
outcome will result in x, < x, < xt + Ax is ρ(χ,) dx. The probability that the 
set x occurs for ./V experiments, where x = {xu x2, .. ., xN} and each exper­
iment is independent, is given by p(x) dx = ITf= , p(x,) dx,. 
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Maximum Likelihood Estimation 
If one assumes that a particular probability distribution is appropriate in 

a given experiment, then it is possible to estimate the parameters of the 
distribution with the data measured during the experiment. For example, if 
the Gaussian distribution is assumed to describe the distribution of the 
measurements, the distribution depends on two parameters—the mean x and 
the variance σ2. If the variance is assumed to be known, the resulting density 
depends on the mean or 

p{x\x)=—^e-(x-^i2"2 (6.29) 
'2πσ 

An estimate of x, depends on how the estimate is defined in terms of the data 
and a variety of approaches can be followed. The one considered here is the 
maximum likelihood estimate, denoted xMu a n ( i is defined as the value that 
maximizes the probability density given the measured data. Formally, 

dp(x\x) 
- ^ 1 | = 0 (6.30) 

OX x = xML 

In Eq. (6.30), x represents measured data. The density function is differen­
tiated with respect to the parameter to be estimated x and the derivative 
evaluated for various values of x. The value of x that causes the derivative 
to be zero, given the measured data, marks the maximum or most likely 
value of the density function. Hence, that value of x is the maximum likeli­
hood estimate x = xML. 

It is often easier to differentiate the natural logarithm of the density func­
tion. The maximum likelihood estimate is then 

— \£nP{x\d)\ | = 0 (6.31) 
tia a=aML 

Thus, if only one measurement is made and Eq. (6.31) is applied to the 
density of Eq. (6.29), then 

/ (x — x) 2 

(np(x\x) = ίη^/2πσ — - j — (6.32) 
Λ — 

— {^[p(x\x)]}=^^ = 0 (6.33) 

Thus, the maximum likelihood estimate is just the value measured 

xML = x (6.34) 
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Example 
A signal is measured N times, yielding N independent power readings. The 

probability density is assumed to be exponential. 
What is the maximum likelihood (ML) estimate of the average power of 

the signal? 
Solution: For the exponential density given by Eq. (6.22) with α = 2σ2, 

p(x\a) =~e~x/a 

a 

and the average value of x is a. 
The joint density is 

N 

p(x\a) = Π P(Xi\<*) 
i = 1 

Converting to natural logarithms and differentiating with respect to the 
unknown average value a yields 

δ _ Ν δ 
δοί i = ! da 

N 

Σ 
i = 1 

M 
Setting this sum equal to zero and solving for a yields the ML estimate of 

a as 

1 ΛΓ 
aML = T ; L xi 

6.4 ELECTROMAGNETIC RADIATION 
AND ANTENNA PATTERNS 

Numerous texts on electromagnetic theory [34, 65, 84] show that the 
electric field radiated from a volume-current distribution J(r'), at a great 
distance from the source, in the Fraunhofer or the far zone, is given by 

= . n -]ωμ [J-(J ■ r)f\e +ikr fdv' e— (6.35) 

In Eq. (6.35), k = 2π/λ and the distance r at which the field is evaluated is 
such that r P 2D2ß, where D is the maximum dimension of the volume V 
containing the source. The vector r to the field point is given by f = rr. 

Similarly, if the tangential electric field is known over the surface of a 
half-space (e.g., the x-y plane), the electric field radiated in the + z direction 
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by the sources in the — f half-space producing the tangential field E is given 
by 

2π 
V x [z x E(F')] e~rz—r^ dS' (6.36) 

If, as usual, one assumes that z x E is nonzero over only a finite region 
of the x-y plane, then the far-zone radiated field is approximately 

m*{ fx(zx E)eikr edS' (6.37) 

Example 
Find the electric field radiated by the current element 7 = χΙΑί S(F') dV. 
Hint: It is often essential to express the unit vectors in one coordi­

nate system in terms of the spherical unit vectors. From Ref. 34 (p. 40), we 
have 

x = f sin Θ cos φ + ff cos Θ cos φ — φ sin φ 

y = f sin Θ sin φ + ff cos Θ sin φ + φ cos φ 

z = r cos Θ — ff sin Θ 

Solution: Using the above unit-vector relationships, the intergrand in Eq. 
(6.35) can be expressed as 

J — ( / · f)f = ΙΔ{ S(r') dV'[ff cos Θ cos φ — φ sin φ] 

Equation (6.35) can then be integrated to yield the electric field 

)(ομ e ~'kr * 
E(r) = —-— IM [Θ cos Θ cos ψ — φ sin φ] 

4π r 

In the far zone, the electric field has a negligible radial component and 
varies as e ~Jkr/r. The radiated field can always be divided into two orthogo­
nal components as 

E=(E-e*)e„+(E-e*)ep 

= Enen + Epep (6.38) 

The component E„ is the nominal or working polarization, and Ep the cross 
polarization as 

e„ ■ e* = 0 (6.39) 
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The power PR radiated by the antenna must equal [34, Chap. 5] 

C \E\2 

(6.40) 

where η = y/μ/ε is the wave impedance of the space into which the antenna 
radiates. 

From Eq. (6.38), the radiated field can be expressed in terms of a single 
polarization h as 

£ = --E„ e +^e 
"^ F p 

A . ^ p A 

e" ~En
e" 

e +^e 
" ~ r· P 

ί-Ίι 

E(f)h (6.41) 

in which both the scalar E(r) and the unit vector £ are generally complex. 
Proceeding further, the scalar E can be written 

E(r)= ~g(e^)e~^ (6.42) 
\j 2π r 

Inserting Eq. (6.42) into Eq. (6.40) results in the requirement 

|g(0, φ)\2άΩ = 4π (6.43) 

Thus, subject to Eq. (6.43), in general the field radiated by an antenna can 
be expressed as 

E(F)= ψ — Ε{θ,φ)£ 
\ 2π r 

(6.44) 

Since the antenna gain GR is defined as actual power density over the 
power density from an isotropic source, 

Οκ = \Ξ(θ,φ)\2 

From Eqs. (6.42) and (6.41) 

(6.45) 

e„ + - 2nr2 \gW, Ψ)\2 

Using Eq. (6.39) yields 

\g(0,<P)\2 = 2-^{\En\2 + \Ep 
rRH 
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which in light of Eq. (6.42) can be expressed as 

\g(0,<p)\2 = \g„(e,<p)\2 + \gP(e,<p) (6.46) 

The total gain is the sum of the nominal and cross-polarized gains. 
A Gaussian-shaped radiation pattern has been used extensively here be­

cause of its analytic simplicity; but, to determine its range of usefulness, the 
Gaussian pattern must be compared to more realistic patterns. The patterns 
considered are the sin xjx pattern resulting from a uniformly illuminated 
rectangular aperture and the Jl(x)/x pattern created by the uniformly illumi­
nated circular aperture [34]. 

The rectangular aperture, shown in Fig. 6.7, of length D g> λ creates an 
electric field variation in the x-z plane given by 

m = 
. fnD 

λ 

(6.47) 

The 3 dB beamwidth of the rectangular aperture is given by 

% = 2.78 
%D 

(6.48) 

permitting expression of Eq. (6.47) in terms of the 3 dB beamwidth as 

gm = 
sin 2.78 — 

V 03 

2.78 
Θ 

(6.49) 

Fig. 6.7 Geometry of rectangular aperture. 



ANALYTICAL AND ENGINEERING TOOLS 181 

1 .0 

< o 
ω 
< 
EH 
IJ o > 

0.5 . 

1 .5 • 5 1 .0 
NORMALIZED BEAMWIDTH, X 

Fig. 6.8 Comparison of Gaussian pattern and pattern from rectangular aperture. 

The variation of the electric field for the Gaussian pattern can be written as 

ga(0)=e (6.50) 

These two patterns, plotted in Fig. 6.8, are almost identical out to one-half 
beam width. 

The field radiated from a uniformly illuminated circular aperture of di­
ameter D, which is many wavelengths in size and in the x-y plane, is given 
by 

4 
m=2-

λ 

Ύ 
(6.51) 

In this case, the 3 dB beamwidth is 

= 1.02 

resulting in a gain expression 

D 

7, 3.2 

(6.52) 

£(β)=2 (6.53) 
3.2-

The Gaussian pattern is compared with the radiation from the circular aper­
ture in Fig. 6.9. Again, very good matching is apparent out to one-half 
beamwidth. 



182 RADAR ELECTRONIC WARFARE 

1 . 0 

ω o 
j o > 

0.5 -

. 5 1.0 1 .5 
NORMALIZED BEAMWIDTH, X 

Fig. 6.9 Comparison of Gaussian pattern and pattern from circular aperture. 

As a final comparison, the slope of the circular aperture power pattern 
(G = g2) and its gain relative to the peak gain are tabulated in Table 6.4. 
Also tabulated are the same quantities for a Gaussian pattern. The slope 
function is defined as 

k = 

and the loss function 

U = 

03 dG . 
<7(03) ~άθβίθ3 

G(0) 

2 

dB 

Again, excellent agreement is apparent. 

(6.54) 

(6.55) 

Table 6.4 Comparison of error slope and loss coefficients of 
circular aperture pattern and Gaussian pattern 

Θ 
θ~3 

0.1 
0.2 
0.3 
0.4 

Circular 

K 

0.523 
1.05 
1.607 
2.209 

Lk 

0.23 
0.91 
2.06 
3.7 

K 

0.55 
1.10 
1.66 
2.216 

Gaussian 

Lk,AK 

0.24 
0.96 
2.17 
3.85 
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Problems 
6.1 Determine the stability of the control loop shown below by both a Bode 
plot and a Nyquist diagram. 

Sffi-L K ( s + io ) 
2_ 

S2U) 

2ω„ = /κ 
2 

Assume the double pole of the open-loop transfer function, which occurs 
at s = 0, is not in the right-half s plane. 

6.2 For the servo of problem 6.1, show that the first four generalized error 
coefficients are 

K0 =oo, Kv = oo, Ka = K, K3= - Ki/2/2 

6.3 Show that the impulse response of the servo of problem 6.1 is 

y(t) = 2^K e-^K'-Kte- >/*' 

6.4 Assume a random variable x has a Raleigh distribution. Show that the 
expected value of and variance of x are 

Elx) \\o, Var{*} = (2 -^V 2 

6.5 If the input to the servo in problem 6.1 is 

x(t) = at7', / > 0 

= 0, f < 0 

show that the generalized error for t > 0 is 

6a ( 2 
6(0 = x(i) -y(t) = — U--j= 

6.6 An array antenna is formed from two short dipoles with equal current 
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as shown in the sketch below. 

£ J-pIAioir-dxJx 
J2=IAje6(?+dx)x 

The nominal, or working, polarization is taken to be the polarization of the 
wave radiating along the y axis. Compute the voltage received if the incident 
field is Et„ = Ein0. 

Assume the received voltage to be given by 

where Ea is the radiation pattern of the array. 

6.7 Show that the voltage received in problem 6.6 is maximum in the 
direction Θ' = +φ', when θ = π/2 + Θ' and φ = π/2 + φ' are substituted into 
the solution of problem 6.6 to describe the antenna response near the y axis. 
Assume k άφ' <ξ 1. 

6.8 Repeat problem 6.6 with the current elements oriented in the z direc­
tion and Ein — Ein$. Note how your results depend on the definition of the 
coordinate system and the definition of crossed polarization. 



7 
ANALYTICAL MODELS 

OF TRACKING RADARS 

Before the effectiveness of an ECM technique against a tracking radar can 
be assessed, the performance of the radar in the absence of ECM must be 
determined. One approach to this determination of radar performance is to 
develop an analytical model of the radar and then to attribute the capability 
of the model to that of the actual radar. Such models often provide an insight 
into a radar's weaknesses and are much cheaper to use in analytical experi­
ments than the actual radar. However, any cost-effective model is always 
limited in the scope of the conditions that can be represented and, since these 
conditions are not always obvious, hardware tests are desirable for verifica­
tion of the model analysis. Some simple radar models are described in this 
chapter; the response of the same models when subjected to ECM signals will 
be analyzed in later chapters. 

A tracking radar can be divided into two functional parts. The first part 
estimates the position of the target within the resolution cell of the radar. For 
example, it estimates the target angle relative to the present track axis of the 
antenna by scanning the radiation pattern or by using monopulse tech­
niques. The second part of the radar centers the radar resolution cell on the 
target, typically with the aid of servomechanisms. Although this discussion 
emphasizes models of radars capable of tracking only single targets, many 
elements of these models are relevant in analyzing "track-while-scan" radar 
systems capable of tracking multiple targets. In either situation, radar track­
ing is the repetition of the functions performed by these two radar elements: 
estimating and repositioning. 

The result of radar tracking is an estimate of target position in a fixed 
frame of reference, as shown in Fig. 7.1. The angle and range estimates of the 
target are 6T and RT, respectively. The estimated angle of the target is the 
tracking axis of the radar antenna. The estimated range of the target is the 
position of the center of the range gate. A Doppler radar estimates the target 
velocity rather than the range. 

The radar model shown in Fig. 7.1 is expanded into a block diagram in 
Fig. 7.2 to show the relationship between estimates of the angle and range. 
The RF/IF section merely amplifies the target return to a useful level. The 
range-error detector estimates the target position in a range relative to the 
current center of the radar range gate. The range-gate servo centers the range 
gate on the target, and thus maintains the target return within the range gate. 

185 
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TARGET 
LINE-OF-SIGHT' 

TRACK AXIS 

ΤΛ Θ LA 
REFERENCE 
DIRECTION 

T bU RADAR 

Fig. 7.1 Estimates from model of radar. 

If the target return is not within the range gate, the angle detector will not 
have a signal to process. Likewise, the angle detector must provide an error 
voltage to the angle servos, repositioning the antenna boresight on the 
target, or the receiver and range gate will not have a signal to process. The 
approach to analysis of radar tracking used here is to model estimates of the 
angle (or range) under the assumption of perfect range (or angle) measure­
ment. Specific mechanizations of estimators will be analyzed and then gener­
alizations made by recognizing that each mechanization is an approximation 
to the maximum likelihood estimator described in Chapter 6. 

The problem of analysis can be simplified by assuming that estimation of 
the angle or range of the target relative to the center of the resolution cell is 
developed instantaneously in comparison to the response time of the servo 
controlling the antenna boresight. Under this assumption, a tracking radar 
can be modeled as shown in Fig. 7.3, if the radar receiver (RF/IF plus AGC) 
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Fig. 7.2 Basic elements of tracking radars. 
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Fig. 7.3 Model of radar angle tracking loop. 

and ranging circuits are working properly. In Fig. 7.3, the actual tracking 
error Θτ is related through the constant KD to the error voltage ε whenever 
the noise n developed in the front end of the receiver is zero. In such a model, 
even though estimation of the range or angle of the target with respect to the 
current center of the range gate or tracking axis is not required due to the 
absence of noise, the process of developing these errors is referred to as 
estimation. If the range and angle of the target are random processes, the 
radar (receiver plus servo plus antenna) still must estimate these parameters. 
Such a model has only a limited range of validity, but it provides a useful 
first-order analysis. 

7.1 ANGLE ESTIMATION BY CONICAL SCAN 
Since the principles of operation of a conical scan radar such as that 

shown in Fig. 7.4 were discussed in Part I, this section will focus on a 

r" 
TRANS­
MITTER H RANGE 

ERROR 
DETECTOR 

€H8HZHsfe 

RANGE 
SERVO 

Fig. 7.4 Conical scan radar components. 
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TARGET 
PATH OF 
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SCAN _ TRACK 
AXIS ~ AXIS 

Fig. 7.5 Motion of beam maximum. 

mathematical analysis relating the tracking error 9T to the error voltage ε. 
The analysis is on the following assumptions: 1) a continuous (i.e., CW) 
signal is transmitted and 2) with perfect isolation in the circulator, the signal 
received is modulated in amplitude by the scanning of the antenna. 

The maximum gain point of the antenna scans the circular pattern shown 
in Fig. 7.5 with the noted zero time reference. Figure 7.6 shows the antenna 
radiation pattern at two instances of time separated by one-half the scan 
period Ts. Also shown in Fig. 7.6 is the variation of the received signal in 
time, which is analyzed in this chapter for small tracking errors (θτ/θ3« 1) 
and in later chapters for large angular errors. 

Let GR(9) define the power gain of the radar antenna as a function of angle 
from the direction of maximum gain. The power received from a target of 
constant cross section at a fixed range is then 

στλ 
(4n)3R 

PRG2
R = K]PRG2

R 

The amplitude of the received voltage | Vr | will be proportional to the square 

SCAN AXIS 

BEAM POSITIONS 

Fig. 7.6 Generation of error signal. 

t=0 T 2T 
ENVELOPE OF RECEIVED SIGNAL 
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root of the power; thus, 

\Vr\=^2Pr=^2PRK{GM 

Prior to its normalization by AGC mechanisms, the RF or IF signal can be 
written as 

Vr(t) = J2PRKfiMtYGT,<PT]coscoIFt (7.1) 

explicitly showing the time variation induced by scanning of the antenna. 
From Fig. 7.5, the law of cosines, and the assumption that (θτ/θ8)2« 1, it 
can be shown that θ(ή « 9S — θτ cos(cost — φτ). Use of this result in a 
two-term Taylor series expansion of GR(6) about Θ =9S yields 

dG* 
dö e = es 

aGj, 
άθ o = os 

Defining an error slope coefficient [16, p. 268] by 

GR(6) = GR(0S) 

= GR(0S) 

(Θ - θ5) 

0Tcos(wst — φτ) 

Air , , I (7.2) 

the IF signal can finally be expressed as the simple amplitude modulated 
signal 

Vr(t)=J2PRKlGR(es) l + ^ - c o s i w , / - ^ ) cosa>/Ft (7.3) 

If it is assumed that the AGC system adjusts the average amplitude of the 
IF output signal to V0, the IF signal spectrum takes the form shown in Fig. 
7.7. 

Φ) 
IF 

<p = 0 

'- W 
WIF+ ( Üs 

Fig. 7.7 Spectrum of CONSCAN radar IF amplifier output. 
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Fig. 7.8 Error voltage generation. 

Having assumed a CW transmitted signal, the range gate and sample-and-
hold circuit are unnecessary and are thus ignored. As small angular errors 
and (kßr/93)2« 1 are also assumed, an envelope detector output Vx{i) can 
be approximated as 

Vl(t)=K\Vr(t)\*V0 
, kßr , 1 +—— cos(cus/ 

#3 
Ψτ) (7.4) 

where K is the gain of the IF amplifier. 
The scan filter passes the component of the detected signal at the scan 

frequency. This component is mixed in the angle error detectors with a 
reference signal derived from the antenna scanning mechanism. The low-fre­
quency mixer products are the error signals that drive the antenna servos and 
are expressed in Fig. 7.8. 

As shown in Fig. 7.5, the angular tracking error in azimuth θαζ can be 
expressed as θαζ = θτ cos<pT. Similarly, Qel — θτ sin<pr. The error voltages 
driving the antenna servos are related linearly to the angular error, provided 
V0 is held to a constant value. If V0 is constant, the linear model outlined in 
Fig. 7.3 is valid with the radar receiver replaced by the constant KD = 
V„(ks/e3) volts/radian. How the radar AGC circuit maintains a constant 
value of the average detected IF output voltage is quite important and is 
discussed in the next section. 

A Steady-State AGC Model 
The AGC circuit considered here is shown in Fig. 7.9 and analysis of this 

circuit is based on a study by Shustov and Vakin [4, p. 141]. The purpose of 
an AGC system is to maintain the amplitude of the signal at the IF frequency 
out of the IF amplifier at a specified level, no matter how large or small the 
received signal level is. Sometimes called signal normalization, this task is 
accomplished by varying the gain of the IF amplifier through the use of a 
control voltage Vreg. Typically, the control voltage is not applied until the 
output of the IF amplifier exceeds some minimum value in order that 
maximum IF amplifier gain is available for weak targets. Withholding appli­
cation of the AGC control voltage in this way is called AGC delay and is 
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Fig. 7.9 Circuit for automatic gain control. 

implemented via an AGC delay voltage. Such a delay in AGC implementa­
tion is not included in the present model, but it is considered in Chapter 10. 
Similarly, the relationship between the control voltage Vreg and IF gain 
K(Vreg) is normally exponential, but the linear relationship shown in Fig. 
7.10 is used here. 

The received signal in Eq. (7.3) can be expressed as 

V,{t) = Vm 1 + -—— costüsi 
#3 

cosco/Fi (7.5) 

where (keT/63)2 « 1 . If the corner frequency o)c of the low-pass filter in the 
AGC feedback loop is much less than the scan frequency, the voltage into 
the AGC amplifier Vc is approximately 

V = K(V W 
' c -*VV ' reg/ r mo 

where Vino is the square root of the power received from the target at 
the squint angle antenna gain. As Vreg = kgVc = kgK(Vreg)Vino and 
K( Vreg) = K0 — a. Vreg, the voltage used for the regulation and gain of the IF 
amplifier are the following functions of the amplitude of the received signal: 

K = 

^■g^o ^ ino 

1 +akgVino 

Ka 

1 +akgVino 

(7.6) 

(7.7) 

Gain 
K(V 

reg 

K(V ) reg K -a V reg 

Control Voltage 

Fig. 7.10 IF amplifier gain vs control voltage. 
reg 



192 RADAR ELECTRONIC WARFARE 

Use of Eqs. (7.3) and (7.6)indicate that the voltage driving the azimuth 
antenna servo can be related to the tracking error in angle and input signal 
level as 

K,yin 
*^ητ 

*-o' ιηο i ^ l ( i \ 
ks — COs((t)r) l+otk„Vin 

(7.8) 

Vino=J2PRK,GR{es) (7.9) 

The original reason for this analysis was to determine the conditions under 
which the relationship εα, = ΚΒΘΓ can be considered valid. Equation (7.8) 
shows that, as the power received from the target becomes infinite (assume 
Φτ = 0), 

ε„, = akge3 
θτ = VX 

Of 

yielding the following relationship between the actual gain of the radar 
model K'D and the input signal level: 

ε„τ — Kr - UT = K.DÖT (7.10) 

akt + Vin, 

The relationship expressed in Eq. (7.10) is plotted in Fig. 7.11, showing that 
the desired linear relationship is valid for ot,kgVino > 10. 

.001 .01 

RECEIVED SIGNAL, cxk V 
g inO 

Fig. 7.11 Normalized IF gain variation with input signal. 
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Analysis of Pulsed Signal 
A CW transmit signal has been assumed up to this point in this chapter 

and will be used extensively in later chapters. If a pulsed transmit signal 
had been assumed, the linear relationship of Eq. (7.10) between the error 
voltage and the angular tracking error would again result, provided that the 
range gate [or sample-and-hold (S&H)] was centered on and sampled the 
received pulses. The received CW signal Vr{t), given by Eq. (7.3), had the 
spectral components shown in Fig. 7.7 after IF amplification. The pulsa­
tions of a simple pulsed radar can be represented by the infinite sampling 
waveform, 

S(t)= Σ PAt-nT) (7.11) 
n = — oo 

where 

Pz{t) = 1 0 < t < τ 

0 else 

and τ is the pulse duration and T the pulse repetition interval. 
The received pulsed waveform is then 

V„(t) = Vr(t) 5(0 

which has the spectrum shown in Fig. 7.12 after an IF gain of K. As shown 
in Fig. 7.12, the spectral components are given by a sinx/x weighting of an 
infinite repetition of the nonpulsed spectrum. If τ « T and the envelope of 
Vr(t) changes slowly enough over the interval τ to be considered constant, the 

SCANNING SIDEBANDS 

,> / I F \ IF PRF * 
in -ω ωτ„+ω IF s IF s 

Fig. 7.12 Spectrum of pulsed, amplitude-modulated carrier. 
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sampled waveform from the detector is, from Eq. (7.4), 

CO 

Vu(t) = V,(t)Vs(t) * X Vx{nT)Px(t-nT) (7.12) 
n = — oo 

The range-gate and sample-and-hold circuits simply extend the duration 
of each sample Vx (nT) and present the following signal to the scan filter: 

CO 

V2s(t)= Σ Vx(nT)PT{t-nT) (7.13) 
n = — oo 

where 

PT (0 = 1 0 < t < T 

= 0 else 

The Fourier transform of this signal is 

. ωΤ 
sin — 

n co 
ν2ί(ω) = Τ — X Vl(nT)e-Jm'Te-jXüjTI2) (7.14) 

-* n — — oo 
ω 2 

This Fourier transform can be expressed differently, as a minor digression 
will show. If Κ](ω) is the Fourier transform of K,(i) and the Fourier trans­
form of a periodic sequence of impulses is [74] 

^ ( ί - « Γ ) « ^ ^ - « γ ) (7-15) 

then the Fourier transform of the product of the two signals that are func­
tions of time is 

νΜΣΚ-ηΤ) 

= Σν,(ηΤ)δ(ί-ηΤ)~^Σν>(ω-"γ) (7-16) 

If the left side of Eq. (7.16) is convolved with the pulse PT(t), Eq. (7.13) 
results. The Fourier transform of Eq. (7.13) must then be the product of the 
right side of Eq. (7.16) and the Fourier transform of a pulse 

sin(co772) ., _,,, 
PT(t)~T \ ' Je-^r'2> (7.17) 

ωΤ/2 
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Fig. 7.13 Spectrum at input of scan Alter. 

Another representation of the signal into the scan filter is 

Σ VMT)PAt -ηΤ)~2π ^ ™ e ~*<°™ Σ V>\ ω - n 

= V2s(a>) 

In 
Ύ 

(7.18) 

Each term of this sum is the spectrum of F,(/) weighted by 2nsin(coT/2)/ 
(ωΤ/2) and offset by an integer multiple οΐ2π/Τ, the radian pulse-repetition 
frequency. The spectrum presented to the scan filter is shown in Fig. 7.13. 

The scan filter input is very close to the input of the CW case as V2s (ω) 
is dominated by the terms near zero frequency. If the scan filter selects only 
the terms at the scan frequency, the output of the scan filter and the remain­
der of the analysis will be identical to that of the CW case. 

Conical Scan Squint Angle 
Two important characteristics of a conical scan radar are related to the 

squint angle of the antenna: the error slope coefficient and the crossover loss. 
A Gaussian-shaped antenna pattern is used to show the relationship. As 
shown in Chapter 6, such a gain function closely approximates either the 
more realistic sinx/x or J{(x)jx patterns, when both patterns have equal 
beamwidth and points within one-half beamwidth of the direction of maxi­
mum gain are compared. Of more importance here, the Gaussian function is 
analytically simpler to use. 

The Gaussian power gain is 

Giß) = G0e 

where 03 is the —3 dB beamwidth. 
The error slope coefficient is then 

- / ,«2(29/β3)2 (7.19) 

k, = %ίη2 :5.54 (7.20) 
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Fig. 7.14 CONSCAN error slope and crossover loss. 

The crossover loss LK is simply twice the difference between the peak gain 
(in dB) and squint angle gain as both the transmit and receive antennas are 
scanning. The crossover loss is essentially the signal power loss resulting 
from tracking the target at less than peak gain. For the Gaussian pattern, 
this is 

Lk = 20 log10 
G(0) 
G(0,) 

+ 24 dB (7.21) 

This error slope coefficient and crossover loss are plotted in Fig. 7.14 for 
6S < O.403; the results are almost identical to those found in Barton [16, 
p. 269] for a sinxjx pattern over this restricted range. 

The "optimum" squint angle can be assumed to be that which maximizes 
the ratio of the error slope coefficient to the square root of crossover loss. 
Such a maximization yields an optimum squint angle of 0,./03 = 0.425. 

CONSCAN Summary 
The operation of a conical scan radar can be analyzed with the aid of a 

relatively simple model that uses CW signals if the range gating and the gain 
control are functioning properly. Such a model can be modified to describe 
other types of radars and to analyze the effects of other signals on the radar. 
The azimuth channel of the proposed model is shown in Fig. 7.15. The 
voltage Vs(t) represents the signal transmitted by the radar and ^/σ the effect 
of the target cross section on the received voltage. The voltage gain variation 
with time of the CONSCAN antenna is g(t), the power gain varies as 
g2(t) = G(t), and g(t) is presumed to be a real function. The linear detector 
is shown in this model, but mathematical expediency dictates a square-law 
detector in later analysis. 
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Fig. 7.15 CONSCAN radar model. 

7.2 ANGLE TRACKING THROUGH SCAN 
WITH COMPENSATION 

A scan-with-compensation (SWC) radar consists of a conical scan radar 
with an additional receive channel and the circuitry by which an auxiliary 
signal is subtracted from the conical scan (main) signal. An analysis model 
for such a radar appears in Fig. 7.16. Of course, subtraction of the auxiliary 
channel can be implemented at other locations in the model, depending on 
the availability of various radar components. 

The primary advantage of a SWC radar, which cannot be appreciated 
until jamming is analyzed, is that the auxiliary channel (a mirror image of 
the main channel) can be used to cancel jamming common to both channels. 
For the present, it will simply be shown that Fig. 7.3 is still useful for analysis 
in the absence of jamming. The gain functions of the main and auxiliary 
antennas are assumed to be unbalanced as follows in order to determine the 
impact of any imbalance: 

gjj) = SOM 1 + —λ— cosoy 

(7.22) = goM{ 1 + mMcosa>st) 

gA(.t) =g„A\l 
k.Jr 

- cos«,t 

= &>,(( 1 -mAcosa)j) (7.23) 

MAIN 

V,(t) 

s* 
-*^2>-»{^}*{κΓ 

gjlt) ^—| ftGC [■ 

—*^2>* IF 

► & > * ■ ~ ■*■' 

COS cust 

Fig. 7.16 Scan-with-compensation radar. 
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If both AGC circuits generate the same average value out of the IF am­
plifiers, then it is easy to show that the error voltage is of the proper sense for 
good tracking (i.e., positive for positive errors in angle) and is given by 

'2mM/(\+m2
M) mM-mA 

1 -(mMmA/2) 
(7.24) 

Since the antenna gains have been linearized, validity requires mM and mA 
to be much smaller than 1, resulting in 

taz=\(kSM+kSA)e-f (7.25) 

The SWC radar receiver can thus be modeled by the single block in Fig. 
7.3 with KD=(kSM+kSA)/203. 

7.3 ANGLE ESTIMATION BY MONOPULSE RADAR 
A monopulse radar is capable of estimating the angular position of a 

target relative to the direction of the main beam of the antenna and the 
target range on a single pulse. Hence, the name monopulse. Many separate 
estimates are usually averaged together, typically through the radar tracking 
servos, as any estimate made from a single pulse may be grossly in error due 
to wave interference effects caused by extended target or ground scattering or 
just receiver noise. Still, a monopulse radar provides an estimate of the target 
position on a single pulse, whereas a scanning radar requires at least one scan 
(composed of many pulses), and usually more than one scan, to establish an 
AGC level prior to angular estimation. 

Discussion of monopulse angle tracking will be approached here in a 
stepwise fashion (range tracking is similar in all radars). Consideration will 
first be given to tracking in one plane (either azimuth or elevation) by a 
variety of monopulse implementations, with the focus on one type of 
monopulse: amplitude sum-difference. The discussion will then follow the 
model used by Rhodes [25] to briefly examine the various categories of 
monopulse radar. Finally, this section will address monopulse angle tracking 
in two planes and analyze a two-channel monopulse. 

Angle Estimation in One Plane 
Sensing the Angle of Incidence. The two squinted antennas in Fig. 

7.17 have phase centers separated by a distance d. The signals received from 
a source at an angle θτ relative to the reference direction are 

;;, = Ag(es - eT)cos((ot + φ) (7.26) 

v2 = Ag(0s + eT)cos(a>t - φ) (7.27) 
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g(6 +Θ) s 
Fig. 7.17 Separated, squinted antennas. 

s=d s in(6 ) 
nd . 

<P= ^ _ s i n e
T 

where A and ω are the amplitude and radian frequency of the incident signal, 
respectively. 

If the antenna separation is zero, then the phase centers of the antennas 
coincide and the angular offset of the target is contained in the amplitudes of 
the received voltages. Alternately, if the squint angle is zero, the gain functions 
are identical and the angle of the source from the reference direction is 
contained in the phase difference between the voltages i>, and v2. 

Amplitude Sensing -Amplitude Detection. With the antenna separation 
set to zero, the amplitude detection circuit shown in Fig. 7.18 can be attached 
to the antennas to develop a voltage proportional to the angle between the 
target and the reference direction (i.e., the antenna boresight). In computation 
of the error voltage, the notation \vx\LP means ;;, is envelope detected in the 
log IF amplifier and is then low-pass filtered. The error voltage is 

e = log|i?1|L/,-log|i)2|z.,, = log 
v2 

(7.28) 

Since the antenna signals are in phase, 

V] = Ag(6s - 0r)coscai (7.29) 

v2 = Ag(6s + 0r)coscor (7.30) 

For small angular errors, the variation in the antenna gain with the angle can 
be approximated as linear 

\vt\LP = Agtfs - 0r) *g„A(\ + k9T) (7.31) 

\v2\LP=Ago(l-keT) (7.32) 



200 RADAR ELECTRONIC WARFARE 

V A 9 ( V V 

'V2=Ag(es+eT) 
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Fig. 7.18 Amplitude-amplitude monopulse. 

resulting, ideally, in an error of 

ε = log \ + k6J x log(l - 2k0T) χ^-θτ l-k67 2.3 
(7.33) 

Note that the signal has been normalized through subtraction of the loga­
rithmic voltages. 

Following the approach of Leonov and Fomichev [26, p. 253], one can 
show that any mismatch of the channel gains results in an angle bias error. 
Consider the same monopulse with unbalanced log IF gains shown in Fig. 
7.19 and Gaussian antenna patterns. Assume the conditions θτ « 6S < θ3/2 
and that the gain in the transmit pattern is constant with the angle. Relative 
to their maximum, the individual patterns are 

g(6) = Gaussian = JG^-2^0^"2 (7.34) 

Ag(9 - 9 ) y s T 

c« 
r" 

/^2 = A g ( 8 s + C V 

LOG IF 

LOG IF 

y i 

y 2 

= K i l o g l v i l L p 

1 

n t =yi~y* 
T I 

■^„loqUI 
2 " ' 2 ' LP 

Fig. 7.19 Amplitude-amplitude monopulse with unequal gains. 
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The radar will point at an angle at which ε = 0, 

ε = 0 = y{ — y2 = Κ^ηυλ — K2inv2 = < 
or where 

üf1 =V%2 

(7.35) 

(7.36) 

Inserting Eq. (7.34) in Eq. (7.36) and ignoring terms Θ2
Τ relative to Θ2 yields 

A0JG0 exp 2tn2 
θ2-2θβΓ 

= <A0%/G0 exp — 2Λ«2 
Θ2 + 20,0, 

Combining comparable terms 

Ίί ηΊ \A0yfG0exp 

and defining 

ΑΊ — κ2 
exp( - 4 < ? * 2 - | / 

K2 + K, 

κ2 
k = 4lj±\S«2 

yields 

and finally 

A_(AjG0e -ke^)K*g-"] = -k-fK2(l+g) 
03 

θτ_ - ( g - 1 ) 
#3 (g + 0 * ' 

(A0jG~0e-ke*l2ei) (7.37) 

Thus, the boresight is driven off the target in order to make the error 
voltage zero. 

Phase Sensing-Phase Detection. Similarly, separated antennas and a 
phase detector can be used to extract the source angle offset, as shown in Fig. 
7.20. The received voltages are now 

(7.38) 

(7.39) 

νλ = A cos(cu/ + ψ) yx= ^J2cos(co? + ψ) 

v2 = A cos(coi — φ) 

y2 = ,y2 cos ( cot — φ — — ) = y/2 sin(cu? — φ) 
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Fig. 7.20 Phase-phase monopulse. 

and the error voltage can be easily computed as 

Λ = J1J2 = sin(2cui) + sin( — 2ψ) 

ε = (y?)LP = — sin2tp K — 2ψ « —kdOT 

(7.40) 

(7.41) 

Again, a bias error can exist in a less than ideal system. If the phase 
shifter (or limiter or anything else) introduces a fixed phase error ξ, then 

(7.42) 

y2 = ^/lcos\ a>t — φ —- — ζ I (7.43) 

Ji = -v/2 cos(cu/ + <p) 

2 cos ( ωί — φ — — — ξ 

The error voltage is computed to be 

>>3 = 2 sin(co? — φ — < )̂cos(o»? + φ) 

= sin(2cai — ξ) + sin( — 2φ — ξ) 

ε = ( j 3 )z.p = sin(-2<p - ξ) 

Again, the servo will stop where ε = 0 or when 

2φ = kd sinöj- = — ξ 

and will result in a bias error 

1 « * 7 7- = sin Α:ύ? 

(7.44) 

(7.45) 

(7.46) 

(7.47) 

(7.48) 

Sum-Difference Detection. The most common monopulse system, 
shown in Fig. 7.21, can be either amplitude or phase sensing. The error 
voltage will be derived here as a function of signal level and angular offset, 
following the approach of Shustov and Vakin [4]. If 0V = 0, ψ0 = π/2, and 
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9ies-e) ν Δ , >Ψ„ 

Fig. 7.21 Sum-difference monopulse. 

d Φ 0, the radar is phase sensing and sum-difference detection; but if 0S φ 0, 
φσ = 0, and d = 0, the radar is amplitude sensing with sum-difference detec­
tion. Shustov and Vakin considered reception only in a jamming environ­
ment in which jamming signals dominate over target variations caused by the 
transmit pattern. The target tracking case yields similar results near the 
track axis where the sum pattern is approximately constant. The received 
voltages are 

ί>Σ, = ΐΊ ±ν2 

= A[g(6s — 0T)cos((ot + ψ) ± g(6s + 0r)cos(cu/ — φ)] (7.49) 

where φ = kds\n0T (k = 2π/λ). 
To simplify the analysis, complex signal notation is employed. Let 

Re{K,e-" Vx=Ag(es-eTyv = AgieJ· 

v2 = Re{ V2ejw'} V2 = Ag2e ~ίφ 

(7.50) 

(7.51) 

Then, out of the IF amplifiers, the signals are 

V^o = KT{V, + V2) = tf^fc.e* + g2e -») 

VAo = e - ^ ^ ( K , - V2) = KAA(g]e .ΙΨ _ g2g -ivy -M'„ 

(7.52) 

(7.53) 

where φ '„ = ψ0 + ψΈ — φΔ, φ0 is the difference channel phase shift, and 
(ψτ. — <PA) the phase shift difference between Σ and Δ channels. Let the IF 
channels be matched in phase, φΔ = <ρΣ. 

From the AGC analysis of the CONSCAN radar, the IF gains are related 
to the input sum voltage as 

Ky κΛ = 
K„ 

1 +αΛΑ|ι;Σ.| 
(7.54) 

but now the control voltage can be the instantaneous sum channel output. 
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- D < P i 

Fig. 7.22 Sum channel input voltage. 

This sum input voltage can be visualized with the aid of Fig. 7.22. As 

then 

where 

"Σ, = Re{A(gie» + g2e -*>*»" '} 

A\gleJ* + g2e-

(7.55) 

(7.56) 

Finally 

gi=g(Ss + 0T) 

KJ = A%/S\ +gl + 2g,g2cos2(p 

(7.57) 

(7.58) 

The phase detector output after low-pass filtering is the error voltage, 

e=±Re{VzoVto} (7.59) 

e = ^-4^ Re{(g}e» + g2e -^)(g,e -** - *·> - g2e** + *.>)} 

ATM2 

fe? - ^i)cosi/'0 + 2g,g2sin2<psini^0] (7.60) 

Incorporating the IF gain from Eq. (7.54) results in 

K2
0A2 (g2 -g2

2)co^0 + 2^,g2sin2<psini//0 

2 (1 + <xkgAjg2 + g2
2 + 2g,g2cos2cp)2 (7.61) 

which is identical to Eq. (4.9) of Shustov and Vakin [4]. 
For the amplitude sensing monopulse, φ = ψ0 = 0 and the error voltage 
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becomes 

KlA' (g2-gl) 
ε = ; [l+akgA(gl+g2)]2 

Continuing to follow Shustov and Vakin, let 

KlA2 Kl 
μ = akgA 

Then the error voltage is 

K, pd 2μ2 2a2k2
g 

ß2Kpd(g'-gi) 
[ l + M s , + g 2 ) ] 2 

which, as the received signal increases, becomes 

U - gi^ ε=Κ, pd 
gl + gl 

(7.62) 

(7.63) 

(7.64) 

(7.65) 

Equation (7.64) is plotted in Shustov and Vakin [4, p. 183] and reproduced 
here as Fig. 7.23 for Kpd = 1 and for a sinx/x pattern. 

In Fig. 7.23, 

(7.66) 

where D is the aperture diameter and 03 the beamwidth of each horn. In Fig. 
7.23, note the many stable tracking points and the width of the main tracking 
region in beamwidths Δ 0max, which is approximately 203 for large signals. 

T.Q 

-2.0 + 

Fig. 7.23 Error voltage vs angular error for sin xjx pattern, 

Θ/Θ =1/3 s i 
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μ=100 

e Λ> =1 /3 
S J 

Fig. 7.24 Error voltage vs angular error for Gaussian pattern. 

Figure 7.24 shows the error voltage vs angular error for a Gaussian 
pattern 

g(0) = JÖ& -v-wep = goe-^eie^ (7.67) 

WtihKpd= 1 and k{ = 1.3863. 
The two antenna voltage patterns are 

g\ = go exp 

g2 = go exp 
'3 " 3 

(7.68) 

(7.69) 

The coefficient KD, relating error voltage to angular error near the bore-
sight, is important because it controls the speed of the servo response. This 
coefficient is given by 

KD = 
de 
döslo (7.70) 

Using Eq. (7.64), 

άε 
4μ2Κριβ{θ5) *l I 

döe' (7.71) 
άθβΐο [1+2^(Ö S ) ] 2 

For the Gaussian pattern of Eq. (7.67), this coefficient, normalized by the 
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Fig. 7.25 Error slope coefficient vs signal level. 

To-

beamwidth, is 

K, 
^2Kpilg2(0s)2U2 

[l+2/^(0s)] : (7.72) 

which is plotted in Fig. 7.25. 

Theory of Monopulse 
Three different monopulse angle sensors have been described and other 

monopulse variations will be discussed in later sections. It is desirable to 
explain a fundamental theory of monopulse in order to gain a better under­
standing of the many variations. Such a theory was proposed by Rhodes [25] 
and later expanded by Leonov and Fomichev [26]. Rhodes postulated three 
principles of monopulse and organized all existing monopulse radars into six 
classifications. Leonov and Fomichev showed that Rhodes' postulates lead 
to nine classifications. Rhodes' postulates will be discussed using the previ­
ously described radars. 

The first radar considered used amplitude sensing and amplitude detec­
tion. The error voltage resulting from an angular tracking error θτ appeared 
as 

g(es-eTy 
gWs + Or) gb(0r) 

(7.73) 

where ga(0) = g(es). The function g(0) is the voltage gain of either antenna 
when it is not squinted. As shown in Fig. 7.26, gjß) and gb(ß) are the 
squinted pattern gains. If odd symmetry is required [i.e., g„(0) =g*( — Θ)] in 
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Fig. 7.26 Amplitude monopulse patterns. 

the patterns about 0 = 0 , then 

e='«-¥^='«p(e) 
gai-V) 

(7.74) 

The error information appears in the form of an amplitude ratio ρ(θ), which 
can also be called a multiplicative ratio, rjfi) if 

rjfl)=m = 

since 

U 0 ) » - m ( - e ) = p ( 0 ) p ( - 0 ) = l = 

gai-θ) 

ga(B) gJL-θ) 
8a(~ff) gM 

(7.75) 

(7.76) 

In the second or phase sensing radar, the error information can again be 
expressed as a ratio. Using complex signal notation and the antenna pat­
terns shown in Fig. 7.27, the received voltages are 

νλ =Acos(o)t + φα) = g(e)Re{eJO}'ej'p''w} 

?;2=g(ö)Re{e>V*,*(8)} 

(7.77) 

(7.78) 

g ( 9 ) g ( 9 ) 

Fig. 7.27 Phase monopulse patterns. 
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A limiter in the receiver forces the amplitude of each channel to unity 

yl = Re{e*a" + '>'°)} (7.79) 

y2 = Re{eJ(o" + φ»- π/2)} (7.80) 

and one channel is phase shifted by 90 deg. 
If a phase detector followed by a low-pass filter is used to extract the error 

voltage, then the error voltage is 

ε = Re{yiy%} = Κε{εΛφ- -φι> + π/2)} 

= cos ί ψα - q>b + - j = - sin(<pa - <p6) 

= - I m f — (7-81) 
eJ<Pb 

Requiring φα(θ) = — <ph{ß) = — φα{ — Θ), a multiplicative ratio rjß) can be 
defined as 

r ^ = ^ ϊ ^ = εΛφΑΘ) -φΛ~θ)] = em<n (7-82) 

sincG 
rJß)rm(-B) = \ (7.83) 

With the above concepts, Rhodes' three postulates of monopulse can be 
stated meaningfully as 

1. Angle information appears in the form of a ratio. For example, the 
multiplicative ratios formed by 

(a) Amplitude sensing: (b) Phase sensing: 

amplitude ratio phase ratio 

2. This sensing ratio for positive error is the inverse of that for negative 
error, 

rm{&) = 
rm( ~ Θ) 

3. The angle error is derived (detected) from the sensing ratio as a real, 
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odd function: 
(a) Amplitude 

ε = Og rjß) 

(b) Phase 

■lmrm(0) 

= logp(0) = sinO(0) 

Rhodes shows that the amplitude ratio ρ(θ) can be formed even if phase 
sensing is used. An example is shown in Fig. 7.28. 

According to Rhodes, four forms of monopulse can be distinguished by 
the method of detection and the method of sensing. Rhodes called the form 
with amplitude detection and either amplitude or phase sensing class II and 
the form using phase detection with amplitude or phase sensing class III. 

Only multiplicative ratios have been discussed. Rhodes showed that a 
more desirable additive ratio can be derived by sum-difference processing 
either amplitude or phase sensing antenna outputs. For example, the addi­
tive ratio for amplitude sensing antennas is 

<(0) = 
g„(0) - g„(0) = gM - ga( - Θ) _ godd(fl) 
ga(S) + gt(ß) gM + gJi - Θ) geveM 

(7.84) 

The three postulates of Rhodes are still satisfied if inverse is defined as the 
operation that produces the identity element (i.e., in matrice theory 
AA ~ ' = / ) and the identity element is defined as one for multiplicative ratios 
and zero for additive ratios. Thus, 

rjß)rj ~ Θ) = 1 

rjß) + rA{ - Θ) = 0 

(7.85) 

(7.86) 

This additive ratio can be derived from the multiplicative ratio rm(9), Eq. 
(7.75) as 

rAW = 
rjß) ~ 1 
rjß) + 1 

(7.87) 

_ . 2 (cos<p+sin<p)=g(-0)_ 
2smq> , —— log 

! ) „-a* 2 (cos<p-sir«(p)=g(6) log 

Fig. 7.28 Phase sensing and amplitude detection. 
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The target angle is embedded in this additive ratio and its recovery 
requires sum-difference detection (an example of this is shown in Fig. 
7.21). Sum-difference processing is often preferred because no angle bias 
results from drift in the active IF components. 

Six types of monopulse result, as defined by the method of angle sensing 
and the method of angle detection. These six are tabulated in Table 7.1, in 
which the first symbol relates to the method of sensing and the second 
symbol to the type of detection. 

Table 7.1 Monopulse types 

Detection 

Amplitude 
Phase 
Σ-D 

Amplitude 

A-A 
A-P 

Α-Σϋ 

Sensing 

Phase 

P-A 
P-P 

Ρ-Σϋ 

Complex 

C-A 
C-P 

C-Σϋ 

In considering the generally complex nature of the antenna pattern, 
Leonov and Fomichev [26] define a third method of angle sensing called 
complex. Such sensing is consistent with Rhodes' general theory. Since an­
gle detection again can take three forms, Leonov and Fomichev consider 
nine classifications of monopulse, of which only four are widely used: am­
plitude-amplitude, phase-phase, amplitude sum-difference, and phase sum-
difference. The notation in Table 7.1 follows that of Ref. 26 (p. 13). 

Monopulse Angle Estimation in Two Planes. Measurement of the an­
gle error in one plane is seldom sufficient for tracking. Normally, the angle 
error in two orthogonal directions is required. This measurement of error 
can be accomplished through the use of four antenna patterns. Each an­
tenna pattern can be modeled near the track axis as a squinted Gaussian 
beam. Each one-way voltage gain function is given by 

g(0)=goe-2""2W^2 (7.88) 

where Θ is the total angle from the beam peak. For small angular dis­
placements, Θ can be computed from the azimuth and elevation displace­
ments defined in Fig. 7.29 (a factor Ru the range, is suppressed in all of 
the following). This figure presents the field of view as seen from the 
radar. 

For a beam with its maximum in quadrant 1, displacement from the 
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BEAM MAXIMUM 

9 a z 
TARGET 

Fig. 7.29 Definition of angular displacement from track axis. 

beam maximum can be written in terms of azimuth and elevation displace­
ments as 

Vo+r s 

■.eiX^-J2eseel + e-f-J2esea; (7.89) 

The quadrant 1 voltage gain is then, 

gm=kme<a,eel)]=g{eeheaz) 
■■ go exp 

: g(0s) exp 

-2ίκ2(~)[θ2
3-^/2θ5(θβ, + θαζ)] 

+ 2J2U2 S \l uel ~ vaz θ„, + θα 

θ, 
(7.90) 

If a new monopulse error slope coefficient is defined as 

r- I 
km = 2^J2{n2 - (7.91) 

and if kjßel + θα.)/θ3 « 1, then the voltage gain for the beam in quadrant 
1 is 

g>(0az, 6el) = g(0s) l+7 f ( 0 «+0r f ) (7.92) 

The gain functions of the antenna patterns directed into the other quadrants 
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can be found to be (under the assumption that all patterns are in phase) 

h = go 

g2 = go 

l + 7 f ( ö - + ö,/) 

1+7Γ(β, / -0«) 

gi=go 

gA = go 

■ (ße, + θαζ) 

i + f (0«-0ri) 

(7.93) 

The hybrid network of Fig. 7.30, when attached to the four antenna feeds, 
extracts signals related to the azimuth or elevation angles of the target from 
the track axis. 

Using the gain functions of Eq. (7.93), the combining circuitry of Fig. 
7.30, and a received signal voltage of amplitude A, the output sum and 
difference voltages are (in complex signal notation) 

Δ„, = : 2g„ 1 + 
03 

l = 2goA 

■2go 1 ^go r, vel· 
d3 

Θ,,Α 

(7.94) 

(7.95a) 

M 2ga 1 + -2gjl ■2go-^eazA 
y3 

(7.95b) 

These signals are near the radar's RF frequency. The difference signals are 
normalized in separate IF amplifiers by the common sum signal. Normaliza­
tion can be accomplished in many ways, but a common approach was shown 
in the earlier section on tracking in one plane. The resultant low-frequency 
voltages from phase detectors comparing sum and difference channels are 

20, 

(7.96) 

(7.97) 

u =a 9-

υ =b9-

A 

/2 
- ( a + b ) 

4Γ ( a - b ) 

- [ ( a + d ) - ( b + c ) ] = A λ a z 

υ =c 9 

υ =d9- - ( C - K J ) 

Δ = - [ ( a + b ) - ( c + d ) ] 
e l 2 

Σ = — ( a + b + c + d ) 

Fig. 7.30 Full monopulse hybrid network. 
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These error voltages can be used to drive two separate antenna servo loops 
similar to those shown in Fig. 7.3 to maintain the alignment of the track axis 
with the target. 

Two -Channel Monopulse. Three IF channels are not essential for the 
recovery of target angular errors. The difference and sum channels can be 
combined (multiplexed) in many ways, resulting in a need for only two 
(sometimes one) IF channels. Two examples of two-channel monopulse 
radars follow. 

In the first example (Fig. 7.31), the difference channels are combined in 
phase quadrature before amplification. Signal normalization is provided by 
the sum signal. If V0 is the amplitude of the AGC controlled IF voltage from 
the sum channel, then the difference channel signal is 

V0km A(t) = - °m (θα, cosoj/^i + Bel sinco/f-0 (7.98) 

With reference to Fig. 7.31, the error voltages are now 

Ze, = ^ - e e l (7.99) 
2^203 

VoK 
2 . M 

(7.100) 

These error voltages are functions of any phase imbalance between the Σ and 
Δ channels. 

A second two-channel monopulse receiver (shown in Fig. 7.32) combines 
the complex difference signal in quadrature with the sum signal. One benefit 
of such a combination is that both IF channels amplify a signal of almost 
equal amplitude, which usually makes it simpler to match the channels in 
phase or amplitude. Normalization is provided by the hard limiter in each 
channel. Near the tracking axis, it is assumed that |Σ| χ |Σ ±jA\ and that the 

vo k m . „ . . . 
ΔαΖ m / T o - ^ QZ c o s <"lFt + °el s inu | F t ) 

ΔβΙ 0-^|Δ= r*-/2 <" jz 

Σ 

Fig. 7.31 Two-channel monopulse: AGC normalization. 
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Δ ο ζ - j A e l 

Fig. 7.32 Two-channel monopulse: limiter normalization. 

θ„ 
θ„ 

0 Φ 
0 

Fig. 7.33 Radar receiver model. 

error voltages, as confirmed by inspection of Fig. 7.32, are 

km"..-
t>/17 

^3 

kjd. 
£„i — " 

muel 

(7.101) 

(7.102) 

Monopulse Summary. In all cases, the radar receiver has been reduced 
to the very simple model shown in Fig. 7.33. The constant gain KD depends 
on the antenna beamwidth, squint angle, and AGC normalization. The error 
voltage in a plane depends on the angular error in that same plane; i.e., the 
azimuth and elevation errors are uncoupled. 

7.4 RANGE ESTIMATION 
A typical range gate tracking circuit was discussed in Chapter 2 (Fig. 

2.29). The portion ofthat circuit generating an error voltage proportional to 
the time difference between the centers of the range gate and the received 
video pulse is shown in Fig. 7.34. Let the gating function and the centered 
received signal be defined by 

Pit) = K 
= 0 

0<t < 
else (7.103) 
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v(t) = 1 

= 0 

τ τ 
2 2 

else (7.104) 

Then the error voltage due to a received signal delayed by tT<z/2 is given 
by 

ε(ίΓ) 
τ/2 

Κάί + 

p( - t)v(t - tT) at + 

τ/2 

'τ/2 

p(t)v(t - tT) at 

- τ/2 + tT 

Kdt = -K 

s(tT) = KtT 

0 = Ku 

(7.105) 

as can be seen by observing the overlapped gating pulses and received signal 
in Fig. 7.35. 

For larger positive or negative time delays, the error voltage relation 
becomes that shown in Fig. 7.36. This error voltage can be expressed in terms 
of the actual and estimated range as tT is equal to 2(R - R)jc, where R is the 

u ( t ) 

p( t ) 0 

J - t / 2 

i 
p ( - t ) 

Fig. 7.34 Range gate model. 

GATING-
PULSE 

I 

Λ 
RECEIVED 

PULSE 

2 + t T 
I 

I 2
+ T 

Fig. 7.35 Gating and received pulses. 
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Fig. 7.36 Error voltage vs range error. 

actual range and R the center of the gating pulses or estimated range. The 
error voltage relationship to the range tracking error expressed in Eq. (7.105) 
means that, for purposes of range tracking, the radar receiver can be re­
placed by an amplifier of constant gain similar to the one shown in Fig. 7.3 
for angle tracking. 

7.5 ANGLE SERVO SYSTEMS 
Previous sections have shown that the antenna and receiver portions of all 

radars can be modeled as a summing junction followed by a constant gain, 
provided that the angular tracking error is small in relation to the beamwidth 
and provided that the radar receiver properly normalizes the signals sensed. 
The remaining element of the radar, the servo control system, uses the 
receiver output to reposition the antenna, thus maintaining the track axis 
aligned with the target line of sight. Modern TWS radars use a digitally 
implemented tracking loop. Characteristics of typical angle servo systems 
may limit radar system performance even in a nonjamming environment and 
they may have a serious impact on the type of jamming techniques that can 
reasonably be used against a radar. (A typical angle servo system is shown 
in Fig. 7.37.) 

The error voltage in this system is amplified and applied to an electric or 
hydraulic motor that moves the antenna. The motor-drive/antenna portion 
of this servo can be modeled as a linear system if gear backlash, coulomb 
friction, and other realities are ignored. Analysis of the linear system can be 
performed with the aid of Laplace transforms. 

The Laplace transform of an electric motor and load is still more compli­
cated than desired for a first analysis. The transform can be simplified if only 
the dominant low-frequency poles and zeros are retained; however, such 
a model still provides valuable insight. Usually, roll-off in gain at higher 

£(7\ V r 
θτ 

— ► KD AMP MOTOR ANTENNA ?* 

Fig. 7.37 Elements of angle servo. 
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"Ί Β τ· 
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KD 
Ε ΚΜ 

Ξ (S+Ü)., ) 

Fig. 7.38 Type I angle servo. 

quencies coupled with the knowledge that previously ignored nonlinearities 
will dominate the response further justifies this simplification. The sim­
plified servo is shown in Fig. 7.38 and is called a type I system [6, p. 236; 
75]. The corner frequency ω, is fixed by the antenna inertia and motor 
torque. As a result, the designer has control of only one parameter—the 
gain KM. 

Once the angle tracking loop of the radar is specified, the response of the 
loop to all inputs is also specified. The problem then becomes one of select­
ing the inputs that provide the most insight. This selection is not a simple 
task, because the ultimate question is the performance of the loop in track­
ing a real target. Only the following approaches discussed in Chapter 6 will 
be applied here to gain an insight into the performance of the tracking 
loop: (1) absolute stability via a Bode plot or Nyquist diagram, (2) system 
step response, and (3) quasi-steady-state response. This discussion will also 
point out the significant relationships between the Bode plot and the 
Laplace transform. 

Type I Servo 
When the constants KD and KM in Fig. 7.38 are combined, the open-loop 

transfer function for a type I servo becomes 

G(s) = K 
s(s + ω,) 

(7.106) 

The closed-loop servo system is absolutely stable, but as K increases, the 
phase and gain margin will decrease. The closed-loop response is 

eAo(s) 
θτο{έ) 

= H(s) 
K 

sz + «a, + K 
(7.107) 

The step response can be solved for or found in numerous texts. This 
response can be expressed in many ways, but the one used here is inspired 
by Locke [6, p. 242] and permits comparisons with other servos to be dis­
cussed later. The step response is 
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where ω„ K, 

φ = tan 

and 

(7.109) 

ξ = ω, 
2^/κ 

(7.110) 

This, of course, is a classical response in linear control theory. Since ω, is fixed 
by system elements that do not lend themselves to change, system step 
response for various values of K is of interest. Again, by a number of 
standards, a value of AT yielding ξ = 1/^/2 is optimum (i.e., minimum settling 
time or minimum integral of time times absolute error [76]). The risetime tr 
of the type I step response, defined as the time from step input to peak 
response, is 

f, = - (7.111) 
■ ωη^1-ξ2 

and is shown in Fig. 7.39. The quasi-steady-state error can be expressed as 

° ά θτο 

where 

uTo .uTo . 

K„ K„ K„ 

K=OD 

(7.112) 

K , . 
Kv= — : velocity constant 

ω, 
(7.113) 

K„ = 
K2 

ω,[(Α'/ω1)-ωι; 
acceleration constant (7.114) 

l i .o -
o cu 
in ω a 

CO 
0 .0 

fc 

I 
/ 

- / 
i I i ■ . i 1 i 

. _ - ■ ■ _ 11 

t = 
r 

K = 

2.37 sec 
1 rad/sec 

2 2 rad/sec 

2 4 6 8 
TIME, SECONDS 

Fig. 7.39 Type I step response. 
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Equation (7.112) can be used in a pass-course problem to evaluate error 
buildup after an initial transient decay [6, Chap. 7; 16, Chap. 9; 77]. If a 
target flying a constant heading and velocity VT passes a radar at time zero 
at a minimum range R0, the position of the target is given by its range RT and 
angle θΤο as specified in Fig. 7.40. The angular position, velocity, and accel­
eration are given by 

cos 

θτο = V " C O s 2 ö7-0 

(7.115) 

(7.116) 

— I cos207v,sin207 
R« 

(7.117) 

The maximum angular velocity and acceleration, which do not occur at 
the same time, are 

R„ 

θτ 8 \R 

(7.118) 

(7.119) 

If VT = 500 knots (257 m/s), R0 = 1000 yd (914 m), and the radar angle 
servo is specified by ω, = 10 rad/s and ξ = 0.707, then 

* t , = ^ = 5rad/s 

ω, Ka=^r= - 50 rad/s2 

(7.120) 

(7.121) 

FLIGHT PATH 

Fig. 7.40 Pass course geometry. 
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and, after including Eqs.(7.115 — 7.121), Eq. (7.112) becomes 

2 V 2 (V V 
; — - 1 c o s 2 ^ + — - 1 cos2ö7.0sin2ö7.0 ω, R„ ioi\R„ >\ " o 

(7.122) 

= O.O56cos20ro + O.OO16cos20rosin207 

Such a type I system has a large tracking error at target flyby (0.056 
rad = 3.2 deg) requiring excessive antenna beamwidth to prevent losing the 
target. 

Before leaving the type I system, its open-loop Bode plot, shown in Fig. 
7.41, will be discussed. At very low frequencies, the open-loop gain de­
creases at 20 dB per decade as Eq. (7.123) implies, 

\G(co)\ K (7.123) 

If the initial slope is continued past the corner frequency cu, to a frequency 
at which \G{m)\ = 1, the point at which the frequency axis is intercepted, 
called ων, is the velocity constant. The actual gain function intercepts the 
frequency axis at wc, which is the crossover frequency and is related to ω, 
and ω,, as 

ω,. = ω,,ω, (7.124) 

The gain plotted in Fig. 7.41 is for a highly underdamped and therefore 
nonideal system, but these notations will be useful in later more realistic 
systems. Finally, for the gain function in Fig. 7.41, the acceleration constant 

- 2 0 d B / d e c 

4 0 d B / d e c 

1 c 
FREQUENCY, RAD/SEC 

Fig. 7.41 Type I servo Bode plot. 
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and ω£. are related. If ων >̂ wu from Eq. (7.114) 

Ka « Κνωλ = ωΏωλ = ω2 (7.125) 

Improved Type I Servo 
The type I servo error in angle for the pass-course problem can be reduced 

by the addition of a phase-lead network. Locke [6] calls the resultant servo 
system an improved type I. Of course, a pure phase-lead network is unreal­
izable, but the pole necessary for realizability can be at a high frequency 
where the system gain is small. Provided the drive signal is predominately a 
low-frequency signal, the effect of ignoring this pole should be negligible. 

The open-loop transfer function is now 

G(s) = 
K(s + ω2) 

s(s + ω,)ω2 
(7.126) 

From the improved type I Bode plot, shown in Fig. 7.42, the velocity con­
stant Kv = co„ can again be read as the point where the l/ω slope intercepts 
unity gain on the frequency axis. The acceleration constant, Ka = ω2

α, is 
related approximately to the frequency at which the —40 dB/decade slope 
intercepts the frequency axis at unity gain. 

The value of these constants can be evaluated exactly via the techniques of 
Chapter 6 or found in Barton [16, p. 298]. They are 

K,=-
K 

K = 

ω, 
Kl 

K„ 1 
ω-

(7.127) 

(7.128) 

-40dB 

Ί ω2 "a \ 
FREQUENCY,ω in rad/sec 
Fig. 7.42 Improved type I Bode plot. 
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If ω2 > co, and ωυ > ω ,, then the approximate formulation for the accelera­
tion constant is 

ωΐ = K„ K K„o), = ω,,ω vw\ — « v i (7.129) 

which is given by the —40 dB/decade intercept as previously stated. 
The step response is [6, p. 254] 

ΘΛΜ) = 1 
■ ζω„ t 

ω, 

where 

_ ,'l Lcos[a>„yi -ξ2ί-φ] 

ψ = tan 

ffli ω„ 

ω„ ω7 

2J\-H2 

(7.130) 

(7.131) 

ωΙ=Κ 

2ξωη = hci)) 
ω2 

(7.132) 

(7.133) 

The improved type I step response reduces to that of type I [Eq. (7.108)] 
as ω2 -> co. The advantage of this servo is that the damping factor ξ can be 
held to approximately one-half, even with very large gain K. This eliminates 
the ringing problem of type I when the gain is increased to reduce the 
risetime of the step response. If ω„ « ω2 and ω2 ί> ω,, the damping factor is 

ξ 
ωη +ω,ω„ 

2ωΙ 
(7.134) 

for all gain K = ω2
η. 

The response time is now 

π — tan 
i, = -

«4 <£n 

2(1 - n 2 \ l / 2 + tan 

ω, (On 

ω2 

2(\-ξ2) 2 \ l / 2 

ω „ ( 1 - ξ 2 ) 2 \ l / 2 (7.135) 

The improved type I servo is absolutely stable as the Nyquist diagrams in 
Fig. 7.43 show. However, the gain and phase margins are functions of gain. 

If the higher-order pole of the phase-lead network had been retained, the 
Nyquist diagram would change to the dotted curves shown in Fig. 7.43. 
Again, a reduction in gain reduces the phase margin. For some servo sys­
tems, such a reduction in gain can actually result in instability, as pointed 
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T Im{G} 
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s(s+ω ) ω (s+ω^) 

Fig. 7.43 Nyquist diagram of improved type I servo. 

out by Shustov and Vakin [4, p. 176]. This point shall be addressed further 
in Chapter 10. 

The improved type I servo functions much better than the type I in the 
same pass-course problem. Again, let ω{ = 10 rad/s as a result of the motor/ 
antenna constants. If ω„ x ΙΟω,, as suggested by Locke, then the generalized 
error coefficients are 

Kv= — = ΙΟΟω, = 1000 rad/s 

Ka x A > , x 10,000 rad/s2 from Eq. (7.129) 

= 112ω2 from Eq. (7.128) 

Based on Eq. (7.112), the error in angular tracking as the target phase flies 
by is 

ΘΓ = 0.00028 rad = 0.016 deg 

7.6 RANGE SERVO SYSTEMS 
The early-gate/late-gate circuit was shown to develop a voltage propor­

tional to the time difference between the common point of their sampling 
pulses and the center of the pulse being tracked. A servo can be used to 
adjust the time of sampling on the next received pulse. Such a servo, com­
bined with the error sensing early/late gates, constitutes an automatic tracker 
in range. Such a circuit, able to control the time of sampling of the early and 
late gates, can enable another gate (range gate) to pass the desired received 
pulse from the detected IF output on to other circuits. 
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The open-loop transfer function of the range servo is not limited by 
mechanical constraints if it is constructed electronically; it normally has the 
form 

<?ω = 
K(s + ω2) 

ί 2ω2 
(7.136) 

This transfer function, called type II, can be derived from Eq. (7.126) by 
letting ω,->0. Similarly, from Eqs. (7.130) and (7.135), the step response 
and risetime are 

Rro(t) = 1 

with 

1 

'\-t 
:£.-*"«' cos[wnV/l - ξ2ί + cos- V l - ξ2] (7.137) 

and 

ω\ = K, ξω„ = K 
2ωΊ 

tr = 
π-2οο$-χ^\-ξ2 

to, *yr^ (7.138) 

A linear model for the range tracker is shown in Fig. 7.44. The actual 
range to the target is RTo and the estimated range is the servo-filtered output 
of the summing junction RTo. The resultant error Ä r can be found from Eq. 
(7.137) for a step change in target range. 

The generalized error coefficients are now 

K„ = oo (7.139) 

K=K (7.140) 

K„ = - Κω, (7.141) 

The resultant error in range for the pass-course problem considered earlier 
is related to the required pulse width for that problem (i.e., the error must 
not exceed one-half the pulse width or the linear model fails). The error in 

ψ^\ K(s+ ω ) 
2 

Fig. 7.44 Type II range servo. 
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Fig. 7.45 Derivatives of range in pass course problem. 

tracking is 

XV j - — -
1 
K\ at1 Κω-

d3R1 

dP 
(7.142) 

The derivatives of position are 

R7 
at2 R, 

cos3öro 

d/3 Rl 
3cos4öT„sinö7 

(7.143) 

(7.144) 

and are plotted in Fig. 7.45. 
If a 0.5 /is radar pulse width is assumed and an error in range tracking 

of less than one-tenth the resolution in range is required, then RT < 7.5 m. 
If this total error in range is due to the acceleration term, the gain must 
satisfy 

R, RTO 

K < 7 . 5 m (7.145) 

and from Eq. (7.145), K > 9.73 rad/s2. If the damping factor is assumed to 
be 0.707 and ω2 = ^/K/2 is 2.19 rad/s, then the maximum range error due 
to the derivative of acceleration is 

1 d3RT 

a>K dt3 = 0.83 m (7.146) 

This contribution to the error is small enough compared to 7.5 m to justify 
ignoring it. A range servo with K = 10 rad/s2 and ω2 = 2 rad/s will track the 
pass-course target with the specified accuracy. 
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7.7 TRACKING ERRORS IN HIGH S/N ENVIRONMENT 
The analysis thus far has been deterministic and must be expanded to 

include the effect of receiver noise. The effect of external noise is discussed in 
later chapters. The servo model with noise added in units of the measured 
variable is shown in Fig. 7.46. If the input signal is a constant, it can arbitrar­
ily be set to zero and the servo loop is driven by the noise alone. The loop 
output is a direct measure of the error in tracking, as clearly demonstrated 
in Fig. 7.47. It can be assumed that the receiver noise is zero mean and 
possesses a white power spectrum of density (two sided) NA. Then, the 
variance of the measured variable is given by 

2π 
\Η(ω)\2άω (7.147) 

where |//(ω)| is the magnitude of the Fourier transform of the closed-loop 
transfer function. It is common practice to define a single-sided noise band­
width βη for low-pass filters with Fourier transform Η(ω) by [63, p. 4-35] 

2β„ = 
1 

2π 
\Η(ω)\2άω (7.148) 

provided |#(0)| = 1. The variance of the error is then 

σ2
χ = 2NJ„ (7.149) 

The density of the noise power is expressed in equivalent units of the 
measured quantity x. It is necessary to develop this density in terms of the IF 
signal-to-noise ratio. 

The IF signal can be expressed as the sum of a signal term and a noise term 

Vr{f) = V0[l + mcos(a>st — <p)]cosa)/Ft 

frR&f 
+ Σ a„cos[(<B/f + ηΑω)ί + \j/n] 

n = - Λ / 2 Δ / 
(7.150) 

x(s) 

x ( s ) 

Fig. 7.46 Servo loop with noise. 
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N ( s ) 
^ 

G ( s ) 

X ( s ) 

Fig. 7.47 Noisy loop without drive signal. 

The continuous noise spectrum has been modeled as a discrete set of sinu­
soids of equal amplitude and statistically independent phases. The following 
relationships are assumed: 

E{fin}=Q an = a m a l l W, 7W 

= 0 else 

(7.151) 

(7.152) 

(7.153) 

The noise is assumed to occupy a bandwidth / , centered on the carrier. As 
shown by Barton [ 16, p. 276], the IF signal-to-noise ratio computed with this 
model is identical to the signal-to-noise ratio of a pulsed radar iffr is equated 
to the radar pulse-repetition frequency. The total noise power is Σα^/2 
= NJ~r, where the noise power density N0 is defined in Fig. 7.48. The IF 
signal-to-noise ratio is defined as 

N>1F 

v2Af V2 

Σ ^ " <xlfr ~ 2NJr 
(7.154) 

Fig. 7.48 CW CONSCAN radar spectrum. 
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The noise that competes with the signal term, after conversion to baseband, 
consists of the two terms offset by the scan frequency above and below the 
carrier. This assumes that the scan filter has a width Af, 

V 171 (X ~ 
^ ( 0 = - l · - cos(ay — φ) + -~ cos(«Acui + φ„) 

- ^ c o s ( n A ( u i - ^ _ „ ) (7.155) 

The error voltage driving the servo with the coscosi reference can be ex­
pressed as 

V ήι α,_ r a__ 
ε = — — cosipH—— cosi/i + n — οο$ψ _η (7.156) 

If the target is on the track axis, it does not contribute to the error voltage. 
The error voltage then present is due entirely to the receiver noise, but it can 
be equated to an equivalent target offset as [i.e., rhcoscp = (kßT/93) 
cos<p = (ks/e3)ffx] 

F0wcos<p = a„cosi/'„ — a_„cosi^_„ (7.157) 

The expected error is zero and the mean square error voltage is 

. f c j -
12 

νΙ{Αοο*φ)2=ν2
0-^Θΐ=αΙ (7.158) 

Combining Eqs. (7.154) and (7.158) yields 

x k\{ß\N)IFfr 
(7.159) 

as the equivalent angular noise power available over a bandwidth of Af. The 
servo loop is driven with an angular noise power density of 

01 
Af klfr{SIN)IF 

^ = Ί Γ > = ΐ 2 / ν ο / » Γ Λ ( 7 · 1 6 0 ) 

resulting in a tracking error variance via Eq. (7.149) of 
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Equation (7.161) shows that the measurement error resulting from system 
noise has a mean square value proportional to ßn, the noise bandwidth of 
the closed-loop servo system [see Eq. (7.148)]. Thus, the narrower the servo 
bandwidth, the more likely it is that the estimated range or angle nears the 
actual range or angle. However, the mean square error given in Eq. (7.161) 
is applicable only to the case having an unknown constant value of the 
measured variable. When the input to the filter (servo) is time varying 
rather than constant, the filter with the narrowest bandwidth does not de­
velop an output that best approximates the input. In more general terms, 
what filter will process the available data to yield the best estimate of some 
desired parameter of the input signal (e.g., its current value)? 

In Chapter 6, system performance was measured in terms of stability, 
steady-state error, and the transient response to specific, deterministic input 
signals. The input signals considered had step, linear, and parabolic varia­
tions in time. The filter transient response resulting from a specific input 
was given in terms of risetime, overshoot, and settling time. Such measure­
ments are important, because with them it can be determined when tran­
sient errors are large enough to nullify the linearity assumptions basic to 
the models. Even for deterministic inputs, other performance criteria have 
been used. Shinners [76, p. 93] discusses the minimization of the integral of 
the time-times-squared error as a criterion that penalizes the initial tran­
sient error less (and any steady-state error more) than the usual mean 
square error criterion. Another aspect of the approach taken in Chapter 6 
and earlier sections of this chapter is that it amounted to the determination 
of the performance of a particular linear filter when given the input signal 
and performance criteria. An alternate approach is to specify the input 
signal and performance criteria and then to search for the "best" filter. The 
filter search can be restricted to those filters with one or two integrators, the 
gain of a known filter, etc. Which filter is best? 

There is no one "optimum" filter for all situations! The following four 
factors, however, must be specified [97, p. 219] before the best filter for a 
given situation can be determined: 

(1) Input to the filter. For example, is the signal a random process; is it 
correlated with the noise; what is its power spectrum? 

(2) Output of the filter. For example, is an estimate of the current or 
future value of the input signal desired? 

(3) Method of measuring the filter performance. For example, minimiz­
ing the mean square error is a popular criterion, but not the only one. 

(4) Types of filter. Only linear, time-invariant filters are considered here, 
but others are possible. 

What then are some examples of optimum filters when a time-varying 
input is corrupted by noise? Consider first the mean square error in angle 
due to receiver noise as given by Eq. (7.161). Barton [16, p. 307] adds the 
steady-state error in the angle resulting from the acceleration of a target to 
the mean square error of Eq. (7.161). Both errors are formulated for a 
specific filter and the error due to acceleration is inversely proportional to 
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servo bandwidth. Barton then considers the optimum servo bandwidth to be 
the one that minimizes the total mean square error. 

Gardner [98, p. 138] provides the results of an analysis by Jaffe and Rechtin 
[103]. In this analysis, a specific time-varying signal plus white Gaussian noise 
are applied to the input of a filter. The deterministic time signals considered 
are steps, ramps, and parabolic ramps. Again, the criterion of goodness is the 
minimum mean square error, but Jaffe and Rechtin derive the optimum linear 
filter, as opposed to evaluating the performance of a specified filter as a 
number of the parameters of the filter are varied. 

Davenport and Root [97] derive the optimum linear, time-invariant filter 
when both inputs to the filter are sample functions of random processes. The 
inputs are characterized only by their power spectrum and the mean square 
error is the criterion of goodness. The result is called a Weiner filter. 

As a final example, Garnell and East [99] provide a simple derivation of 
the Kaiman filter. The input to the filter consists of the sum of two random 
processes representing the signal and noise. The noise is assumed to be white 
and Gaussian. The goodness criterion is again minimizing the mean square 
error and the form of the filter is specified by the dynamics of the system 
creating the signal portion of the input. For stationary inputs, the Kaiman 
and Weiner filters are identical. 

All these examples of optimization minimize the mean square error and, 
except for the Kaiman filter, result in filters that are time-invariant. 

As an example of optimizing a filter, the approach followed by Barton [16] 
will be applied to derive the optimum gain of the type II range servo of Fig. 
7.44. The servo error in range due to target acceleration is given by Eq. 
(7.145). The mean square error due to receiver noise is given by Eq. (7.147), 
where 

(K/<o2)(s + co2) n i m Η{ω) = (7.162) 
s2 + (K/(o2)s + K 

The integral in Eq. (7.147) can be evaluated with the aid of tables contained 
in Shinners [76, p. 320]. The resulting noise induced mean square error in 
range is, 

a1
R=NA = 2ΝΑβ„ (7.163) 

Again, NA is the amplitude of the two-sided noise spectrum in units of range 
at the servo input. It can be evaluated in terms of the IF signal-to-noise ratio 
as follows. Let the amplitude of the received signal be A. Using Fig. 7.36, an 
error in range of R will result in an error voltage of v, such that 

v=2R-^- (7.164) 
AR 

where AR = cr/2 is the range resolution of the radar. 
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Equivalently, a noise voltage will be balanced by offsetting the correct 
range measurement in the same ratio. From Eq. (7.164), the mean square 
error voltage resulting from a large number of received pulses is 

•'-«'MY]? 
AR) 

or equivalently 

R2 = 
AR2 AR2 

2[A2/v2] 2(S/A0, 
(7.165) 

This "noise" power can be considered distributed uniformly over a band­
width equal to the PRF of the radar, resulting in the noise spectrum 

NA = 
AR2 R2 

fPRF 2(S/N)JPRF 
(7.166) 

Combining Eqs. (7.163), (7.166), and (7.145) yields total mean square 
error 

AR2 

a\ = 

K 
■ + ω-

ω7 
4(S/N)JP + K 

(7.167) 

Differentiating Eq. (7.167) with respect to K yields an optimum gain of 

-%RTow2{SIN)JPRF Kn 

-,1 
3 

AR2 (7.168) 

Problems 
7.1 The AGC circuit of Fig. 7.9 is modined as shown below to incorporate 
a delay voltage Vd. 

V ( t ) 
r- · 

K = K„ 
0 

K(V_ „) v r e g ' 
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Assuming the control voltage is 

VKg = kg{V0-Vd) V0>Vd 

Kee = 0 V0 < Vd 

show that the amplifier gain depends on the amplitude of the received 
voltage as 

K = K0 

v Ka+akgVd 

vr < VJK0 

Vr > VJK0 

7.2 Because the transient response of an AGC circuit is very important, the 
interested reader may find the following useful in later chapters. 

Consider the AGC circuit of Figs. 7.9 and 7.10 with k = \, and assume the 
impulse response of the AGC filter to be 

h(t)=(l/T)e-'IT t>0 

= 0 / < 0 

Assume the input to the receiver to be (Va < Vb) 

Vr(f) = Va t < 0 

Vr{t) = Vb t>Q 

Show that for t > 0, the control voltage is governed by 

VTeM) = Vo(0)e-«T + V0(T)h{t - τ) άτ 

that the regulation voltage is 

rreg(0 = 
\+*Vb 

and that the output voltage is 

1 +<xVh 

° b [i _ β - ( ΐ + ^^)'/η _|_ K V 
^«v« c-a+avk)t/T \+aVn 

K„Vh KnVn 

\+*Vb \+aVa 

-0+xVb)t/T 

7.3 A lobe-on-receive-only (LORO) radar illuminates a target with a con­
stant antenna gain and receives the energy scattered by a target with an 
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antenna that points sequentially in a finite number of directions. If the 
receive antenna scanned continuously [conical-scan-on-receive-only 
(COSRO)], the envelope detector output is given by Eq. (7.4), with a factor 
of two inserted to account for the constant illumination, as 

κ,(0 = v0 1 
20, 

cos(cost - <pT) 

Assuming Fig. 7.15 models a LORO radar when the leftmost g(t) = 1 and 
the second g(t) is 

git,) = ^Güs) 1 + — c o s K . / , - ^ ) ιπ 
2ω/ 

1 = 0 , 1 , 2 , 3 , . . . 

show that the voltage out of the scanning filter is 

% 
V3(t) =y—V„ ^ 1 cos | ω,ί 

π ΨΊ 

The amplitude of this voltage is slightly less than one-half the amplitude 
of the equivalent signal of a CONSCAN radar and it is shifted in phase by 
45 deg. (A CONSCAN radar radiating only four pulses per scan period will 
also exhibit a 45 deg phase shift when compared to a CONSCAN radar with, 
say, 100 pulses per scan period.) 

7.4 A LORO and COSRO radar is often implemented through electronic 
switching or scanning. A monopulse antenna is used to form the single 
illumination beam and multiple receive beams. A microwave resolver or 
switching assembly is employed to combine the outputs of the receive beams 
to simulate a scanning beam or to step the position of the receive beam. As 
soon as the position of the receive beam is controlled electronically, new and 
more flexible scanning patterns can be introduced to reduce the tracking 
errors caused by known modulations imposed on the received signal by 
sources external to the radar. For example, Felsenthal [100] discusses an 
approach which periodically reverses the scan direction of a CONSCAN 
radar. Pifer [101] introduces a design employing the pseudorandom selection 
of the antenna scan rate, executing a pattern of scan frequency variation in 
a time that is short in comparison with the response time of the antenna 
servo. Finally, Clayton [102] describes an approach that pseudorandomly 
positions the receive pattern. Assume the following figure adequately de­
scribes a radar as discussed by Clayton, 

K=Kn - ak V 
o g 
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Define the voltage gain of the receive antenna to be 

git) = go 
1+t> 

where ß(t) randomly switches between the values + 1 . 
Define the time average as 

ß(t) = lim ±-
r->oo 11 

ß(t) dt 

and assume ß(t) = 0, β\ή = 1. 
The received signal is composed of a constant and a time-varying part 

such that 

<τ(0 = σΰ + σ,(0, σ,(0 = 0, ax(t)ß(t) = 0 

Assume the regulation and error voltages are given by 

V = Ka(t)g{i) and β = Ka(t)g(t)ß(t) 

Show that the error voltage is 

ε = 
K0 kfiT 
uk 2Ö3 

7.5 Consider the two-channel, amplitude sensing, sum-difference detection 
monopulse shown in the following figure. 

Δ . , ( ΐ ) = Δ COSu, 

A e l ( t ) = ^£0ίωο1 *® 

- f PHASE 
~r- SHIFT 

Γ-* © 1 
■o*—>® -7—v 

Σ ( ί ) = ZCOStü t 

A+B 

COSu t 

LOG 

LOG 

t 

©-

Φ-'^^Γ 

*4ϋ 
Given that |Δαζ| <̂  |Σ|, and \Ael\ <ξ |Σ|, derive formulas giving the dependence 
of ε, and ε2 on Aaz, Aeh and Σ. 
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Note ω, ~ 100 Hz and ω0 ~ 10 GHz. Log amplifiers output a voltage pro­
portional to the log10 of the amplitude of the video input. Finally, ε, and ε2 
are filtered to have a bandwidth of several hertz. 

7.6 Assume a radar angle tracking loop has the following open -loop transfer 
function 

6A(s)= 2.5(s + \A) ω,=0.02 
07<5) φ + 0.02) ω 3 =1 .4 

tf = (2.5X1.4) 

a) Show that the closed-loop response of the above radar to a unit step input 
is 

• ϋ Ο - . - ί ^ " 

x cos 
r, v~24 t _ , /(ω,/ω„) - (ω„/ω3)Υ 

where 

Α: + ω,ω3 ξ = —r and ω = K 
2ω3ω„ 

b) Derive the following "steady-state" error coefficients 

K0 = *> — 
A: #„ = 

ω, V̂ co, ω 3 / 

using, for example, the power series expansion. 
c) Discuss the effects of a reduction of gain AT on the stability/shape of step 

response. 

7.7 A radar angle servo has the following open-loop transfer function: 

Kco^s + o)2)2co3 
G(s) = s(s + ωλ)2ω^ + ω3) 

where ω, = 0.5 rad/s, ω2 = 5 rad/s, ω3 = 100 rad/s, and K = 500. 
a) Sketch the Bode plot in amplitude and phase. 
b) Sketch the associated Nyquist diagram. 
c) Is the system stable? 
d) If the gain K is reduced to 5, is the system stable? 
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7.8 What are Kv and Ka for the closed-loop servo of Problem 7.7? Derive 
only as a last resort!! 

7.9 The radar servo of Problem 7.7 is used to track a 1000 m/s target. If the 
target minimum range is 2000 m, what is the maximum angular error due to 
the target angular velocity and angular acceleration? 



8 
ACTIVE ECM VS 

ANGLE SCANNING SYSTEMS 

An earlier chapter classified active ECM techniques by the modulation 
applied to either a sinusoidal RF carrier or to a statistical characterization of 
a noise-like signal. The effect of a specific ECM technique on a specific radar 
was stated without underlying rationale. This chapter provides previously 
missing rationale for a number of ECM/radar encounters and analytical 
tools that can be used to support the assertions made in other encounters. 
The effects of the selected ECM techniques on the radar receivers are deter­
mined analytically. The principal effects sought are a shift in angle from the 
target at which the error voltage out of the radar receiver is zero or a change 
in the value of gain to be associated with the radar receiver. The presentation 
order of the ECM techniques proceeds from the simplest analysis to the most 
complex. 

8.1 AMPLITUDE MODULATED REPEATER VS COSRO RADAR 
This analysis follows that of Shustov and Vakin [4, Sec. 3.3], changing 

only the symbology to one more familiar to the expected reader. The analysis 
is of "first order"; thus some of the conclusions drawn here and in Ref. 4 are 
invalid because of the assumed linearities. Nevertheless, this section should 
provide useful insight and aid in understanding more detailed analyses. 

Assume an incident target return 

vs(t) = Vse'w»--' (8.1) 

and a jamming signal given by 

Vj(t) = VJi 1 + nijcosffijjt - φ])\βί"'·>'' (8.2) 

The signal reflected from the target has an envelope of constant amplitude 
Vs, as the illuminating antenna does not scan when the target is near the 
tracking axis, and the target cross section is assumed constant for simplicity. 
The jamming signal is amplitude modulated by a tone at ω, and it has a 
constant carrier amplitude Vr 

Both signals are expressed as if at IF frequency, ignoring the unimportant 
conversion from RF to IF. The jamming and radar signals are assumed 
coherent and in phase, simplifying the analysis considerably but yielding 
results consistent with a more complex analysis to follow. The radar model 

239 
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COSÜl t 
Ξ 

( l +m c o s ( ω t - φ ) ] 

Fig. 8.1 COSRO radar model for AM jamming analysis. 

in Fig. 7.15 is applied to this problem in Fig. 8.1. The modulation introduced 
by the receive antenna is assumed linearly dependent on the tracking error, 
m = kßT/63, which is valid only for (θτ/θ8)2 <| 1. The phase φτ associated 
with the antenna modulation depends on the relative locations of the scan axis 
and target position as shown in Fig. 7.5. 

The signal at the IF amplifier input port is 

gs[vs(t) + Vj{t)][ 1 + mcos(ay - φτ)] (8.3) 

If the IF amplifier gain is K, the detector input is 

v£t) = gMK + Vj + VjmjCos(cOjt - φ}] 

x [1 + mcos(cost - φτ)]ε^"ρ' (8.4) 

The envelope detector output is given by (with K' = Kgs) 

vAt) = \vr(t)\LP 

= K'[VS + Vj + VjfnjCOs((Ojt - q>j) + (Vs + Vj)mcos(wJ - φΓ) 

+ Vjtnpicos(a>jt — q>j)cos((ost — φτ)] (8.5) 

The only terms in Eq. (8.5) to pass the scan filter are those near the scan 
frequency of the receive antenna. If the frequency of the jammer modulation 
exactly equals the radar scan frequency, the input to the angle error detector 
is 

u3(f) = K'V/njCos(oist — cpj) + K'(VS + Vj)mcos(<x>st — φτ) 

resulting in the following error voltages: 

K'Vm, K\Vs+V)m 
εαζ = — γ - 1 cos^;- + — J— cos(pr 

K'Vm. . K'(Vs+V)m . 
Eei = — γ ^ sm<Py H 2— — 5ιηψτ 

(8.6) 

(8.7) 

(8.8) 
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It is apparent from Eqs. (8.7) and (8.8) that the jammer-induced signal is 
identical to the signal generated by a target at an angle φ] from the time 
reference and with an offset from the scan axis encoded in the amplitude of 
the error signal. (The induced and real targets are shown in Fig. 8.2a.) The 
measured offset from the track axis of the induced target, as well as the offset 
of the real target, depends on the response of the radar's AGC system. If the 
AGC loop rapidly forces the average detected output in Eq. (8.5) to equal 
unity, then 

K'{ V, + V, 
mm 

1 +^-<χ>${φτ-φ) 

Initially, assuming m -4 1, the error voltages are 

Vm. m 

= 1 

vjmj m 

resulting in an induced target at an angle given by 

kß; Vm. 

NDUCED 
TARGET 

203 2(VS + V]) 

0 <W , 
°J-kjLK + vy 

a 1 

TRACK AXIS 

INDUCED 

ACTUAL 
TARGET 

(8.9) 

(8.10) 

(8.11) 

(8.12) 

(8.13) 

ACTUAL 

a) Initial track axis position. b) Final track axis position. 

Fig. 8.2 Relocation of track axis by jamming. 
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The scan axis will move under the influence of the error voltages given in 
Eq. (8.10) until both the azimuth and elevation error voltages are zero. This 
zero condition occurs only when φί = φτ + π and when 

V/nj__m_kA. ( 8 1 4 ) 

2(Vj+Vs) 2 203 

(The new track axis location is shown in Fig. 8.2b.) Based on Eq. (8.14), the 
normalized tracking error is 

?τ=Ώ_5_ (8J5) 

03 KVj+V, K ' 

If a jamming-to-signal ratio is defined by 

J V2 

- = ■ 4 (8-16) 
S V2 

and a Gaussian antenna pattern is assumed for the COSRO receive beam 
with 

(8.17) 

then the normalized track 

aT 

K = 4A 

error is 

rrij 

>WM 

•JjJs 
03 U«W,/e3) i + /Jjs ( 8 J 8 ) 

This result is plotted in Fig. 8.3 for specified parameters. For a jammer of 
infinite power, if θ5/θ3 = 1/2 and as ntj < 1 

θτ 1 1 
!θ.7 (8.19) 03 4^2(0s/03) 2rf*2 

as concluded by Shustov and Vakin [4, p. 152]. However, the error slope is 
not a constant over this large a variation in target angle and thus invalidates 
Eq. (8.19). Harmonics of the receive antenna modulating function will result 
in signals out of the scan filter that must be accounted for. 

If the jammer modulation frequency does not exactly equal the scan fre­
quency of the radar, the error voltages are easily found from Eq. (8.5) to be 

Vm- HI 
6αζ = 2(K+V) co^w* ~ ω^ + φ^ + ~2 °0S(PT ^8'20-* 

Vm m 
ε"' = 2 ( K V V ) s i n ^ ~ ω^ + ψ^ + ~2 ύηψτ (8·21) 
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EH 
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JAMMING-TO-SIGNAL RATIO, IN DECIBELS 
Fig. 8.3 Angle error of COSRO radar resulting from AM repeater jamming. 

where the normalized signal of Eq. (8.9) is assumed. Again, the track axis 
will move until the error voltage is zero. If the change in phase due to the 
difference in modulation frequencies is small over the time period required 
for the servo to reposition itself, the track axis will move in a circle about the 
real target as shown in Fig. 8.4a. 

Finally, since the actual scan frequency is unknown, the jammer will 
probably vary its modulation frequency over a region that contains the radar 
scanning frequency. When the jammer frequency of modulation differs from 
the modulation frequency of the radar scan mechanism by more than one-
half the bandwidth of the scan filter, the jammer-induced error will go to 

TARGET 

INDUCED 
TARGET 

TRACK AXIS 

TRACK AXIS 
MOTION 

ω . >ω 

a) Constant frequency difference. b) Varying frequency difference. 

Fig. 8.4 Track axis motion. 
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zero. In fact, the strong jammer signal provides better tracking than the skin 
return. The motion of the track axis as the jammer sweeps slowly in fre­
quency is shown in Fig. 8.4b. 

Effect of Random Phase of Jammer Carrier 
If the carrier frequency of the jammer is within the IF bandwidth of the 

radar but not exactly at the radar carrier frequency, then the relative phase 
between the target return and the jammer signal changes rapidly. The detec­
tor output of a pulsed radar should appear pulse-like, although a large 
difference in frequency could produce "rounded" pulses. These pulses will 
fluctuate from pulse to pulse about an average value, which is all that will 
survive the scan filter and finally drive the servo. This same average value 
results when the frequencies of the jammer and the radar carrier are equal, 
but the relative phase is a random variable ψ such that 

/ > 0 A ) = ^ | Ά | < π 

= 0 else (8.22) 

Under these conditions, the instantaneous detector output is 

| Vr(t)I = Kgs[ 1 + mcos(wst - φτ)]\ Vs + V,{t)e^\ (8.23) 

where 

Vj{t) = Vj[ 1 + mjcos(o)jt - φ,)] (8.24) 

With KgX 1 + racos(cosi — φτ)] = A(t), the detector output is 

VM = E{\Vr(t)\] 

π s/V2s + V){() + 2K,K/0cos* d^ (8.25) 
_o 

In interpreting Eq. (8.25), one must remember that Vfjt) and A(t) are essen­
tially a constant over the interval of averaging, which is on the order of a 
pulse width. 

Equation (8.25) can be cast as an elliptic integral of the second kind 
[79, as p. 266]. 

At) 
π 
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Table 8.1 Evaluation of integral in Eq. (8.26) 

φ 

J/S, dB 

0 
1 
5 

10 

= φ/2 and J/S is 

Integral 

1.0 
1.01 
1.08 
1.2 

defined by 

J 
S 

Γ^-ωι 
L v> J 

J/S, dB 

20 
30 
40 
00 

2 

Integral 

1.43 
1.52 
1.56 
π/2 

(8.27) 

Table 8.1 shows the result of the integration for various J/S ratios. From 
Table 8.1, one can reasonably assume the value of the integral to be a 
constant in the range of 1.3 provided the jamming-to-signal ratio in Eq. 
(8.27) is at least unity. The detector output is then 

vit) 
2.6 

Kgs[\ + mcos(cost - φτ)] 

Vs + V,[\ + mjCos(Wjt - (pj)]} (8.28) 

which is, within a factor of 1.2, equal to Eq. (8.5). Thus, the results of the 
previous subsection remain valid whenever the minimum jammer power 
equals or exceeds the target return, even if the frequency of the jammer 
carrier is not equal to the frequency of the radar. 

Rate of Increase of Angular Error 
Nothing has been said of the time required for the angular error induced 

in the radar to reach the value given in Eq. (8.18). Assuming perfect target 
tracking prior to the onset of jamming, the jamming results in the genera­
tion of a step-angular input to the servo. This step is not equivalent to 
target motion; it represents the instantaneous appearance of a new target. 
Thus, the motion of the radar toward the false target decreases the error 
voltage generated by the false target, but such motion simultaneously in­
creases the error voltage from the real target. 

The size of the equivalent angular step depends on the average IF out­
put voltage, which varies with AGC control voltage. The AGC control 
voltage varies with the size of the angular tracking error according to Eq. 
(8.9) and the servo loop is nonlinear. However, the nonlinearity is not large 
and, with some approximation, the linear servo loop response can still be 
developed. 
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If one assumes perfect radar tracking, initially, and that the jammer-
induced error is in azimuth (i.e., (pj = π), the error voltage [from Eqs. (8.7) 
and (8.9)] is 

&n? 

■V/nj + (Vs+ Vj)m 
mm, 

(8.29) 

If the jammer carrier is 100% modulated and very much greater in power 
than the target return (V} > Vs), then the error voltage is 

m 1 

2 1 
(8.30) 

which is approximately linear for small m as shown in Fig. 8.5. Because of 
this linear relationship, the servo loop can be analyzed as a linear system 
subjected to both a new return displaced from the real target by 0,· = 63/ks 
and the original target. (The appropriate servo model is shown in Fig. 8.6.) 
The transfer function of the servo response to jamming is 

4o(s) = 
2G(s) 1 

1 + 2G(s) 2ks s 
(8.31) 

which equates to the response of the original unjammed servo with twice 
the open-loop gain to a step input of 63/2ks. Using Eq. (7.135) the response 
time of an improved type I servo with the parameters ω, = 10 rad/s, 
co2 = 100 rad/s, and K = 10,000 rad/s2 is tr = 16 ms, which is 64% of the 
unjammed servo response (i.e., the jammed servo is quicker). The servo-con­
trolled scan axis moves quickly toward the jammer-induced target and, after 
an 18% overshoot, settles rapidly on the false target. 

JAMMING 

Fig. 8.5 Error voltage vs angle error under jamming. 
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t®— 
3 * 

G ( s ) 

Fig. 8.6 Model of CONSCAN radar servo subjected to AM jamming. 

8.2 AMPLITUDE MODULATION THROUGH INVERSE GAIN 
When the threat reveals its scan frequency, in simple CONSCAN for 

example, the jammer can use the radar's illumination to control the modula­
tion frequency of the jammer. This approach permits simultaneous jamming 
of multiple pulsed radars, provided different radar pulses are not time coin­
cident in the final power amplifier of the jammer. 

The circuit in Fig. 8.7 is assumed to adequately represent a CONSCAN 
radar receiver and the signals present at its input. A square law detector is 
assumed in this model because it simplifies the analysis. The variation in 
voltage gain of the antenna with time is 

gi(t) = gs(l + mcostoj) (8.32) 

where gs is the voltage gain on the radar scan axis. The IF amplifier acts 
simply as a constant gain. 

The inverse-gain-jammer amplitude modulates its output at the radar scan 
rate. But rather than store various scan rates, it generates them internally 
from the received radar scan modulation. If the target signal is 

vs(t) = Vs(\ + mcos<x>st)coscoIFt (8.33) 

0 
INPUT 

•k JAMMKR 

Vc 

RIXKIVKR 
V V. 

<8H»FCHIHg>--[=r-
i . i I 1 i e a ; 

COSCOgt 

g x ( t ) 

Fig. 8.7 Inverse gain vs CONSCAN. 
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then the jammer signal will be 

Vj(t) = Vj( 1 - ßmcos(usi)cos{üiIFt + if) (8.34) 

where ψί is distributed as in Eq. (8.22). The modulation of the jammer 
amplitude is shifted by 180 deg from the modulation of the radar return or 
inverted; thus, the name inverse gain. 

The voltage out of the IF amplifier is 

vr(t) = K[vs(t) + £,(i)k,(0 

and the voltage from the detector 

vjj) = E{\vr{t)\2} = K2g2(t)E{\vs(t) + νρ)\2} (8.35) 

Expanding Eq. (8.35) with Eqs. (8.22), (8.33), and (8.34), and assuming that, 
initially, m2 and ß2m2 are much less than one and can thus be ignored, 
results in 

v£) = K2g2(l + ImcoswMiVJ + V2) 

+ 2m(V2 - ßV2)coscoj] (8.36) 

Only the term at the scan rate ω, passes the scan filter, resulting in an error 
voltage 

εαζ = K2g2[2V2 +(\-ß)V2]k§^ (8.37) 

before considering AGC effects and recognizing ks to be for a one-way 
pattern. If AGC normalization is considered, the error voltage becomes 

•--{^ττ$)& (S-38) 
Now we define a jamming-to-signal ratio by Eq. (8.16). The error voltage 

of the radar receiver is related to the tracking error in the nonjamming case 
through 

eaz=2k£ = KD0T (8.39) 

in which ks is defined for the one-way radiation pattern. With jamming, the 
error voltage relates to the angular tracking error through 

2 + (J/S)(\-ßY 
1 + (J/S) 

which determines the radar response. 

ψ (8.40) 
v3 
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The constant KD represents the radar receiver in the radar model shown 
in Fig. 7.3. This constant was shown to be a function of the antenna pat­
tern through the antenna beamwidth and error slope coefficient. It is now 
shown to be a function of certain jammer parameters as given in Eq. (8.40). 
The value of KD in the unjammed case is designated KDo. The ratio KD/KDo, 
plotted in Fig. 8.8, is 

KD =2 + (J/S)(l-ß) 
KDo 2[l+(J/S)] 

(8.41) 

If the jammer generates an unmodulated carrier (i.e., ß = 0), radar sensitiv­
ity to angle errors drops by a factor of two as the J/S ratio becomes infi­
nite. This is reasonable because only the scanning pattern of the receive 
antenna modulates the receiver input; the modulated target return is over­
powered by jamming. If the jammer modulates in phase (ß < 0), radar sen­
sitivity to angle errors can actually increase if the magnitude of ß exceeds 
unity. This will result in a radar servo response often referred to as 
"tight"—that is, servo motion is more rapid than normal and the over­
shoots are larger. 

Of most interest is the response when inverse modulation is employed. 
When ß < 1, it reduces the gain in the radar-servo loop and, as to be dis­
cussed in Chapter 10, can cause some servo systems to become unstable. 
W h e n / ? > 1 , a J/S ratio of 

1 
(8.42) 

results in a negative loop gain or a servo loop with positive feedback, caus­
ing all of the servo loops to become unstable. 

■1 0 0 1 0 
JAMMING-TO-SIGNAL RATIO, i n dB 

Fig. 8.8 Normalized angle error sensitivity of radar. 
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Given an unstable loop, the loop gain governs the rate of error increase. 
With an infinite J/S ratio, the ratio of jammed to unjammed loop gains is, 
from Eq. (8.41), 

* 5 . = - t i l (8.43) 
KDo 2 

If the inverse gain parameter ß is only slightly greater than one, any insta­
bility will increase slowly. Larger values of ß will reduce the time required 
to achieve larger errors. For example, consider the improved type I servo 
in Chapter 7 with the following parameters: K = 10,000 rad/s2, ω, = 20 
rad/s, and ω2 = 100 rad/s. If β = 3, the unstable servo loop gain is of 
the same magnitude as the gain of the unjammed loop. Assuming an 
initial tracking error of 0.01 ö3, the error will exceed a beamwidth in 32 ms. 
If ß = 1.2, the same initial tracking error will have grown to only 0.05 03 
in 70 ms. 

8.3 INVERSE GAIN VS SCAN WITH COMPENSATION 
One can show that the inverse gain jammer in the previous section will be 

ineffective against the analytical SWC radar modeled in Fig. 8.9. If the 
jammer is activated after radar tracking has begun, one can assume that the 
modulation depth m is small. The various signals are as follows. The target 
return and jammer signals are the same as those shown in Eqs. (8.33) and 
(8.34). The scan patterns of the main and auxiliary antennas are 

gmit) =gs(i + mcoscoj) 
(8.44) 

gA(t) = & 0 - m c o s o y ) 

After performing the operations indicated in Fig. 8.9, the signal from the 
main channel scan filter is 

2m[2V2
s + (\ -ß)V2]cosa>J 

V3m = j= 2 ~ 
V2(l + 3m2)+Vj l + ^ - ( l + / P > 

and the signal in the auxiliary channel is 

-2m[V](l + ß)]cosa)st 

(8.45) 
2ßm2V2 

v-, =-
' 2 / 1 m2\ V2(l-m2) + V2 i + T ( i + /?2) 

(8.46) 
+ 2ßm2Vj 

In Eqs. (8.45) and (8.46), the average voltage in each channel has been 
equated to one through separate AGC systems and terms of order m3 and 
higher have been dropped. 
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Fig. 8.9 Model of inverse gain vs SWC radar. 

Performing the subtraction and allowing the J/S ratio to become infinite 
results in the error voltage 

2m \+Ύ(\+β2)-2β2ηι2 

m 1+γ(1+/* 2 ) 
■■2k. 

4ß2m4 ''θ, 
(8.47) 

Terms of order m2 and higher have now been ignored and again ks is defined 
as for a one-way antenna pattern. [Identical results are obtained in this 
example if terms of order m2 and higher are ignored outright, beginning with 
Eqs. (8.45) and (8.46). In general, however, care must be exercised in ignor­
ing terms in m2 and higher as they may be multiplied by a large J/S ratio.] 
Of most importance in Eq. (8.47), the sense of the error—its sign—is correct. 
Second, the error voltage is zero only at zero angular error. A slight change 
in gain occurs, but it has insignificant impact. Thus, the SWC radar, as 
modeled, easily tracks the AM jamming signal. 

This one example does not exhaust all possible encounters between SWC 
radars and inverse gain jammers. An example of another encounter assumes 
an imbalance in the antenna patterns of the radar as follows: 

gJJ) =&(1 +mcos(osi) 

ΞΑΟ =gsA(l -mAcoswst) 

(8.48a) 

(8.48b) 

If terms involving m2 and higher are ignored, the detected main and 
auxiliary signals out of the square law detectors are, with mA = m{ 1 + δ), 

vdM=g2ÄV2 + V2) +g2[V24m + V2{\ - ß)2m]coswst 

vdA = glA{V2
s + Vj) -g2

A[V22mo + Vj( 1 + δ + ß)2m]cosmst 
(8.49) 
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In Eq. (8.49), only the constant term, which determines the AGC control 
voltage, and the scan-frequency term are given since the other terms are not 
important. 

If the AGC system again adjusts the IF amplifier gain so that the average 
of the detected IF output is unity, the error voltage will be 

εαΣ=(2 + δ)η=(2 + δ ) ^ (8.50) 

Once again, the jamming produces no tracking error on the part of the radar. 
This does not mean that error generation is impossible in a more accurate 
model. The terms dropped in this analysis because of the assumed smallness 
of the depth of modulation may be significant if target maneuvers cause a 
tracking error. 

8.4 AN ANALYSIS TECHNIQUE 
FOR LARGER ANGULAR ERRORS 

All of the preceding analyses linearized the variation of antenna gain with 
the angle from the scan axis. Such a linearization is obviously invalid when 
large tracking errors either exist or result from jamming. Similarly, the jam­
mer has been modulated by a single tone and a methodology valid for 
square-wave modulation is required. Both of these deficiencies can be cor­
rected by expanding the time functions defining the antenna gain and jam­
mer signal variations into a Fourier series. This is possible only when both 
time signals are periodic; thus, the model developed is a stationary one. If the 
result of the analysis is an error voltage that will increase the angular error 
and thus change the antenna gain function, the validity of the model requires 
that the antenna motion is "slow" in relation to the antenna scan rate ωΛ.. 

As in earlier sections, the likely pulsed nature of the radar is unimportant 
since it is assumed that the jamming pulses overlap the target returns. The 
jamming signal is now given by 

GO 

Ψ) = Σ vin cos(no)st - φ„)β^"-' (8.51) 
n = 0 

where, for simplicity, the jammer period is set equal to the scan frequency of 
the radar. The target return is given by Eq. (8.1). If a COSRO radar is 
modeled, only the variation in gain of the receive antenna needs to be consid­
ered, but it is still a function of the size of tracking error. Shown in Fig. 8.10 
is one cycle of the variation in gain of a Gaussian antenna pattern for three 
different tracking errors. This functional dependency on tracking error can 
be incorporated by writing the gain function as 

oo 

g(t)= Σ £™(0r)cos(muV - φ„) (8.52) 
m = 0 
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Fig. 8.10 Time variation of gain of Gaussian pattern. 

Now any even function can be expanded as 

f(t) = Σ a„cosna>J 
n = 0 

and a time shift of τ results in 

1/f 

g(t)=f(t-x)= X ancos [ nwj - η2π ~ 

= £ α„οο8(«ωί/ — «(?,) (8.53) 

The relationship between the phase shifts of the harmonics shown in Eq. 
(8.53), cpm =ιηφι, can be used to advantage. 

Using Fig. 8.1 as the radar model (except for the antenna gain function), 
the voltage at the envelope detector output is 

vJ,t)=K\Vj(t)+vs{t)\g(t) 

= K Σ Vjncos(nwst - i/O + Vs Σ gmcos(m<»si - <pj (8.54) 

Equation (8.54) is valid provided the jammer is modulated at no more than 
100% and modulations that would vary the phase of the jammer RF carrier 
relative to the phase of the target in a deterministic manner are not used (i.e., 
double-sideband suppressed carrier). Additionally, Eq. (8.54) will be in error 
if the modulation of the antenna or jammer has significant harmonic content 
near the pulse-repetition frequency of a pulsed radar. 

The detector output can be rewritten as a constant term plus a term at the 
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scan frequency plus all higher harmonics. This representation is 

on ' jr, 

«= 1 2 
VAO = goiV, + Vj) + Σ ^ COS(<Pn ~ Φη) 

SoVfl + VsgiCos(a)j - φ,) + ^^- cos(a>J - φ^ + —^- cos(cost - ψχ) 

Σ 6« " j,n — 

gxVjo 

- c o s ^ / - <p„ + ψ„_ ,) + X J" cos(a>sf + φ„-ι-φ„) 

+ higher-order terms 

The azimuth error voltage is then proportional to 

g0Vj g^jo Vsgxcos(px H — - 1 - cosi/>, H - ^ cosip 

(8.55) 

+ Σ ίι^~οο5(φ„-φ„_])+ Σ ü ^ c o s ^ , , - ^ (8.56) 

Repeater Modulation by a Single Frequency 
If one recalls that the terms gn are functions of the tracking error θτ, it 

would be generally impossible to solve Eq. (8.56) for the tracking error at 
which Eq. (8.56) and the corresponding elevation error are zero. However, 
for very small tracking errors and single-tone jammers, it was found in Sec. 
8.1 that ψι = φ, + π. If one can assume that a single-tone jammer is operat­
ing and that φ\ = φ, + π, Eq. (8.56) yields 

g2V-t 
Zaz = (Vsgl ~ goVj\ + g\ ^JCOS^! -^- COS(<?2 - <p,) 

But ψ2 = 2φ1 and the error voltages become 

cos<p, 

£*>/ — 

(Vs + VJO)gl -

(Vs+VJO)gl-

- K , ( g o + | ) " 

-v,(,+f)_ snup, 

(8.57) 

(8.58) 

(8.59) 

requiring the following term to be zero in order that both error voltages be 
zero: 

(Vs+VJO)gi-VJgo+^) = 0 (8.60) 
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The solution to Eq. (8.60) is the tracking error. Equation (8.60) can be 
expressed as 

2gi(0r) Vfl m, (8.61) 
2g0(er) + g2(eT) Vs + VJO ^β/Τ) + i 

if the jamming-to-signal ratio is again denned as (VJO/Vs)2. 
If the radar antenna is modeled as Gaussian, a functional expression exists 

for the left side of Eq. (8.61). The antenna gain function is g(t) = g[9(t)] 
where, from Fig. 7.5, 

Θ2(ή =θ2+θ2
τ- 2θβτοο$φτ 

The expansion for g(t) uses the formulation in Skolnik [80] 

'~-2£n2 

(8.62) 

■■ gg exp 

g(t) = g[0(t)] = gg exp 

-2ίη2 

θ2(ή 

(Θί + Θ2
Γ) exp 

4ίη2θβτ , 
-~2 cos(wäi - φ,) (8.63) 

Using k = 4(6J93y»i2 and the identity from Abramowitz and Stegun [81], 

y ZCOSlj/ 4(z )+2 X /„(z)coswA (8.64) 

where I„(z) is the modified Bessel function, Eq. (8.63) becomes 

~2Λί2(0? + θ\) 

λθ, 

gif) = Ss exp 

+ 2 Σ h kO, 
cosn(o)j — ψ[) 

from which the series expansion terms are 

-2fn2(Q2+Q\) 
go = gg exp 

gn = 2gg exp 

k6T 

-2/η2(θ2 + Θ2
Τ) λθ, 

Ψη =Πψι 

(8.65) 

(8.66) 

(8.67) 
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Using Eq. (8.66) in Eq. (8.61) and equating x = kdr/03 results in 

27, (x) w, /,(*) 
I„{x) + I2(x) i + Jsfj (d/dx)I,(x) 

where the last relationship used the identity [81, Sec. 9.8] 

(8.68) 

/ „_ , (* )+ /„+ , (*) = 2 — Ι„(χ) (8.69) 

For a specified value of J/S, the value of x can be incremented until equality 
holds in Eq. (8.68), at which point x yields the tracking error. Solutions of 

NORMALIZED ERROR, x= T 
~θ7 

1 .0 

1 +7S/J 

0 
-20 0 20 40 
JAMMING-TO-SIGNAL RATIO, in dB 

Fig. 8.11 Graphical solution to angle error induced in CONSCAN radar with Gaus­
sian pattern by AM jamming of single tone. 
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Eq. (8.68) are presented in Fig. 8.11 for various depths of modulation. As 
rrij < 1, there is always a stable tracking point at even when the J/S ratio 
becomes infinite. If the squint angle is 03/2, the maximum angular error is 
1.12 θ3. Of course, the Gaussian approximation of a typical antenna pattern 
begins to degrade rapidly when this size of angular offset is achieved. The 
implication of this analysis is that large angular errors are achieved and only 
more detailed consideration of the actual antenna patterns will permit pre­
diction of the result of jamming. 

Validity of Linear Servo Model 
In addition to determining the angular tracking error, if any, at which the 

error voltage is zero, it is necessary to assess the magnitude of the error 
voltage resulting from a particular angular error and the linearity of any 
relationship between these two quantities. This latter information determines 
the validity of using linear radar servo models. 

All the necessary information is contained in Eqs. (8.55) and (8.66). Given 
a single-tone jammer, the constant and scan frequency terms out of the 
detector are 

»Λ0 go(Vs + V,o) 
ZxVfl 

gl(V,+ Vio)-Vß[go + 
gi cos(ay -φλ) (8.70) 

Using the expansion coefficients defined in Eq. (8.66) yields a normalized 
azimuth error voltage of 

2/,(x)(K; + Vio) - Vß[I„(x) + I2(x)] 
(8-71) 

or with a J/S ratio defined by (VJO/VS)2 

£aÄx) = : 2/,(s)( 1 + JS/J) - mjjljjx) + I2(x)] 
/„(*)( 1 + Jsfj) - m/,(x) 

(8.72) 

This error voltage is plotted in Fig. 8.12 for various J/S ratios and jammer 
modulation levels. At all J/S ratios, a linear model is valid and a linear 
approximation to Eq. (8.72) can be derived from Fig. 8.12. Also, using 
identities in Ref. 81, Eq. (8.71) can be expressed as 

εαζ(χ) = 2 
/,(*)( i + y f ) - w , A / l W 

(8.73) 
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Fig. 8.12 Error voltage in CONSCAN radar due to single-tone AM repeater jammer. 

Square-Wave Repeater Modulation 
If a square-wave modulation is applied to the repeated signal and if the 

square-wave period is equal to the scan period, then Eq. (8.51) can still 
represent the jamming waveform. Let the jammer modulation be as shown 
in Fig. 8.13. The jammer coefficients are given by 

Vjo = Vjß 

V = ( - i)<»- n/2 V^i „ > i and odd 
ηπ 

(8.74) 

= 0 n even (8.75) 

All phase terms φη are zero. 
Upon initiation of jamming, the antenna scan axis will reposition itself to 

lie between the true target and the fictitious target induced by the jamming. 
From this new location, the phases of the jamming and target modulations 
will appear changed. Their relative phase, however, will be such that 
ι/Ί — ψι+η. Using this key relative phase relationship, Eq. (8.56) for the 
error voltage becomes 

Saz = Ksgl - Vng0 + Vjagt ~ £ on " j,n 

■-2 even 
Σ * jnSn — 1 (8.76) 

After applying the identity in Eq. (8.69), using Eq. (8.66), and equating the 
common term gg exp[ —2(n2(Q2

S + θψ)/ΘΙ] to K, this error voltage becomes 
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Fig. 8.13 Jamming modulation, square wave. 

[with Γ„(χ) = (ά/άχ)Ιη(χ)], 

ε„ = IK (Vs + VjJItix) - Σ VinI'n{x) 
η= 1 
odd 

(8.77) 

The tracking axis will stabilize at a point so that εαζ = 0. Inserting Eq. 
(8.74) into Eq.(8.77) and setting εαζ = 0 results in 

vs + ~4 )/,(*)= Σ(-ΐ)("-"'2-^/;(χ) 
n= 1 
odd 

(8.78) 

If a JjS ratio is defined by JjS = (Vj/V,)2, Eq. (8.78) becomes 

/,(*) 
4 
π iJ, 

Σ ( _ D ( - - o / 2 ^ ) 2 + £ 
(8.79) 

The tracking error can be found by incrementing x until equality holds in 
Eq. (8.79). (A graphical solution is presented in Fig. 8.14.) The maximum 
error is given by x = 1.804 as the JjS ratio becomes unbounded. Again, a 
stable tracking point is reached, but, at such large angles, the Gaussian 
pattern is not a good model. The error is larger than the error developed by 
the single-tone jammer because the ratio of the error producing term at the 
scan frequency to the target enhancing term at zero frequency is larger for a 
square wave. 
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Fig. 8.14 Tracking error in CONSCAN due to square-wave modulation. 

8.5 EFFECT OF CW NOISE ON A CONSCAN RADAR 
If a jammer illuminates a single radar with CW noise, the range can always 

be denied with a sufficient J/S ratio. The angular position of the jammer 
cannot be denied, however, because the jammer's radiated energy reveals the 
jammer's location just as the sun's light reveals the sun's position in the sky. 

Denial of Range of Target 
At the outport port of the IF amplifier, let the target return be given by 

Eq. (8.1) and the jammer signal be 

vp) = V](i)eJi'0">' + iKm (8.80) 

where Vj(i) is defined as a narrow-band Gaussian process. Then, at any 
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instant of time, the amplitude Yjlj) follows a Rayleigh probability distribu­
tion [82, p. 101] and the phase φ is distributed as in Eq. (8.22). If 
E{V2} = 2σ2, the Rayleigh distribution is 

p(Vl)=^2cxp( - i l YJ 
σ2 Vj>0 

and E{Vj) = σ^/πβ. The jamming-to-signal ratio is denned as 

J 
5 

mi 
V2 

(8.81) 

(8.82) 

At the output port of an envelope detector, the voltage vd will follow a 
Ricean distribution [82, p. 105] with the following characteristics when the 
target is present: 

P(vd) = — exp 
σ 

E{vd} 

vJ±Vf\ (V^d 
2σ2 ) °{σ 

4σ2 16ΐ2σ 2 

E{vd) = 2a- 1 
V2' 

2 ^ (8.83) 

When the return from the target is not at the detector output, the detected 
voltage results from jamming alone, vd = vp and the voltage distribution of 
the detector output is Rayleigh with 

Eiüä} = .h σ (8.84) 

E{v2
d} = 2a2 (8.85) 

On a typical A-scope, many separate traces will be integrated. The presenta­
tion should consist of a wide trace with mean and variance determined by 
Eqs. (8.83) and (8.84). Determination of target location is impossible if no 
observable variation in trace statistics occurs near the target return. Assum­
ing that an operator uses only mean and variance as discriminants, the target 
will not be detectable above some J/S ratio. From Eqs. (8.83) and (8.84), 
these moments without a target are 

E{Sd} (8.86) 

(8.87) 
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Table 8.2 Normalized mean and variance of 
detected output with CW jamming 

J/S, dB 

0 
3 

10 
13 
20 

Mean 

1.438 
1.235 
1.049 
1.025 
1.005 

Variance 

1.085 
1.271 
1.091 
1.048 
1.010 

and, with a target, they become 

π 
E{Sd} = >+®-u? 

2-lr 
S\ πσ 

1 > 

(8.88) 

(8.89) 

The expectation and square root of the variance in Eqs. (8.88) and (8.89), 
normalized by the mean in Eq. (8.86) are plotted in Fig. 8.15 for various J/S 
ratios and tabulated in Table 8.2. In Fig. 8.15, the average detected output 
of jamming by itself is arbitrarily set equal to one. From Table 8.2 and Fig. 
8.15, the target is apparently obscured on the A-scope at a J/S ratio between 
10 and 15 dB. 

■two s t a n d a r d d e v i a t i o n s 

υ , ( t ) d 
J /S=-= = 0 

= 1 0 :20dE 

t i m e 

Fig. 8.15 Normalized mean and variance of detected output with CW jamming. 

CONSCAN Angle Estimation in CW NOISE 
Barring saturation of the output voltage of the receiver in the radar, the 

CW noise jammer does not deny angular information. If the radar scan axis 
points directly toward the jammer, the incident jammer signal is received at 
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Fig. 8.16 Model of CONSCAN radar for noise analysis. 

a constant antenna gain. If the JjS ratio is large or if the range gate no longer 
samples the receiver output at the time the target return is present, the 
voltage from the envelope detector will be Rayleigh distributed as in Eq. 
(8.81). This gated detector output is passed through a sample-and-hold 
(S&H) circuit, whose output is again Rayleigh. (A model of the radar re­
ceiver is shown in Fig. 8.16.) outputs of the S&H circuit (see Fig. 8.17) are 
independent for separations in time exceeding the pulse-repetition interval of 
the radar because samples separated by this much are caused by independent 
jammer/receiver outputs. The first and second moments of the output of the 
S&H circuit are 

E{v2
H} = 2<r2 

(8.90) 

(8.91) 

where σ2 can be related to the jamming power if desired. 
This output can be represented as a constant plus a zero mean value noise 

component 

vH{t)=E{vH}+n(t) (8.92) 

where Var{vH} = E{n2} = [2 — (π/2)]σ2 and E{n) = 0. Each pulse from the 
S&H circuit possesses a (sinx/x)2 energy spectrum that has zeros at integral 

u H ( t ) 

2T 3T 4T t i m e 

Fig. 8.17 Typical sample-and-hold (S&H) output. 
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multiples of the pulse-repetition frequency of the radar and a magnitude 
proportional to the square of the pulse amplitude. The power spectrum 
associated with the zero mean noise component is 

« ω ) = « Ι * 
sin ωΤ/2 

ωΓ/2 
= 2 σ2Τ 

sin ωΓ/2 
ωΤ/2 

The constant output has a power spectrum of 

Sc(o) = π2σ2δ(ω) 

(8.93) 

(8.94) 

and the total power spectrum presented to the error detector is shown in Fig. 
8.18. 

The noise power near the scan frequency will induce a tracking error that, 
in turn, will generate a self-correcting error voltage. This phenomenon is the 
same as that discussed in Sec. 7.7, except for the correlation of the positive 
and negative frequency portions of the noise spectrum. Because of this corre­
lation, only the noise and signal terms at positive frequencies need to be 
considered. Assuming ws « 2π/Τ, the noise passing a filter of width Δ/is, 

2 — ^ ) a2TAf= noise power (8.95) 

The competing signal is 

m E{vH] — cos(a>J - ψ) (8.96) 

As in Eq. (7.158), the assumption is that the track axis moves until the error 
voltage is zero. The mean square tracking signal must then equal the noise 
power, or 

πσ E{m2} = (2-^yTAf (8.97) 

1 π2 σ2 δ ( ω ) 

Fig. 8.18 Spectrum of error detector input due to CW noise jamming. 
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21 ~\- 2 

As m = ks(0r/e3), the mean square total angular error includes azimuth 
plus elevation and is 

Noting that T = \jfn where fr is the pulse-repetition frequency of the radar 
and replacing Af by twice the servo noise bandwidth, 2ßn, results in 

n=\* Ά (899) 
This should be compared to Eq. (7.161) repeated below and multiplied by 
two to transform the error in one plane to the total error (i.e., 2σ2

χ = σ2,) 

°Λ = , J / f s (7.161) 
,2/ ύ \ / Jr 

k'\NjIF\2ßn/ 
The constant average power of a CW noise jammer results in a tracking 

error equal to the tracking error when the S/N ratio at the IF frequency is 

1.8-► 2.6 dB (8.100) 

As an example of the significance of the tracking error given by Eq. (8.99), 
assume the angle error of a radar is distributed as a Gaussian random 
variable and that it assumes a new, independent value every l/2/?„ seconds. 
Assume further that tracking of the target by the radar stops if the angle 
tracking error, during any time interval of duration l/2/?„ exceeds one-half 
the radar one-way beam width 03. Then, the probability of a break in track­
ing during any interval of duration l/2/J„ is 

ph = l _ I 3
 ρ(θ) άθ = erfc ( — γ ^ - ) (8.101)* 

Over a period of observation, consisting of ./V intervals each of length l/2/?„, 
the probability of breaklock during at least one interval is 

"θ,/2 
PB = l-(l-Pb)N=l ρ(θ) άθ (8.102) 

If an aircraft flies at 250 m/s over a 10 km course, it will be observed for 
40 s. 

*erfc(z) is the complementary error function as defined in Ref. 81 (p. 297). For large values 
of z, 

exp( -z 2 ) [ ( l / z ) - ( l /2z 2 ) ] 
erfc(z) « — 
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If the one-sided servo bandwidth of the radar is 5 Hz, then there are also 400 
separate chances for a breaklock. From Eq. (8.99), however, if the pulse 
repetition frequency is 2 kHz, the variance of the Gaussian distribution is 

σ^= 0.0024 θ\ (8.103) 

Since one-half beamwidth equals 10 standard deviations, the probability of 
breaklock is essentially zero. 

8.6 THE EFFECTS OF AM NOISE ON A CONSCAN RADAR 
The radiated power of a noise jammer can be varied at the scan rate of a 

conical scan radar, causing errors in the estimation of target position. The 
magnitude of error in estimating target position will be limited by the same 
causes of the error limitation affecting the repeater jammer: the balancing 
effect of a return from the target or jammer-radiated power that does not 
appear at the scan frequency of the radar. The computation of the error 
induced is conducted again because the noise-like nature of the jammer signal 
does complicate the analysis. 

The assumption is that a sufficient J/S ratio is maintained at all levels of 
jammer power to prevent determination of target range. The voltage out of 
the IF receiver, which is sampled and passed on to the circuits used to estimate 
angular error, is due solely to jamming, and the follow-on circuits effectively 
operate in an infinite J/S ratio. The jamming signal present at the output of 
the sample-and-hold circuit can be expressed 

vjt) = VfjitX 1 + m/CO&wj) (8.104) 

where vH(t) is defined in Fig. 8.17 and wyis the jammer depth of modulation. 
The autocorrelation function presented to the error detector circuits is 

RM(T)=E{vm(t)vm(t-r)} 

= Ε{νΗ(ήνΗ(ί-τ)} 
2 

mf 1 H—- coscu/r 
2 

resulting in a power spectrum given by 

ϊΐϊ ■ 

sM{w) = sH(Wr\ö{w)+^- δ(ω — ω,) + δ(ω + ws) 

(8.105) 

(8.106) 

The portion of this power spectrum presented in Fig. 8.19 shows the contribu­
tion of the various terms of Eq. (8.106) near the scan frequency. As the band­
width of the scanning filter is much less than the pulse-repetition frequency, 

2 - φ σ 2 ( 1 + < ) | « π ^ (8.107) 

or the continuous noise spectrum contributes negligibly and can be ignored. 
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Fig. 8.19 Power spectrum of AM noise jammer at error detector input. 

The resulting signal is identical to that covered in Sec. 8.1 and the angular 
error is given by Eq. (8.15) as 

θτ ntj 
(8.108) 

Problems 
8.1 Consider a COSRO radar tracking two targets Sx and S2, as shown in 
the top drawing below. An appropriate model of the radar is shown in the 
lower figure. 

gi=g [l+m1cos(wst - Φι)] 

5 1 = Α ι θ ^ ω ι 1 : + ψ ι 
-® 

DET 

s2=A,e 
—*® 
j u l l t '■ 

g2=gs[ l+II l2COS((D t - φ 2 ) ] 

v 0 ( t ) "v s ( t ) 
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The phase ι̂ , is a random variable, uniform on 0-2π. The convention V(t) = 
Re{ Ve'""} has been used. The tilde denotes a random variable and E the 
expected value. 

a) Show that V0(t) = E{\VA(t)\2} = Ajg2
2(t) + A\g]{i). 

b) For m, and m2 much less than one, show that the error voltage will be 
zero when 

Ψ2 = Ψι ± π A\m2 = A\ml 

c) Defining Δθ Ξ 0, + θ2, show that the tracking error relative to St is 

0i ^ 
Δ0 Α\ + Α\ 

8.2 Building on Problem 7.4, consider the random-lobing radar and jam­
mer defined in the following sketch and notation: 

v , ( t ) 

- ^ — -
. 1 

g ( t ) 

K = K 
0 

K ' 

1" L ^ J 

- o 

>D 

V 

a - ^ 

COS<(>(t) 

ε„ 

1(0 = & , ( ! + -— cos(<p(/) - φΓ) 

<P(0 = Σ Φ ^ Γ / 4 ( ί - « 
η — — οο 

where PT/4(t) is a unit pulse of duration Γ/4. 
The probability density on φ„ is 

/>(φΒ) = ~Α δ(φ„) + ~A M <pn - -

+ 4 δ[ V» + 2 ) + 8 ^ " ~ ^ + 8 ^ " + ^ 

The low-pass filters develop an output voltage that is the time average of 
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their input, which, for the terms containing a random phase, we equate to the 
expectations of such a term. 

If the jamming input is amplitude modulated as v,- (f) = K/1 + n^cosay), 
show that the error voltage in the azimuth plane is 

KJcft7 
a40, cos<pT 

8.3 It was claimed, in Sec. 3.3 (in the subsection on repeater polarization 
modulation), that effective jammer operation against a scanning radar 
with a nutating feed requires that the orthogonally polarized signal from a 
jammer exceed the nominally polarized target return by a ratio greater 
than that of the radar antenna's copolarized peak gain to its 
cross-polarized peak gain. A simplified analysis supporting this statement 
begins with observation of the antenna radiation pattern and the locus of 
points within this pattern outlined by a target tracked with a one-half 
beamwidth error in a plane at 45 deg to the horizon, as shown in the 
sketch below. Only one of the cross-polarized lobes is shown and the 
pattern is much simplified. 

LOCUS OF TARGET 
DURING ONE SCAN 

COPOLARIZED 
CONTOURS 

CROSS-POLARIZED 
CONTOUR 

AZIMUTH 

t = 0 FOR TARGET ON LINE 
AT 45° TO ELEVATION 

'' ELEVATION 
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The time variation of the magnitude of the copolarized and cross-polar­
ized fields, as seen at the target, are shown below, 

where Eno(Epo) is the peak copolarized (cross-polarized) field strength. The 
amplitude of the radiated fields can be approximated as 

EM = Y 
-'po 

1 + sin 1 a>st + - 1 

Γ / A~] 1 — sin 1 a>J + — 1 
L V 4 / J 

EM) = 

If the incident field is Ein = EjX + ETy, the voltage out of the antenna will 
have a modulation given by 

v,„ = ETEno + EjEpo + (ETEno - EjEpo)sm[ <ost + 

The average signal out of the receiver will be normalized by the AGC and 
the resulting azimuth error voltage will be proportional to 

εν oc 
ΕτΕηο Ejhpo 

' ETEno + EjEpo 

For radar purity defined as EnojEpo = 7 and a jamming-to-signal ratio 
defined by J/S = (Ej/ET)2, this error voltage becomes 

£ „ OC-
fJ/S 
J/S 

Thus, when EjjET > EnJEpo, the sign of the error voltage is incorrect. 
The actual motion of the tracking axis of the radar requires the above 

analysis be repeated until both azimuth and elevation error voltages are zero. 
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Show that the J/S requirement for an initial tracking error of θτ < β3 in 
the first quadrant is given by 

7> /3πΑ:ΛΥ£„Λ2 

where the cross-polarized field is assumed to be as shown below. 

and is defined by 

EJj) = -^ sin2a>stl 1 2l 
2 ''{' θ3 

and p(t) is a unit pulse of duration Ts/4. 

Pit)-Pit 2cut 
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MEASUREMENT IN MONOPULSE 

A monopulse system estimates the target location at an angle from the 
boresight of its antenna through a comparison of two or more signals received 
simultaneously from the target. The variation of incident signal parameters 
in time has no effect on the estimation process unless the physical realization 
of the radar results in a channel imbalance in amplitude or phase [4, p. 177; 
26]. Because of the inability of a single-point source to create significant errors 
in the monopulse system, Shustov and Vakin [4] concentrate on the effects 
created by two-point sources. The error created by two-point sources is the 
subject of the first part of this chapter. The second part explores the effect on 
an angle estimate of the polarization of the incident wavefront. 

The half-power beamwidth 03 of the pattern of each of the elements making 
up the monopulse feed is used throughout this chapter for normalization. This 
is not the same as the beamwidth of the resulting sum-radiation pattern. 

9.1 MULTIPLE-SOURCE JAMMING OF MONOPULSE 
Shustov and Vakin developed the relationship between the error voltage of 

a monopulse radar and the characteristics of signals incident on the radar 
from two unresolved sources. The two sources could be related coherently or 
incoherently, with coherent sources producing signals having a constant 
phase relationship at the radar. This section reproduces their development 
and builds on the sections concerned with monopulse radar in Chapter 7. The 
discussion is limited to amplitude sensing with sum-difference detection as it 
is the most common. 

Figure 9.1 shows the problem geometry. The sum-radiation pattern and 
two sources, 5Ί of amplitude A ̂  and S2 of amplitude A2, are shown. The feed 
antenna patterns comprising the sum and difference patterns are shown in 
Fig. 9.2. Note that the angle Ö, can be interpreted as the error in tracking 
source 1. If the two sources are of the same RF frequency ω0 but have an 
arbitrary phase relationship ψ, the complex signal representation of the 
antenna output voltages are 

V{=A ,g(0, - 0,) + A2g(9l -ΑΘ- Qy* (9.1) 

V2 = A,g(0, + 0,) + AM -ΑΘ + e,)e» (9.2) 

273 
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Fig. 9.1 Two-source jamming geometry. 

X 
peal< 

g(6+e ) s 
ANTENNA 

#2 

Fig. 9.2 Monopulse feed antenna patterns. 

Assuming phase-matched channels, the IF amplifier output voltages will be 

νΣο = ΚΣ(νι + ν2) (9.3) 

ν&ο=Κ&(νλ-ν2) (9.4) 

The output voltage of the phase detector driving the angle servo is 

εαζ={Κε{νΣνΧο} = ^ ( | κ , ρ - N2) (9.5) 

Two Incoherent Sources 
If the relative phase between the two jamming sources changes rapidly 

in time compared to the impulse response time of the radar servo or the 
filter following the phase detector, the average output voltage of the phase 
detector drives the servo. For example, the relative phase between sequential 
pairs of pulses arriving at a pulsed radar may be independent. With pulse-
repetition intervals of less than a millisecond and servo response times of a 
hundred milliseconds, many pairs of pulses influence any given servo output. 
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A uniform distribution for the RF phase [Eq. (8.22)] adequately de­
scribes two noise sources or two constant-frequency sources with a differ­
ence in frequency much larger than the filter bandwidths previously 
mentioned (i.e., servo). The average error voltage resulting from a uniform 
phase distribution is 

+ Al\g\Bx -ΑΘ- ds) - g2(0, -ΑΘ + 0,)]} (9.6) 

The voltage gain of the IF amplifier is found from Eq. (7.54) to be 

1 + zkgE{\v^\} 

where 

Κ Ι = μ,[£(0.-05)+ίΚ0. + ^)] 

+ AJtfßi - Δθ - 0,) + giß, -ΑΘ + W | (9.8) 

Following the argument in Sec. 8.1, the expected magnitude of the sum-
channel input voltage is (the multiplier 2.6/π is appropriate for A, = A2; if 
Λ, » A2 or A2 » Ax, this multiplier becomes 1) 

E{K\} 
= — {ΑΜΘ> ~ θ,) + g(0, + 0,)] + ΑΜΘ2 ~ 0.) + g(02 + 0,)]} (9.9) 

π 

If both sources are close enough to the track axis to justify a linear 
approximation to the radiation pattern of the feed antennas, then the sums 
of the gains in Eq. (9.9) result in constants equal to twice the gain of the 
feed pattern at the squint angle from the direction of maximum gain, 

g ( 0 , - 0 J ) + ^ ( 0 , + 0i)=2g(0i) (9.10) 

Finally, if the ratio of the amplitudes of the two sources is defined as 
β = A2/A1 and the constant gain in Eq. (9.10) is assumed, the error voltage 
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becomes 

2tx2k2
g 

π V ( 0 . - θ,) - g2(0, + θ,) + j?V(0, - A g - f l J - g ^ - A g + g,)]} 
(2.6)2g2(es)(l + ß)2 

where Eq. (7.63) can be used to define 

Kl 
K, Pd 2a2kl 

(9.11) 

(9.12) 

The position of stable tracking can be found from the zeros of Eq. (9.6). 
Dynamic effects generally require consideration of the gain variation of the 
servo loop. However, for small source separations and small errors in angle 
tracking, it follows from Eq. (9.11) that this gain does not vary. Under such 
conditions, it is valid to approximate the radiation patterns of the feeds as 

g(e±es)=goexp ■2fn2\ + 1 
0, gm(\ + k-

where k = 4/^2. Then the error voltage becomes 

n2k 
K, -pd . (\3)2(1+β)2\θ3 

This error voltage is zero when 

, + f,e^0 

0, ß2 

1 + ß2 ;ΑΘ 

(9.13) 

(9.14) 

(9.15) 

which is just the power centroid discussed in Chapter 3 and where 0, is the 
error in tracking source 1. 

When the two sources are of equal power, Eq. (9.6) can be used to deter­
mine the maximum source separation before the radar selects and tracks one 
of the sources, i.e., resolves the two sources. The error voltage from Eq. (9.6) 
is plotted in Fig. 9.3 for various source separations and a Gaussian radiation 
pattern. For small separations, the radar tracks halfway between the two 
sources as given by Eq. (9.15). As the source separation increases, the slope 
of the curve relating the error voltage to the angular error decreases and, 
when Δ0 x 0.9 03, this slope becomes zero. For other element radiation pat­
terns or squint angles, the source separation resulting in a zero slope will 
differ. At this source separation, the tracking of the radar will be very 
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Fig. 9.3 Error voltage as a function of angle from target 1: Gaussian pattern. 

sluggish or even unstable because of the low gain in the tracking loop. At 
slightly larger separations, the radar will select one or the other target. The 
angular resolution of the radar can then be defined [4, p. 191] as the angular 
separation Αθ,. such that 

% I = 0 (9.16) 

If the normalization of the error voltage by the AGC system is ignored, or 
equivalently if the sum- and difference-channel gains are assumed to be 
constant, the zeros of Eq. (9.6) still yield the stable track points. A plot of the 
voltage variation in the difference channel with angular error in tracking 
should be similar to Fig. 9.3 for small angles because of Eq. (9.10). Such a 
plot, given in Fig. 9.4, is identical to the plot presented by Shustov and Vakin 
[4, p. 190]. 

Tabulated in Table 9.1 are the magnitudes of the error, difference-channel, 
and sum-channel voltages that result when the track axis of a radar with a 
larger squint angle points away from a single target. These data show that a 
constant sum-channel output is a good assumption for large fractions of the 
radar beamwidth. 

When the powers of the two sources are not equal, the radar will always 
track nearer the more powerful source [83, p. 9]. Shown in Fig. 9.5 is the 
angular displacement of the track axis from target 1 as a function of the 
power ratio of the two sources. The plot is generated by finding the zero of 
Eq. (9.6). The separation of the sources in angle is restricted to less than the 
resolving power of the radar. Without this restriction, one source or the 
other will be resolved and tracked at low power ratios; thus, a more accurate 
treatment of realistic radiation-pattern sidelobes must be performed to deter­
mine the direction of the track axis at high power ratios. 
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1 - τ 

6 θ/θ„ 

Fig. 9.4 Difference-channel voltage as a function of angle from target 1: no AGC, 
Gaussian pattern. 

Table 9.1 Various monopulse voltages as a function of angle 
from a single target" 

Angle 
offset θ/03 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1 
1.1 
1.1 
1.3 
1.4 

Error 
voltage 

0 
0.069 
0.135 
0.197 
0.252 
0.300 
0.341 
0.374 
0.402 
0.424 
0.441 
0.455 
0.465 
0.474 
0.480 

Difference 
voltage 

0 
0.546 
1.04 
1.451 
1.734 
1.875 
1.875 
1.753 
1.540 
1.275 
0.996 
0.735 
0.513 
0.339 
0.212 

Sum 
voltage 

8.000 
7.932 
7.720 
7.375 
6.881 
6.250 
5.505 
4.682 
3.832 
3.008 
2.258 
1.617 
1.103 
0.716 
0.441 

"Normalized squint angle 0s/03 = 0.5. 
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Fig. 9.5 Normalized tracking error from source 1 vs power ratio. 

It is obvious that angular errors can make up a significant portion of the 
sum-pattern beamwidth. The next section applies this phenomenon in a 
countermeasure technique termed "terrain bounce." 

Terrain Bounce 
Chapter 3 briefly discussed terrain bounce, covering the problem geometry 

and relevant equations. This section presents the underlying assumptions 
related to that earlier development. 

The geometry of the problem can be compared to the geometry in Fig. 
9.6a showing a radiation source and two scatterers. One scatterer is the 
Earth. The radiation source simulates the radar and the other scatterer 
represents the target. The radiation field incident on the target can be found 
if the following are assumed: the Earth is flat and perfectly conducting and, 
after reflection from the Earth, the field scattered by the target has a negligi­
ble effect on the currents induced on the target by the original incident field. 
Under these assumptions, the image theory in electromagnetics [84, p. 103] 
allows replacement of the original problem in Fig. 9.6a by the equivalent 
problem in Fig. 9.6b for the purpose of computing the field incident on the 
scatterer. 

After determining the incident field, one can find, in principle, the currents 
induced on the target and the resulting scattered field. That portion of the 
scattered field incident on the original source, as well as any field due to 
sources carried on the target, is found by constructing an image of both the 
induced currents on the target (scatterer) and its original sources on the 
Earth as shown in Fig. 9.7. Included in Fig. 9.7 is the original source and its 
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Scatterer 
Source 

Scattejrer 
i 

Source 

Earth II 

I 

II 

Image 
Source 

a) Original problem. b) Equivalent problem for E' in region I. 

Fig. 9.6 Equivalent scattering problems through image theory. 

image. This model is valid only if the presence of the Earth does not signif­
icantly modify the currents on the radar or scatterer. 

The surface of the Earth is not flat and the Earth is not a perfect conduc­
tor. A point source over a "rough" Earth has an extended image rather than 
a point image. The field incident at a point above the surface appears to 
come from an extended source or from an extended area of the surface of the 
Earth called the "glistening" area [71]. If image theory had not been used to 
replace the surface in Fig. 9.6a with the image source of Fig. 9.6b, the 
scattered field in Fig. 9.6a is also due to current sources extending over the 
entire surface of the Earth. These current sources obey a definite functional 
relationship over the surface. In modeling the rough Earth, one can break 
the surface into small areas on which the currents fluctuate in amplitude and 
phase around the value of the flat Earth. The total scattered field cannot be 
represented by the field from a point image. Usually, the total scattered field 
is representable by the sum of a coherent field generated by an image source 

Radar 
Target 

Target 
Image 

Fig. 9.7 Equivalent image problem for two sources over a flat Earth. 
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reduced in amplitude by ps from the value of the flat Earth and a diffuse field 
created by sources within the glistening area. The ratio of the total diffuse 
field at a point above the surface to the field arriving directly from the 
original source defines a diffuse scattering coefficient pd [71]. This diffuse 
field, however, is generated by an extended source. 

The assumption here and in Chapter 3 is that the coherent scattered field 
is zero and that the diffuse scattered field is generated by a source at the 
image location. The true extended nature of the source of the diffuse field is 
ignored. The amplitude of the source of the diffuse field is reduced by p = pd 
from the original source. The phase of the source of the diffuse field varies 
rapidly in relation to the response time of the angle tracking loop of the 
radar. Strasser has achieved a more detailed development of this problem 
that accounts for the extended nature of the diffuse sources [83]. 

The geometry of the model of terrain bounce is shown in Fig. 9.8 where 
the gain of the radar antenna toward the target is Gm and toward the ground 
is GR2. The jammer is assumed to be a linear repeater and its radiated power 
depends on the effective area of the receive antenna of the jammer λ2 GJR/An. 
The gain of the jammer system is G. The transmit antenna of the jammer is 
pointed at the ground, not directly at the radar, with a peak gain Gn. Some 
value of gain GJ2 must be assumed to be toward the radar. 

Of the jammer power directed toward the ground, only a fraction p2 is 
scattered toward the radar. The total intensity of diffuse power incident at 
the radar, including normal backscatter from the target, is 

P,= Pjfiju 
AnR2 An JRAnR2 + AnR2 (9.17) 

The power density incident on the radar from the direction of the target will 
include the power from the target of cross section στ added to the power 
radiated by the jammer toward the radar. This power density is 

Λ = 
PRGRI 

AnR1 
— r ^J2 

AnUjRAnR2 AnR2 (9.1 

BEAM 
H PEAK 

TRACK AXIS 

-IMAGE 

Fig. 9.8 Terrain bounce model. 
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Combining these results into the power centroid formula and again ignor­
ing the target power scattered from the Earth results in a tracking point away 
from the real target of 

6 
ΑΘ Px + P2 _ L · + <LH, 2 

(J/S)„Gn
+P 

where 

Δθ = 2H_ 
Ύ 

and, as defined in Chapter 3, 

£\ =^2 GJRGGJ\ 
KSJ0 ~ 4π στ 

Alternatively, the power ratio β2 of Eq. (9.11) can be defined as 

ß2 = — = p 
< 

i S n Gj, 

(9.19) 

(9.20) 

(9.21) 

(9.22) 

and the error in tracking the target can be found in Fig. 9.5. A more conve­
nient presentation of tracking error may be found in Fig. 9.9, with the 
abscissa directly expressed in (J/S)0. 

1 . 0 -

0 ~4 8 12 T 5 20 
JAMMING-TO-SIGNAL RATIO, ( J / S ) , 

ΔΘ 
Θ 

.3 

= .5 
3 

P = 1 
p =.4 

24 
i n dB 

Fig. 9.9 Errors in tracking resulting from simplified terrain bounce model. 
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Two Coherent Sources 
The monopulse radar will move its track axis until the voltage from the 

phase detector is zero and varies with angle in the proper sense. Thus, all 
angles at which Eq. (9.5) is zero are potential angles for location of the track 
axis and these zeros are now found for the case of coherent sources. 

If one assumes that the two sources are located on one aircraft, it is 
desirable to calculate the error in the angle from the center of the two sources 
where, presumably, the aircraft fuselage is located. (This geometry is shown 
in Fig. 9.10.) 

Using this new angular notation, the voltages from the two antennas 
become [see Eq. (9.2)] 

V{=A ,g(0, - 0,) + A1g{Q2 + 0 > * (9.23) 

V2 = A ,g(0, + θ,) + A2g(e2 - 0 ,y* (9.24) 

Then, from Fig. 9.10, 

= Αι8ι+Αχ2β» (9.25) 

r2 = ̂ ( f - 0 + 0,) + ̂ ( f + e-0.)e* 

= Αι83 + Α^Α^ (9-26) 

TRACK AXIS 

Fig. 9.10 Redefinition of angles for coherent problem. 
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If the source separation is small enough, a linear approximation to the gain 
variation of the antenna patterns should suffice. Using Eq. (9.13) results in 

3 

g2(S)=gm 

l+k 

\+k 

/Δ0 
+ 01 

If again β = Α2/Αί, then Eq. (9.4) becomes 

νΣ= Kz2Alg(ßs)(\ + ße») 

KA2Alg(0s)-
Δ0 
T' ■β(γ+θ)^ 

(9.27) 

(9.28) 

(9.29) 

(9.30) 

and the zeros of Eq. (9.5) occur at a point on the side of the more powerful 
source at 

1 \-ß2 

ΑΘ 2 1 + 2βοο&φ + β2 (9.31) 

which is plotted in Fig. 3.45. The maximum error in angle, approximately 
0.6 03, must be found by numerically solving for the zero of Eq. (9.5) 
[4, p. 207]. 

Alternative Development of Error Caused 
by Two Coherent Sources 

Under the assumption that a tracking radar ideally aligns its track axis 
with the direction of the arrival of an approaching wavefront, the angular 
error induced by two coherent sources can again be developed. If the two 
sources are colinear as shown in Fig. 9.11, the radiation field at large dis­
tances, compared to the source separation L is 

m = -βομ. 
An 

- jkr 

[J - (J ■ r)r]eikr f dV 

For the two current elements shown, this far field becomes 

E(f) =j — ΙΜΘύηθβ -jkr {eM +y)/2 + ße -^ + y)ß) 
2nr 

(9.32) 

(9.33) 

where y = kLsinOcosq). 
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I i Δ ΐ ζ 

Fig. 9.11 Positions of coherent current sources. 

Harrington [84, p. 85] shows that an electromagnetic wave can be ex­
pressed as 

E(r) = A{f)e JfCr) (9.34) 

where both A and Φ are real functions of position. The wavefront is defined 
as the surface over which Φ(Ρ) is constant and the normal to the wavefront 
in the direction of propagation is given by — νΦ(^). The total phase of Eq. 
(9.33) can be determined from Fig. 9.12 as 

Φ(Γ) = -kr + tan' \-ß [φ+y = -kr + C (9.35) 

Under the original assumption, the direction in which the radar points is 

1 
ΥΦ(Γ) = r\ ~ I + Θ I - II — I + φ 

8Φ\ 
rsinö )\d(p ) (9.36) 

Im{E} 

Re{E} 

Fig. 9.12 Phase of far field from two current sources. 
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The second and third terms are easily evaluated by using 

8Φ 
He 

and 

Then, as 

mji^ 
dtan£ άξ 

sec ξ -dy 

dy 

and from Eq. (9.35) 

it is found that 

δΦ kL 

1 
sec^y^dy 

l V i 

dy 

Λ-β ίψ+γ H tan' Y 

\+ß 
A/sec2[Qfr+y)/2]\ 

1 + ß)\ sec2£ ) 

ta-αξ 
l-ß ψ+y tan—-— 
1+J? 

ΘΘ 
, ι-β 

„ COSÖCOSÖ) 

2 Ύ \l + ß 

1 + t an 2, Ψ + y 

l + , I ^ Y t a n 2 ^ 
\+ß 

(9.37) 

(9.38) 

(9.39) 

(9.40) 

(9.41) 

After a bit of algebra, Eq. (9.41) can be expressed as 

5Φ kL n 1 - 0 2 

- = - cosOcos* ι + β 2 + 2β(:θ5{φ+γ) 

and the radar points in the direction 

\Φ(Γ) = -kr + — COS0COS(p0 —: <£> -; ^ ΓΤ; r ; r 
2r l s i n ö W 1 +ß2 + 2ßcos(ij/ + y) 

(9.42) 

(9.43) 

From Eq. (9.43), the magnitude of error in angle is contained in the compo­
nents of ΥΦ normal to f. This error is, with y = &Lsin0cos<p, 

Pointing 
error 

l-ß* 
l+ß2 + 2ßcos(iA + y) 

sin2ü>\1/2 

cos20cos2cp - —^: (9.44) 
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<p'= <p -

Fig. 9.13 Definition of angles from y axis. 

If the two sources are out of phase, φ = π. Then, in the x-y plane, 

I - / * 2 
Error = 

-Lsin(p\ 
1 - 2ßcos(Ä;Lcos(p) + ß1 (9.45) 

Equation (9.44) shows that the size of the angular tracking error is greatly 
affected by the polar angle Θ, as well as the azimuth angle φ. If both angles 
are expressed with respect to the y axis, as shown in Fig. 9.13, the dominant 
error term becomes 

Error = i-ß2 

1 + ß2 + 2/?cos(t/f — kLcosO'sinq)') 
(9.46) 

Shustov and Vakin [4, p. 217] indicate that Eqs. (9.45) and (9.31) are valid 
forA0/03<O.l and j ? < 0 . 9 ( o r ß > l . l ) . 

Combined Coherent and incoherent Source 
The impact of returns from the aircraft on coherent source jamming 

(cross-eye) or the specular ground return on incoherent jamming (terrain 

RADAR 

TRACK AXIS 

HORIZON 

V PdP2 
P2sP2 

Fig. 9.14 Coherent source effect on terrain bounce. 



288 RADAR ELECTRONIC WARFARE 

bounce) can be determined by recognizing that the residue of the coherent 
sources is not coherent with the power centroid of the incoherent sources. 
Terrain bounce will be addressed here as the effect of target returns on 
cross-eye jamming was considered in Chapter 3. 

In Fig. 9.14, source S{ represents the power density of value P, radiated 
directly back to the radar. Source S2, representing the power density re­
flected from the Earth, has two parts: an out-of-phase part of value p2

sP2 and 
a part of a time-varying phase of power density p2

dP2. 
From Eqs. (9.17) and (9.18), ignoring any terrain scattered target return 

and assuming for a moment the total reflection from the Earth of all incident 
jamming signals, the two incident power densities are 

Λ = ; PRGR\ (λ2 GJRGGj 
AnR2 \An AnR2 + AnR-

P,= 
PRGRI Iλ G,RGG, 
AnR2 \An AnR2 

(9.47) 

(9.48) 

The error generated by the coherent sources is toward source S, at an 
angle from the horizon of 

Αθ \+β 
T l-ß (9.49) 

where 

ß2 = p'T = 7G-
Pi 

+ ■ 
GJX ' (J/S)0 

and the coherent source residue is 

(9.50) 

PreS=Px+PsP2-2p.^PlP2 

GJ2 = Px+p2
sP2-2PsP2 GJI + (J/S)n 

(9.51) 

The coherent residue and diffuse component are separated by θ + (ΔΘ/2), 
resulting in an error from the target of 

δθ 
ΑΘ 

- ß + ' \-ß l-ß 
P2u + P2s-

P\ 

^ο (GJ* 1 ' 
""'{G,, (J/S)0 

1/2 (GJ7 1 
^ ' σ , , {Jis)0 

(9.52) 
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As ps->0, ß->0, Eq. (9.52) reduces to 

(9.53) 
δθ 
Αθ 

ρ\ 

?\ 
1 

(J/S)0 

which is identical (except for notation) to earlier results. 

9.2 POLARIZATION JAMMING OF MONOPULSE 
This section develops the initial response of a monopulse radar to a polar­

ized incident signal containing random, time-varying components and de­
scribes incident signals that cause tracker instability. These results are useful 
in specifying the technical requirements or performance capabilities of a 
radar jammer. 

Shustov and Vakin [4] do not consider the effects of incident signal polar­
ization on radar tracking nor does a development in Leonov and Fomichev 
[26] address the detailed coupling of the azimuth and elevation channels. 
This section explores these issues and determines the necessary jammer char­
acteristics for radar breaklock. It develops and simplifies the radar receiver 
error voltage resulting from receipt of a polarized signal through reasonable 
approximations of the monopulse antenna patterns near the boresight. The 
model of the radar tracker is simplified by decoupling the azimuth and 
elevation channels. Finally, it defines the properties of the incident signals 
necessary for the initiation of breaklock. 

Monopulse Receiver Error Voltage 
This section develops the error voltage of the monopulse receiver in suffi­

cient generality to accommodate the effects of polarization. The steps in­
clude determining the antenna output signals, assuming a form of the 
monopulse receiver, and evaluating the receiver output. Since complex nota­
tion is used throughout, the actual time quantities are given by 
E(F,t) = Re{E(F)ejw"'}, where ω0 is the appropriate carrier. 

The output voltage of an arbitrary antenna illuminated by an incident 
electromagnetic wave Ein is given by [34, p. 106] as a vector inner product 

K„, = k,Ein ■ Ea (9.54) 

In Eq. (9.54), Ea is the field radiated by the antenna in the direction of the 
source of E,„ when the antenna is driven. The quantity &, is a parameter 
accounting for the various constants in the formulation, such as range atten­
uation and actual power radiated. 

Both sum ΕΣ and difference EA antenna patterns exist in the monopulse 
radar, although only the sum pattern is radiated. Reference to Fig. 7.21 
shows that Ea could be either ΕΣ = Ex + E2, the sum pattern, or 
£Δ = Ex — E2, the difference pattern. Using Eq. (9.54) to express the input 
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voltages to the IF amplifier with the constant /c, suppressed, 

V* = ΕΈ ■ Ein (9.55) 

VAi = EA ■ Ein (9.56) 

and the inputs to the angle-error detector are 

νΣα=ΚΣνΣί (9.57) 

VAo=KAVAi (9.58) 

where K is the IF channel gain. The output of the error detector is 

£ a z =iRe{K Z o KL} (9.59) 

It is now necessary to make this error voltage independent of the target 
amplitude, a function accomplished by the automatic gain control (AGC) in 
the receiver. There are many approaches to AGC within the receiver. The 
one considered here is called instantaneous automatic gain control (IAGC) 
in which the output voltage is 

F -=TT^y < 9 6 1 > 
In this AGC model, the IF gain is inversely related to the magnitude of the 

sum input voltage through the term αΑ:2|ΚΣ;| |> 1 since this is the normal 
tracking condition. This condition is assumed even in the presence of jam­
ming in full recognition of a small, but finite, probability that the jamming 
may almost cancel the target return and result in no sum-channel input 
voltage. The error voltage is then 

^ ■ R e i ^ h i . R e EA 

ΕΣ ■ Ein 
(9.62) 

in which it is assumed that \ΚΈα \ = \KAo \ = K0 and that the voltage out of the 
difference channel is not so large as to become limited. Thus, the error 
voltage is stated in terms of radiation patterns. 

Approximation to Monopulse Antenna Pattern 
near the Boresight 

The general equation for receiver error voltage [Eq. (9.62)] can be simpli­
fied only if a description of the radar tracking error very close to the initial, 
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correct tracking angle is desired. These limited objectives enable the use of a 
linear approximation to describe the variations in the antenna patterns with 
angle near the tracking axis (i.e., aperture normal). The discussion considers 
only a monopulse antenna with amplitude sum-difference processing and 
makes some assumptions concerning the cross-polarized portion of the radi­
ation pattern. 

An arbitrary radiation pattern Εα(θ,φ) can be decomposed into a nominal 
component e„ and into a cross-polarized component ep [85] 

Ea = (Ea ■ e*n)en + (Ea ■ e*)ep (9.63) 

where e„ ■ e* = 1, e„ ■ e* = 0. Herein, e* is orthogonal to e„ but not necessar­
ily to Ea. If one assumes that e„ and ep are constant over a restricted angular 
region (i.e., e„ = Θ, e =j<p), then a radiation pattern Ea can be expressed as 

Εα{θ,φ) = \Εα\[8η(θ,ψ)έη + gP(e,<p)iP] (9.64) 

where g„ is real and gp is gp = \gp \ε-'ψ with ψ the assumed constant. The 
nominal and cross-polarized gain functions are linearized by expressing them 
as a Taylor series about an angle, θ„φ„ as 

ΞΜΨ)-ΞΜ,Ψ.^+^ I (0-0,)+?r I ( P - P * ) (9·65) 
SO es,q>s ΰψ β,,φ, 

Λ I I Λ I I 

|g,(ö,<p)|*|g,(0,,<Ü|+-lP I ( 0 - 0 , ) + ^ I (φ-φ,) (9.66) 

Defining a set of error slope coefficients 

^ = - ? r i i l I I (9-67) 

^=iinir I I (9-68) 

Κβ=τ-77Γ-τ-λ^1 .1 I (9-69) 

k = / \gp\ I | (9.70) 
"Ψ \gp{ßs,<Ps)\\ S(P »S-fs 
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allows Eq. (9.65) to be written as 

g„(0,(p) = gn(ß„<p,)( 1 + ΚθΑΘ + knvA<p) 

\gp(e,q>) | = \εΡφ„φά |( ι + ΚΘΑΘ + kpvA<p) 

(9.71) 

(9.72) 

Equations (9.71) and (9.72) describe the variation near an arbitrary point of 
the far-field pattern produced by a single antenna field. It is necessary to 
develop similar formulations for each of the four monopulse lobes and 
combine them to arrive at the overall variation in the sum or difference 
pattern. If the antenna is at the origin of spherical coordinates, the region 
into which power is radiated is as shown in Fig. 9.15. If feed 1 is displaced 
from the focal point in a manner that places the maximum gain of the 
associated nominal pattern in quadrant I, then Eq. (9.71) describes the gain 
variation of the nominal polarization about the tracking axis. Obviously, k„e 
and kn<p are negative. To simplify cataloging the gain variations for the other 
three symmetrical patterns, it is necessary to redefine k„, and kpi as positive; 
then Eq. (9.71) becomes 

£„(0,φ) =^„(οί,φ.5)(1 -k„eA0 — fc Δςσ) (9.73) 

and the signs multiplying the error slope coefficients in the other patterns are 
as listed in Table 9.2 (see also Fig. 9.15). 

In order to repeat the analysis for the cross-polarized component of the 
radiation pattern, this field component must either be known or assumed. 
The cross-polarized pattern of each feed, before it is offset, will be assumed 
to consist of four separate lobes, one in each quadrant. Further, the phase of 
each lobe will be assumed to be opposite of the phase of the adjacent lobes. 
Finally, the peak of the cross-polarized pattern will be assumed to lie in the 
quadrant opposite to the copolarized peak when the copolarized beam peak 
is squinted to form one of the four monopulse lobes. These assumptions are 
consistent with the literature concerning horn-fed paraboloids [86] and result 

Π 

-ft rf 
Ψ * 

Cross-Polarized 
Maximum 

ΓΠ 

θ \ 
s I 

t 

' 

+s 

a 

I 

"*"" Nominal Beam 

nr 

Fig. 9.15 Locations of beam maximum. 
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Table 9.2 Error slope coefficient multiplier 

Antenna 

1 
2 
3 
4 

Quadrant of 
copolarized peak 

I 
II 
III 
IV 

k„0 

- 1 
- 1 

1 
1 

ΚΨ 

- 1 
1 
1 

- 1 

"-pi) 

1 
1 

- 1 
- 1 

k-ρφ 

1 
- 1 
- 1 

1 

in the location of the cross-polarized peak as shown in Fig. 9.15 and the sign 
multiplier of the error slope coefficient as shown in Table 9.2. 

With these assumptions, the feed-horn arrangement shown in Fig. 9.16 
(appropriate for a Cassagranian antenna), and ^ρ{β5,φ,)\ε'φ =gPs, the indi­
vidual patterns are 

gn, = gnß -Κ,β ~Κψψ) 

gn2=gnß -Κ„θ+Κφψ) 

gn,=gn^ +Κ0θ+Κψψ) 

gr,4=gns(] +kn,P-k„ ψ) 

gPl = -gP,V+kPoe+kP9q>) 

gp2 = gP,(l+kPoe-kP^ 

gP3=-gp,^-kPee-kp^) 

gP4 = gPs(\-kpß + kp<p<p) (9.74) 

where angle is measured from the squint axis and all nominal (or cross-po­
larized) squint axis gains are assumed to be equal. Other assumptions in Eqs. 
(9.74) are that the copolarized and cross-polarized unit vectors for each 
pattern are identical at the squint angle. Finally, if k„ = kn = kn and 
kp = kp = kp, the resulting sum and difference patterns are 

Ey = 

ΕΣ= Σ \Ei\{g„ie„+gp.ep}=4\Ei\g„e„ 
i= 1 

£Δ„. = ^2 + E-f — Ex — E4 

= \El 

(9.75) 

(9.76) 

(E2 + 3 E\ + 4)„ 
(E2 + 3 — E]+4)p 

2g„(( 1 + knq>) - 2g„s( 1 - knq>) 
2gpkp9 + 2gpßkp 

= 4%\{gnkn<pen + gpkp0ep} (9.77) 

EAel = E, + EA-E,-E2= 4|£, | {gnkßen + gpkp<pep} (9.78) 
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^ > 

•ΓΝ 
ib-

£t> 
CH> 

Σ - 1+2+3+4 

Δ β | - ( 3 + 4> " U+2) (2+31 - (1+4) 

Fig. 9.16 Monopulse feed arrangement. 

Example 
It is assumed that the phase-sensing monopulse radar shown in Fig. 

9.17 tracks in one plane only. Both antenna elements are short crossed 
dipoles, but each element has a different current density. The current densi­
ties are 

Jl=ViGaAlö[r--x)(x+j£) 

J2=V2MÖ[r+^x}(x-jz) 

(9.79) 

(9.80) 

a) What is the radiated sum pattern, ΕΈ(β,φ)Ί 
b) The nominal radiated field is ΕΣ(π/2,π/2). What is e„l 
c) What is 6az if an incident field is expressed as Ein = £,€*? Find εαζ(φ) at 

θ = π/2. 
d) What is εαζ(φ) if the incident field is Ein = Efi* at θ = π/2 where 

e„ ■ e* = 0? 

Eaz= 2 R e { V 1 V 2 } 

~vak 
2 |V 

Fig. 9.17 Example of phase-sensing monopulse. 
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Solutions 
a) The field of element 1 is 

£, = Eße>*o 

where 

ωμ νΣΜΟα E0 = -j- y=— e Jkr 

4π ^J2r 
φ — pUkdliysmBcosqi 

and /F consists of the θ,φ components of J,, or 

h = O(cos0cos<p — y'sinö) — φήηφ 

Similarly, the field of element two is 

E2 = E„h*e -M» 

Thus, the sum pattern is 

ΕΣ = Ελ+ E2 = 2£'o{0(cos0cos<pcosi/'o + sin0sini^o) — <psin(jpcost̂ 0} 

b) At θ = φ = π/2, the nominal field is defined as ΕΈ(π/2, π/2) or 

Therefore, e„ x φ. 
c) If the incident field is Ein = Ε,ψ, then the sum output voltage is 

ντ = — 2£'<,sin<pcos (kd \ 
lyCOScpl 

The difference antenna pattern is 

EA = Ex — E2 = 2£0{ö(ysini/'0cosöcos<p — y'sinöcosi/',,) —y'^sincpsini/^} 

yielding a difference channel voltage of 

VA = -j2E0sm<psin I — coS(? j 

The resultant error voltage out of the phase detector is 

^ l (kd \ εαΑψ) = - t a n l y c o s ( p I 
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d) If the incident field is orthogonal to ΕΈ at θ = φ = π/2, then Ein = Εβ, 
which is not orthogonal to ΕΣ from other directions. The error voltage 
resulting from an error in azimuth angle in this case is found as follows: 

ΚΣ = 2Ε0ύηψ0 

VA = -j2E0cosil/0 

εαζ(ψ) = 2 R e 
1 [VyV* Σ ' 4 1 (kd \ -c tn lycos tp I 

Comment 
The radar boresight is at φ = 90 deg; thus, the radar will track the source 

of the illumination in solution c. With φ' = φ — (π/2), the error voltage in 
solution d becomes, for small φ', 

1 (kd 

εαΑφ) = ~20ίη\Ύφ 

which is zero at an error of 

φ' = λβά 
It is now necessary to use the highly symmetric antenna patterns resulting 

from the many assumptions (note that the sum pattern is of constant polar­
ization) as a part of a radar tracker and to continue with the original search 
for meaningful jammer requirements for breaklock. 

Radar Tracker Model for Deterministic Inputs 
This section first develops a linear radar tracker model consistent with the 

previous section. It then shows that a simpler model involving uncoupled 
axes is possible. Finally, it defines the properties of input signals that induce 
instability. 

Let the incident wave be divided into a copolarized part E„ and a cross-
polarized part Ep, as 

Ein = Ep + E„ = Epe* + E„e* (9.81) 

Then, using Eqs. (9.62), (9.75), and (9.77) and suppressing the constant ku 
the complex detector voltage is 

_ {gnk„<pen + gpkp0ep} 
' Ein 

Sn^n f-'in 
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_ gnk„(pE„ + gpkpeEp 

gnfin 

(9.82) 

Using Eq. (9.78), the error voltages resulting from angle errors in azimuth 
and elevation are (as k„,kp are real) 

£az = k„(p + kpRe 
gnfin 

Eel = kß + kpRe\g~?JH<p 
gnfin 

(9.83) 

(9.84) 

where we could define \Ep/E„\ = y/J/S when gp^ is real. 
The appropriate model of a radar tracker for Eqs. (9.83) and (9.84) is 

shown in Fig. 9.18 in which both the angular position of target {θΤο,ψτ) and 
the radar boresight (θΑ,φΑ) are measured in relation to some arbitrary but 
fixed angle. The block labeled h^t) represents the open-loop impulse re­
sponse of the servo amplifier and motor driving the antenna. 

The closed-loop servo response can be determined in a straightforward 
manner. The following substitutions will be used: 

Jaz_ 
;Φτ = 

1 o ;ΦΑ = 

[/] = 

~ΘΑ-

"1 0" 
0 1 

;[K] = 
K 
ykp 

ykp 

k„ 

The error-voltage vector is 

ε=[Κ](φτ-ψΑ)=[Κ]φ-

(9.85) 

(9.86) 

(9.87) 

Fig. 9.18 Monopulse radar model. 
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and depends on the error in both axes. The eigenvectors and eigenvalues of 
the [K] matrix can be used to define a new, uncoupled error voltage. These 
eigenvalues are 

K2 = K± ykp 

1 r 
1 - 1 

and the eigenvectors are 

[E] = [et,e2] = 

Then, defining new angular variables 

βΑ=[Ε\~ 1ΨΑ; βτ = [Ε\~ λ$τ, fiA = μΑι 

Equation (9.87) becomes 

[Ε\-ιε=[Ε\- l[K][E\(fir ~ βΑ) = [WT ~ fiA) 

as [A][E] = [Ε\[λ], where [λ] is a diagonal matrix of the eigenvalues. 
From Fig. 9.18, 

θΑ(ή 

<PA(t) = 

hx{t — T)6e/(Y)dT 

h\{t- τ)εαζ(τ) άτ 

(9.88) 

(9.89) 

(9.90) 

(9.91) 

(9.92a) 

(9.92b) 

Adding and subtracting Eqs. (9.92a) and (9.92b) yields 

f' 
ΐ(θΑ +φΑ)=μΑι=ι Ä,(f -τ)[ΕβΧτ) + ε„(τ)] άτ 

Jo 

hx{t -τ)λχ(μΤι-μΑ)άτ 

hi(t- t f e / τ ) - εαζ(τ)] dz 

(9.93) 

ι(θΑ - φΑ) = μ, 

ϊ Α,(ί - τ)λ2(μΤ - μΑ ) άτ (9.94) 

or, for either newly defined axis, 

μΑ, + K h\(t ~ τ)μΑ,(τ) dt = A,· 

i = 1,2 

A,(i — τ)μΓ.(τ) άτ 

(9.95) 
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1—:(+H3D— hjlt) 
MA.«) 

Fig. 9.19 Uncoupled monopulse 
model. 

which is the same equation resulting from uncoupled channels but for the 
presence of the eigenvalues. The structure of the model for the decoupled 
axes system is shown in Fig. 9.19. 

Equation (9.95) can easily be solved by Laplace transforms, yielding 

HA,(S) 1 + kfltö i = l,2 (9.96) 

We are not interested in the unique solution corresponding to specific 
inputs μτίί), but we are concerned with the stability of the solution for an 
arbitrary initial offset μτ and for a particular form of Hx(s) corresponding 
to a typical radar servo [16, Chap. 9], such as 

# l ( i ) = 
K(s + a>2) 
s(s + a>[) 

With this servo response, 

MJ) = 
XiK(s + ω2)μΊ 

s2 + (ω, + XtK)s + X^2 

and stability is governed by the roots of the denominator 

(ω, + λ,Κ) ± J(Ü\ + 2λιΚ{ω, - 2ω2) + XjK2 

(9.97) 

(9.98) 

(9.99) 

Instability results when either root has a positive real part, which is impos­
sible if A, > 0. For A, = 0, one root is at the origin of the "s" plane. If Λ., < 0, 
one pole moves into the right half " s " plane and the servo is unstable. 

Thus, instability requires 

K ± ykp = λ,■< 0 

Re SPSEP 

gnfin > (9.100) 

If the nominal and cross-polarized patterns are in phase, Eq. (9.100) 
reduces to a somewhat expected result 

J 
~S 

Re4: > 
k„gni 

kpSPi 

dgjee 
s\gP\lde 

(9.101) 
9j .¥\ 
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One must recall that the ratio of co- to cross-polarization given in Eq. 
(9.100) is for the individual lobes of the pattern and not the total sum 
pattern. 

Radar Tracker Model for Stochastic Inputs 
The principal concern in this section is the determination of the relation­

ship between the specifications and the performance of the jammer. The 
deterministic model in the last section permitted the solution of a problem 
similar to that considered in this section, but without the complication of 
stochastic signals. These more realistic signals must now be addressed, but 
the framework of the last section provides a logical path. Thus, we can derive 
a valid model for an incident, stochastic signal and provide the jammer 
properties for initiation of breaklock. 

The incident wavefront is Ein, consisting of a constant nominal part E„, 
a constant cross-polarized component Ep, and a time-varying component, 
E2 

Ein=En+Ep+E2 (9.102) 

Then, as Ep ■ e* = 0, E„ ■ e* = 0, the signal Es and jamming E3 inputs can 
be defined as 

E, = (Ein ■ e*) e* = (E„ + E2n)e* (9.103) 

Ej = ( 4 · e*) e* = (Ep + E2p)e* (9.104) 

The complex error voltage of the radar receiver is still given by Eq. (9.62), 
but it is now a random process 

Errors introduced by the assumptions leading to Eq. (9.62), specifically 
a/r2|Fz,| !> 1, are ignored. 

Using approximations of the linear antenna pattern developed earlier in 
Eqs. (9.75-9.78) and Eq. (9.103) yields (suppressing Κλ) the complex error 
voltage 

If we define a new random process y(t), 

SPs (EP + K i=R°\Z{tTt» <9J07) 
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then the real error voltages for the azimuth and elevation errors are 

eaz=k„q>+ykpe (9.108) 

eel=ykp(p+k„e (9.109) 

Figure 9.17 is still a valid model with the modification of the ykp blocks to 
time-varying multipliers. The eigenvector decomposition is still the same, but 
the eigenvalues are time dependent. 

*U0 =K± %t)kp (9.110) 

The decoupled model now appears in Fig. 9.20 and satisfies the integral 
equation, 

£40 + £<τ)Α,(ί - τ)μΑι(τ) άτ = λ^φι(ί-τ)μΤ(τ)άτ (9.111) 

This equation will be solved only for hx(i), a perfect integrator. Then 

£40 + <ζ(τ)£4τ) άτ = ίίΦτ-,.Μ άτ 

with the solution [87] for μΑ(ο) = μΑ , 

£40 = exP λ,(τ) άτ exp 

(9.112) 

λ,(ν) dv ) λ,(τ)μΤι(τ) άτ + μΑ. 

(9.113) 

Since system stability without target maneuvers is the only concern, let 
μΤ(ή = 0, yielding 

£ 4 0 = £-4,» e xP Γ,(τ) άτ (9.114) 

In Eq. (9.114), the interpretation of flA(t) is the system response to one of 
an infinite variety of incident signals as represented by X,(t). A stable system 
requires that lim £ 4 0 remain finite. Since there are many possible 

x.(t) 

Mi (t) 
hj(t) 

^A. 

T 
(t) 

Fig. 9.20 Time-varying radar model. 



302 RADAR ELECTRONIC WARFARE 

responses, it is more meaningful to consider some average system response as 
the time increases. Specifically, we consider the mean square of the response 
and call a system unstable if 

lim E Ιίη 
-» · GO ( 

= lim 
t-> GO 

"#40" 
L ΪΑΙΟ \ 

2 

ft 
-2 

_ , 
E 

o 

= lim E{-2 
t-> CO 

Xfa) άτ 

Ε{λ,{τ)\άτ ■ oo (9.115) 

Or, equivalently, a system is unstable if, assuming stationarity, one of the 
eigenvalues satisfies 

E{X,(t)}<0 

Using Eq. (9.110) and as k„,kp are positive, 

E{Z}=kn-kpE{y}<0 

Using Eq. (9.107), 

ΧΠ 1 \g„s(En+E2„)J > 

(9.116) 

(9.117) 

(9.118) 

Some properties for the random components must be assumed. If the 
random components can be expressed as 

E7„ = \E7„\ejin 

F , = IF , \pJip 

2p I 2p\ 

where the probability density of the phase is 

ρ(ξ,) = 1/2π, π < ξ < π 

= 0 else 

(9.119) 

(9.120) 

(9.121) 

and the ξ„ and ξρ are independent of each other and of the random ampli­
tudes, then, it can be shown that Eq. (9.118) leads to 
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as the requirement for breaklock. For the special case of g real, 

y*.w»\> ^ϊ&,*.) <9ΐ23) 

or 

kpSPs 

k„g„s Re{Ep/E„} 

as the left side of Eq. (9.123) is less than one. Again, 

< 1 (9.124) 

J A (Rc&\\2 >(*!**) ( 9 . 1 2 5 ) 
s \ (AJ/ \kpSPs 

as for the deterministic case. However, even if Eq. (9.125) is satisfied, the 
random portion of the incident wavefront, which is of the nominal polar­
ization, must satisfy Eq. (9.123). 

The ratio Re{Ep/E„} is defined as the purity of the incident wavefront. 

Summary and Conclusions on Polarization Jamming 
This section has described an amplitude sum-difference monopulse with 

the desired polarization of the sum pattern defined by e„. It has assumed a 
nonzero cross polarization ep in the equisignal direction for each of the four 
monopulse feeds. If the target is assumed constant and perfectly copolar-
ized, ET = E„, while the jammer has a constant cross-polarized part, 
Ej = E , plus a fluctuating part E2 breaklock requires a jamming-to-signal 
ratio of 

if it is also assumed that the copolarized and orthogonal components of the 
element patterns are in phase. (Note: en and ep are complex vectors and are 
not necessarily in phase.) Additionally, the density of the copolarized ran­
dom part of the jammer emission must be such that 

ET p{\E2n\) a\E2n\>k"gn° _ ■ * υ (9.127) 

This latter requirement states that the random copolarized jammer out­
put, E2n must be very small relative to the signal ET if the JjS requirement 
given in Eq. (9.126) is met with only a small excess (i.e., the right side of 
Eq. (9.127) is then nearly unity as can be seen from observation of Eq. 
(9.126). 
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As a specific example of the meaning of Eq. (9.127), we assume that the 
jammer's random amplitude component has a Rayleigh distribution. Then, 
with 

z = \E2n\ 

2σ2 = Ε{\Ε2η\2}, Re 

it follows that 

P(\E2n\) =P(z) =~^e σ 

p(z) dz = \ - e - Er2>2"2 > 

El 

- ζ2/2σ2 

l-s 

**-«6M.. 

ων^ 

(9.128) 

(9.129) 

(9.130) 

(9.131) 
Equation (9.131) can be manipulated to define a normalized second-mo­

ment for the jammer of 

E{\E2l 
< 

1 

«Mi Kgns i } 
KsPs JJjs] 

(9.132) 

which holds only when gp is in phase with gn . Equation (9.132) is plotted in 
Fig. 9.21 under the condition of kn = kp. In Fig. 9.21, the abscissa value is the 
amount by which the constant cross-polarized part of the jammer output, 
relative to the constant copolarized target, exceeds the squint-angle purity of 
each of the radar beams. The ordinate could also be labeled the ratio of the 
nominal part of the random jammer power to the target power. (The total 
random jammer power must include the cross-polarized random part.) 

Fig. 9.21 Requirements on jammer second 
moment for breaklock. 

excess purity 
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From Fig. 9.21, one can conclude that, if the incident wavefront ratio of 
copolarization to cross-polarization (purity) is equal to the purity of one of 
the radar beams, then there must be no random component. If the incident 
purity exceeds the purity of the radar by 8 dB, then the jammer can have a 
Rayleigh fluctuating part with a root-mean-square value equal to the target 
return. (This assumes equal nominal and crossed random parts.) Since a 
perfect jammer cannot be built, the purity of the incident signal must obvi­
ously exceed the purity of any one radar beam. 

Alternatively, if the constant nominal return is considered as a constant 
jammer signal EJn of incorrect polarization, then Fig. 9.21 still holds pro­
vided that this signal is large enough to activate the automatic gain control. 
The jammer requirement is then 

subject to the nominal part of the random component, which is either signal 
or jamming, satisfying 

Ej" p( \E„ \)dE„> ^ - r T (9.134) 
Re [gp"J> 

g„ßjn 

One should note that, although the results above are presented in terms of 
the radiation pattern of a single element [(Eq. (9.126)], the required ratio is 
a measurable quantity. From Eqs. (9.75-9.78), nominal and orthogonal 
polarizations are defined at the peak of the sum pattern, located most accu­
rately from the null direction. Upon rotating the monopulse antenna 
through a known angle in both azimuth and elevation from the illuminator, 
and then switching the polarization of the illumination between orthogonals, 
the required ratio gnskn/gpskp can be found. 



10 
ACTIVE ECM VS 

AUTOMATIC GAIN CONTROL 

Previous chapters stressed the importance of the proper functioning of the 
AGC mechanism in a radar. When the AGC system is operative, the angle 
servo of the radar is driven by an error voltage related through the constant 
KD> to the angular tracking error and the gain of the angle servo is at its 
designed (presumed optimum) value. The signals analyzed in this chapter 
reduce the gain of the angle-servo loop through their influence on the radar 
AGC voltage. Small reductions in gain result in sluggish response; larger 
reductions may result in oscillations or instability. 

10.1 EFFECT OF IMPULSIVE SIGNALS 
ON THE VOLTAGE OUT OF IF AMPLIFIERS 

The equivalent circuit of an IF amplifier, with gain controlled by an AGC 
loop, is shown in Fig. 10.1. This equivalent circuit is identical to the circuit 
presented in Fig. 7.9, with the exception of the AGC delay voltage Vd. The 
purpose of the delay voltage is to prevent any reduction in amplifier gain at 
low levels of the received signals. This analysis is attributed to Bakut et al. 
[88, pp. 95-96, 126-128]. 

We make the following assumptions regarding the operation of the circuit 
in Fig. 10.1. The gain K(Vr) of the amplifier responds instantly to changes in 
the control voltage Vr. Because of the averaging of the filter h(t) in the 
feedback circuit, the intermediate frequency of the input and output of the 
IF amplifier has no impact on the analysis of the variations in IF gain. The 
input and output voltages can thus be regarded as the envelope of the 
associated IF frequency signals. Finally, if the output becomes less than the 
delay voltage, the AGC filter input becomes open circuited. 

With a sufficiently large increase in input voltage, the output voltage of the 
amplifier will become limited at some value VL, as shown in Fig. 10.2. (In 
Fig. 10.2 the bipolar IF frequency of the signal is retained for visual clarity.) 
Such limiting usually results from a physical limitation within the IF ampli­
fier. The dotted lines represent the variation of the IF output voltage in the 
absence of limiting. The output of the IF amplifier contains no encoded 
information about the error in tracking (assuming a scanning radar) while it 
is limited or clipped. The duration of the limited condition, measured from 
the application of the input pulse, is Γ,. 

307 
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v ( t ) 
rec 

K(V ) r 

h ( t ) m 
Fig. 10.1 Equivalent circuit of a gain controlled amplifier. 

STEADY STATE LEVEL 

TIME 

Fig. 10.2 Amplifier output voltage variations caused by impulsive input voltage. 

Upon removal of the large input signal, the existing low value of the gain 
results in the suppression of any useful target signal. Gradually, the AGC 
voltage will decrease, the IF gain will increase, and the amplitude of the 
output voltage will reach a desired voltage, here set equal to the delay 
voltage. The time required to achieve this desired output is T2 and we assume 
that the IF output is only partially useful over the period from elimination 
of the jammer input until T2. (Bakut et al. [88] assumes that the error derived 
from the signal existing over the interval T2 has no use.) 

Under the influence of periodic jamming pulses of period T, the radar 
receiver produces a degraded error voltage for a time Γ, + T2. These two 
times will be derived for a particular variation in IF amplifier gain with 
control voltage. 

10.2 LINEAR IF GAIN VARIATION WITH CONTROL VOLTAGE 
If a linear variation in IF gain with control voltage is assumed, the IF gain 

varies with control voltage as described in Chapter 7, Fig. 7.10. Specifically, 

K(t) = K„ - ocVr(t) 

K>0 

(10.1) 

(10.2) 

If a constant input voltage K, is applied, the steady-state output voltage in 
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the absence of a delay voltage [Eq. (7.7)] is 

K0V, 
V0(K)=KVt \+akV, 

(10.3) 

Because of the incorporation of a delay voltage, in the steady state, 
Vr = k(V„(co) — Vd) and the output voltage becomes 

1 + ixk Vx 

We assume that the AGC filter has the impulse response 

h(i) = 1 - IITf 

(10.4) 

(10.5) 

If the input Vx has been applied long enough for the steady-state condition 
in Eq. (10.4) to hold and a new input V2 is applied at i = 0 causing 
the output of the IF amplifier to become limited, the input voltage to the 
AGC filter varies as shown in Fig. 10.3 for t <TX. The regulating voltage 
varies as 

Vr(t) =k(V3- V(i) +k(VL- V3)(\-e-"Tf), 0 < ? < Γ, (10.6) 

By definition, at t = Γ,, the output voltage of the IF amplifier is VL or 

VL=K[Vr(T,)]V2 (10.7) 

Inserting Eq. (10.6) into Eq. (10.7) and solving to Γ, yields 

TfU, vL-Va K0~(vjv2y 
VL - V3 ak(VL - V3) 

(10.8) 

If the large input continues beyond Γ,, the amplifier output will decrease 
to some constant value. If the interference now disappears, the input of the 
IF amplifier will decrease to Vx, if the target is still present, and the output 

V v d 

Vva 
0 TIME 

Fig. 10.3 AGC filter input while output of amplifier is limited. 
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of the IF amplifier will drop below Vd, open-circuiting the input to the AGC 
filter. The AGC voltage will decrease from the initially large value at a rate 
controlled by the time constant of the filter Tf. 

At the time of the change in the input voltage (set time of change to zero), 
the AGC voltage is a solution of 

K^ + «kvd _ a V m v ( 1 0 9) 

1 + akV2 

or 

1 + akV2 

if the larger input signal V2 is of sufficient duration for the output of the IF 
amplifier to stabilize. 

The output of the IF amplifier will achieve a level of Vd at a time T2, 
measured from the time of removal of input V2. The time T2 is a solution of 

V0(T2) = Vd= V\K0 - aVr{Q)e ~ T^Tf] (10.11) 

Using Eq. (10.9), the time T2 is 

T, = TV, 
akV2 \K0-(Vd/V2y 

l+akV2jK0-(Vd/V,) (10.12) 

Shown in Fig. 10.4 are the impulsive input signal, AGC voltage, IF output 
voltage, and error voltage available to the angle servo. Because of the servo 
bandwidth, only the average error voltage is effective in driving the angle 
servo. Since the error voltage is not continuous, there results a reduction in 
the coefficient KD (see Fig. 7.3) relating physical angular tracking error θτ to 
error voltage εαζ, 

^ = KD(\-T3 + Tt+xT2)eT = KDeT (io.i3) 

The total jammer period T is still unknown because the time interval 
required for the IF output voltage to stabilize under large or small input 
signal conditions is unknown. The following is an analysis of the gain-con­
trolled amplifier in Fig. 10.1 to determine these time intervals, subject to the 
gain variation of Eq. (10.1) and the AGC filter response of Eq. (10.5). 

After the output voltage of the IF amplifier drops below the limiting 
voltage, it satisfies the following equation: 

Va{t) + ak V2V0(t) *Kt) = V2[Kn - akVr(0)e - «T> + ak VJ, 1 - e ~ «τή] 
(10.14) 
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*■ t 

* t 

d) Error voltage. 

Fig. 10.4 Effects of impulsive jamming on radar systems employing slow AGC. 

In Eq. (10.14), time begins at the point limiting ends; thus, 

v„{0) = vL 

Kr(0)=-(Vo-^ 
a V V2 

(10.15) 

(10.16) 

The output voltage varies as 

V2(K0+akVd) 
V0(t) 1 + ockV2 

[1 _ g - ( ! + « * ^ Κ ' / Γ / ) ] _(_ y g-O+'ltYiHi/Tf) (10 .17) 

If akV2 >̂ 1, the output voltage very rapidly approaches the desired level 
near (Ka/ak) + Vd, as also claimed by Bakut [88, p. 126], and a proper 
tracking error voltage is available for the remainder of the jammer on-time 
T0. Upon termination of the jammer signal, the IF gain is 

K_K0 + ockVcl 

1 + akV2 
(10.18) 
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and the output voltage has the initial amplitude, 

1 + akV2 £ + "<)3 (10.19) 

Certainly, if K, -4 V2, the resulting error voltage is initially unusable. At 
what point, however, does the output voltage reach a usable level? Previ­
ously, the output was claimed usable after it reached the delay voltage Vd. 
The output must be allowed to rise or the receiver will not saturate on the 
next jamming pulse. Once the IF output reaches Vd, the output will vary as 

V0(t) 1 +akV, 
[ 1 _ e - (1 + a*C,)(f/7y)] _|_ γ - (1 + akVtfl/Tj-) (10 .20) 

and will again quickly reach the desired value if ak Vx ρ 1, as suggested by a 
strong target. Because of this rapid variation in output voltage once the 
AGC loop is closed, one is justified in ignoring both transition periods. 

Equating the on-time of the jammer to slightly more than the time the 
receiver output is limited and the off-time to the time required for the IF 
output to reach the delay voltage immediately appears optimum, for there is 
no constant error voltage. However, closer examination discloses that the 
usefulness of the error voltage during the off-time of the jammer must be 
considered. Once the jammer turns off, the IF output increases as 

V„(t) = VX[K0 - aVr(0)e-"Tf] 0 < t < T, (10.21) 

which has an average value due to jamming of 

E{V0}j 
"T2 

2 J 
V0(t) at (10.22) 

Normalizing this average value to the value that would exist for an IF input 
voltage always at K, (no pulsing jammer) results in an effective reduction in 
the error signal over the interval T2 of 

E{V0 

E{V„ 
l+akVt 

K„ + ockVd 
Kn + 

K0 + «kVd Vd 

\+akV2 Vx 

akV2 \K0-{VdjV2) 
(10.23) 

J+akV2J\K0-(VJVl)/ 

The reduction in the gain of the servo loop can now be computed as 

KD _ XT2+T3+T4 

Kn. T, + T2+T3+ T4 
(10.24) 



Table 10.1 Effect of impulsive jamming on receiver gain when signal level is 11 mV 

Step 

2 
3 
4 
5 
6 
7 
8 
9 

10 

Jammer 
input, V 

0.01 
0.0316228 
0.1 
0.316228 
1 
3.16228 
10 
31.6228 
100 

Receiver 
output, V 

1.0989 
1.09965 
1.09989 
1.09997 
1.09999 
1.1 
1.1 
1.1 
1.1 

KD/KD</ 

0.640075 
0.598326 
0.585168 
0.581005 
0.579693 
0.579284 
0.57915 
0.579108 
0.579088 

X 

0.515959 
0.482572 
0.472025 
0.468683 
0.467631 
0.467306 
0.467198 
0.467164 
0.467145 

Γ, 

1.00004E-04 
8.67777E-04 
1.11064E-03 
1.18742E-03 
1.21172E-03 
1.21938E-03 
1.22187E-03 
1.22261E-03 
0.0012229 

Transition times, s 

T3 

0.002997 
9.48384E-04 
2.9997E-04 
9.48653E-05 
2.99997E-05 
9.48681E-06 
0.000003 
9.48683E-07 
0.0000003 

T2 

0.0943107 
0.101877 
0.10426 
0.105013 
0.10525 
0.105326 
0.10535 
0.105357 
0.105359 

T4 

0.02970 
0.02970 
0.02970 
0.02970 
0.02970 
0.02970 
0.02970 
0.02970 
0.02970 

Table 10.2 Effect of impulsive jamming on receiver gain when signal level is 10 mV 

Step 

2 
3 
4 
5 
6 
7 
8 
9 

10 

Jammer 
input, V 

0.1 
0.316228 
1 
3.16228 
10 
31.6228 
100 
316.228 
1000 

Receiver 
output, V 

1.09989 
1.09997 
1.09999 
1.1 
1.1 
1.1 
1.1 
1.1 
1.1 

KDIKD 

0.638285 
0.594666 
0.581079 
0.576616 
0.576478 
0.575184 
0.574889 
0.575352 
0.575126 

X 

0.505828 
0.470884 
0.460072 
0.456428 
0.456944 
0.455467 
0.455151 
0.455783 
0.455492 

Tt 

1.11144E-05 
8.78806E-05 
1.12249 E-04 
1.19961E-04 
1.22321 E-04 
1.23112E-04 
1.23354E-04 
1.23475E-04 
1.23475E-04 

Transition times, s 

T, 

2.9997E-04 
9.48653E-05 
2.99997E-05 
9.48681E-06 
0.000003 
9.48683E-07 
0.0000003 
9.48683E-08 
3E-08 

T2 

8.94986E-03 
9.70237E-03 
9.94026E-03 
0.0100155 
0.0100394 
0.0100468 
0.0100492 
0.01005 
0.0100502 

T4 

0.00299 
0.00299 
0.00299 
0.00299 
0.00299 
0.00299 
0.00299 
0.00299 
0.00299 
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The previous formulations for the various time constants and the reduction 
in gain have been applied for a receiver with the following parameters: 
K0 = 104, 7} = 1 s, a& = 105/V, Vd=\V, and VL = 10 V. 

Table 10.1 shows the resulting transition times Γ, as well as the overall gain 
reduction KDjKDo. The reduction in gain appears to asymptotically approach 
a value of 0.58, essentially achieving it when the jammer-to-signal power ratio 
(J/S) is 60 dB. At this J/S level, the jammer duty cycle can be defined as 

T + T 
Duty cycle = —! = 0.009 (10.25) 

Thus, the average JjS ratio is only 39.5 dB. From Eq. (10.20), the transition 
time T4 should decrease if the signal level increases or if the jammer provides 
a "floor." Table 10.2 presents the results of a tenfold increase in the signal. 
All transition times but T3 have decreased by a factor of 10, but the overall 
reduction in gain is still close to 0.58. 

10.3 STABILITY OF ANGLE-SERVO LOOPS AT LOWERED GAIN 
Barton [16, pp. 296-297] describes two typical angle servos. One servo is 

the improved type I, including the high-frequency phase-lag term discussed 
in Chapter 7. The servo open-loop transfer function is 

Κω3 (s + ω2) G(s) = 

yielding a phase shift of 
π 

< G ( » = - -

ω2 s(s + ω,)(ί + ω3) 

tan -Ran ω tan ω 

(10.26) 

(10.27) 

pa 
T3 

3 

ω 
Q 

K=100 

ω2= 5 

ω = 80 

1000 FREQUENCY 

0 Γ 
90 ω 

< 
ac -180 
a, -*- -♦- IT 1 1 10 100 1000 FREQUENCY 

Fig. 10.5 Improved type I open-loop Bode plot. 
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. 01 .1 1 10 100 1000 FREQUENCY 

Fig. 10.6 First-order servo with double integration. 

Since ω3 > ω2 > ω„ the total phase shift is less than 180 deg and the closed 
loop is always stable. The Bode plot for this servo is shown in Fig. 10.5; 
reductions of one-half in gain will clearly not result in instability. 

The second servo described by Barton has the open-loop transfer function 

G(s) = 
Κωχω2 (s + ω2γ 

2 
0>2 s(s Η-ω,) (s +ω 3 ) 

(10.28) 

If the coefficients of this transfer function are changed from the coeffi­
cients suggested by Barton, the result is the Bode plot shown in Fig. 10.6. 
This Bode plot is similar to the plot shown in Shustov and Vakin [4, p. 176] 
where it is called a "leak-shaped" amplitude-phase characteristic. A closed-
loop servo employing this second type of transfer function with the coeffi­
cients selected here will become unstable if the loop gain is reduced by 
one-half. 

10.4 SENSITIVITY OF JAMMING PARAMETERS 
The effectiveness of the jamming technique just described depends to a 

great extent on the accuracy of the assumed receiver model. Two variations 
are considered: variation of jammer parameters with a fixed receiver and 
relocation of the position within the receiver of the delay voltage. 

If the peak J/S ratio is fixed, the transition times in Table 10.2 are also 
fixed. If the jammer on time T0 is longer than Γ, + T3 as shown in Table 10.2, 
then a good error voltage is derived for the time Τ0 — Τλ. Similarly, if the off 
time is extended, a useful error voltage exists for a time T — T0 — T2 + XT2. 
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The effective reduction in gain is then 

KD T-Tt-(l-X)T2 

Kn 
(10.29) 

The jammer period given by Table 10.2 is optimum. As the jammer period 
increases, the reduction in gain will decrease (i.e., KDjKDo -> 1). As the jam­
mer period decreases from the optimum value, the level of reduction in 
receiver gain will also decrease as stated by Shustov and Vakin. This reduced 
effectiveness results from failure of the IF gain to decrease to a stable value 
before the next jammer pulse. The output voltage of the receiver is not 
clipped as heavily and the time Γ, is reduced. From Table 10.2 for a 40 dB 
J/S ratio, the jammer period is 0.0131 s. The variation in loop gain for an 
increasing jammer period is shown in Fig. 10.7. 

A variation of AGC mechanization places the delay voltage after the 
low-pass filter as shown in Fig. 10.8. This system responds differently to 
impulsive jamming because the filter input is never open-circuited. An anal­
ysis would show the time duration of limiting of the output Γ, to be identical 
to the time duration of the previous mechanization, or Eq. (10.8). The time 
T2, however, is no longer governed by the discharge time of an undriven 

1 . C " 

. £ * 

. 6 -

. A . 

. 2 -

T =0.000112 s on 
J/S i s 40 dB 

0 .02 .04 .08 .1 .12 .14 
JAMMER PERIOD, T, IN SECONDS 

(from data used to derive Table 10.2) 
Fig. 10.7 Variation of loop gain with jammer period. 

.16 

K(V ) r 

^ 

h( t ) 

■V ( t ) o 

Fig. 10.8 Gain controlled amplifier with delay voltage after filter. 
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v ( t ) 
o 

Fig. 10.9 Definition of transition times for modified AGC system. 

AGC filter. The regulating voltage now varies as 

V,{t) = 
k{K0Vx - Vd) [1 _e-V + *kvlWTf)] + yr{o)e~O+*kV0i'ITf) ( 1 0 . 3 0 ) 

1 +u.kV) 

and the time to achieve an IF output voltage level of Vd is now 

T7 = Tf 

1 +akV, 
(n lakV, 

K0 + akVd V2-Vx 

\+akV2 Kr,Vt-Vd 
(10.31) 

For this second AGC system, the time to achieve an output voltage level 
of Vj is not important. The control voltage varies continuously according to 
Eq. (10.30) and the total time required to achieve a stable output can be 
approximated at three times the time constant in Eq. (10.30), which is iden­
tical to the TA defined previously. 

The time constant Γ3 defined earlier will also remain the same. Thus, 
Tables 10.1 or 10.2 can be used to determine Tu Τ4, and T3 as defined in Fig. 
10.9. The maximum reduction in gain at a 30 dB J/S ratio, from the values 
of Table 10.1, is then 

Kn T3 + 0.67Γ4 

KD„ Tt + T3 + T4 
0.64 (10.32) 

However, if the optimum duty cycle for the previous AGC system were 
used against this AGC system, the reduction in the gain of the radar servo-
loop is only 

= 0.92 (10.33) 

This small reduction in gain results from the rapid adjustment of the AGC 
during the relatively long off-time of the jammer. Clearly, this form of the 
ECM technique is sensitive to the parameters of the radar because a small 
reduction in gain does not result in instability of the radar. 
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APPENDIX A 
GLOSSARY OF TERMS 

AAA 
AFIT 
AGC 
AM 
BWO 
C3CM 
CFA 
CFAR 
CO 
CONSCAN 
COSRO 
CW 
DC 
DINA 
EC 
ECCM 
ECM 
ELINT 
EM 
ENR 
ERP 
ESM 
EW 
EWO 
FEBA 
FM/SN 
FTC 
GCI 
HF 
HOJ 
Hz 
IAGC 
IF 
IFM 
IR 
ITU 

antiaircraft artillery 
Air Force Institute of Technology 
automatic gain control 
amplitude modulation 
backward-wave oscillator 
command, control, and communications countermeasures 
crossed-field amplifier 
constant false alarm rate 
copolarized maximum 
conical scan 
conical scan on receive only 
continuous wave 
direct current 
direct noise amplification 
electronic combat 
electronic counter-countermeasures 
electronic countermeasures 
electronic intelligence 
electromagnetic 
excess noise ratio 
effective radiated power 
electronic warfare support measure 
early warning; electronic warfare 
electronic warfare officer 
forward edge of the battle area 
frequency modulation by sine wave plus noise 
fast-time constant 
ground-controlled intercept 
height finding 
home-on-jam 
cycle/second (kHz = 1000 Hz, MHz = 106 Hz, GHz = 109 Hz 
instantaneous automatic gain control 
intermediate frequency 
instantaneous frequency measurement 
infrared 
International Telecommunications Union 
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LORO 
ML 
MOPA 
MTI 
MWR 
NF 
PD 
PPI 
PPM 
PRF 
PRI 
RAM 
RCS 
RF 
RGPO 
rms 
rpm 
RWR 
SAM 
S&H 
SCV 
SEAD 
SLB 
SLC 
SOJ 
STC 
swc TWS 
TWT 
vco 
VGWO 
VSWR 

A 
Ac 

BR 

fa 
Jl'RF 
fn 
L 
GR 
JjS 
La 
Le 
N/NT 

lobe on receive only 
maximum likelihood 
master oscillator-power amplifier 
moving target indication 
multisensor warning receiver 
noise figure 
pulse Doppler 
plan position indicator 
periodic permanent magnet 
pulse-repetition frequency 
pulse-repetition interval 
radar-absorbing material 
radar cross section 
radio frequency 
range gate pull off 
root mean square 
revolutions per minute 
radar warning receiver 
surface-to-air missile 
sample-and-hold 
subclutter visibility 
suppression of enemy air defense 
sidelobe blanking 
sidelobe canceller or cancellation 
standoff jammer 
sensitivity time control 
scan with compensation 
track while scan 
traveling wave tube 
voltage-controlled oscillator 
velocity gate walk-off 
voltage standing wave ratio 

physical area of antenna 
effective area of antenna 
receiver bandwidth 
Doppler frequency 
pulse-repetition frequency 
frequency of oscillation, cycles/s 
scan frequency 
radar antenna gain 
jamming-to-signal ratio 
horizontal aperture dimension 
vertical aperture dimension 
receiver noise power watts 



APPENDIX A 321 

κ, 
Pj 
PR 
pr 
p
rj 

Pr, 

R 
AR 
Rj 
Λ ^ 

(S/C)p 
(S/N)mn 
(S/N)p 
V 
η 
n° 
θα2 
e,/ 
Θ, 
oT 

θ3 
λ 
aT 
σ" 
τ 
ω 

ideal receiver noise power density, W/Hz, assumed to be 
- 144 dBW/MHz 

jammer power 
radar transmit power 
power received by radar 
jammer power received 
target power received 
range 
range resolution 
range to jammer 
range to target 
signal-to-clutter ratio per pulse 
minimum signal-to-noise ratio for proper system performance 
S/N per pulse at IF 
3 x 108 m/s, speed of light in vacuum 
aperture efficiency 
volume clutter reflectivity, m2/m3 

azimuth 3 dB beamwidth 
elevation 3 dB beamwidth 
squint angle from boresight 
target angle from boresight 
3 dB beamwidth 
wavelength 
target average cross section 
area clutter reflectivity, m2/m2 

pulse width 
frequency, rad/s 



APPENDIX B 
MATHEMATICAL BASICS 

Presented here is a brief review of the mathematical techniques used in the 
text. Topics include exponentials, logarithms, trigonometry, decibels, and 
some geometric formulas. 

Exponentials 
In the formulation A2 = A x A, the factor 2 is an exponential: it is the 

power to which A is raised. Rules for use of exponentials are 

A"Ab = Aa + b 

(A")b = Aab 

Thus, 

A1/3 x A1/3 x A]ß = A or A1/3 is the cube root of A 

Logarithms 

If the letter A above is equal to 10, we can write 

10" = Xand 10*= Y 

Then, from the rules for using exponents, 

χγ= 10"10* = 10" + Α = Ζ 

The factor a is called the logarithm of X to the base 10, 

a = log10X 
From the above, the logarithm of the product of two numbers is equal to 

the sum of the logarithms of the individual numbers. 
The base A need not be 10. If the base is taken as e (approximately defined 

as the number 2.71828), then the exponents are called natural logarithms, as 

ec = Q (neQ = c 
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Certain useful rules are 

log —=\ogX- log Y 

log - = log 1 - log Y = - l o g Y 

Decibels 
A number is expressed in decibel form by taking the logarithm of the 

number to base 10 and multiplying the result by 10, as 

AdB = 10 x \ogwA 

The utility of this operation can be seen by noting that 

{A x B)dB = 10 \og(AB) = 10 log A + 10 log B = AdB + BdB 

or an expression involving products becomes one involving sums. Since 
log (0) is undefined, this definition is restricted to numbers greater than zero 
and, by convention, the quantities converted are power or power ratios. 
Some examples are given in Table Bl. 

Table Bl Example of conversions of power 

Power, 
W 

1 
2 

10 
100 

1000 

Power in dB 
relative to 1 W, 

dBW 

0 
3 

10 
20 
30 

Power ratio A 

1 
10 

100 

Power in dB 
relative to 1 mW, 

dB 

0 
10 
?0 

dBm 

30 
33 
40 
50 
60 



APPENDIX B 325 

Trigonometry 
Formulas used are listed below and are related to Fig. Bl. Both radian and 

degree units are used where 1 rad = 57.3 deg. Definitions are 

sinö = YJr cosö = XJr tanö = YJX„ 

Important relationships are 

sin 90° = sin (π/2) = 1 

cos 0° = cos 0 = 1 

sin 30° = sin (π/6) = \ 

sin 45° = sin (π/4) = 1/^/2 

sin 60° = sin (π/3) = ^ 3 / 2 

Fig. Bl Trigonometry variables 

Useful approximations for Θ <̂  1 in radians is 

sin0 x Θ 

C O S 0 Ä 1 - 0 2 / 2 
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The double-angle formulas are 

sin(0 +φ)= sin0cos<p + cosösintp 

cos(ö + ψ) = cosöcoscp + sinösintp 

Using the double-angle formulas, we can show that 

cos(0 — φ) + cos(ö + φ) = 2cosöcos<p 

cos(Ö — φ) — cos(0 + φ) = 2sinösin(p 

Geometrie Formulas 
Area of a circle, radius r, is nr2 

Area of a sphere, radius r, is 4nr2 

Volume of a sphere, radius r, is (4/3)πτ3 
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APPENDIX C 
ANSWERS TO PROBLEMS 

2.2a 37.5 m 
2.2b 40.5 n.mi. 
2.2c 3.3 cm 
2.3a 52 dBW 
2.3b 0.03 W/m2 

2.3c 150 MW 
2.4a 180 n.mi. 
2.4b -132 dBW 
2.5a 6667 
2.5b 13.7 dB 
2.6 4.4 deg beamwidth/31.4 dB antenna gain 
2.7 2.7 MW 
2.8 Phase sum-difference 
2.9 61.6 dB 
2.10a 8.24 km 
2.10b 110 m 
2.10c 38.2 dB 

Chapter 
3.1 
3.2 
3.3 
3.4 
3.5a 
3.5b 
3.5c 
3.5d 
3.6 
3.7 
3.8 
3.9 

3 
Active, passive 
CONSCAN and CONSCAN with SWC 
60 dB 
12.3 dB 
56 n.mi., 7.5 min 
4600 ft 
19.7 n.mi. 
19.7 n.mi. 
19.5 n.mi. 
6.7 n.mi. 
J/S = 18.75 dB at 1 n.mi. 
J/S = 35.8 dB 
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3.10 
Θ, deg R, n.mi. Θ, deg R, n.mi. 

0 1.15 60 3.98 
15 1.06 70 8.86 
30 1.03 90 oo 
45 1.15 

3.11a R = 

3.11b Miss distance = 

2tan(0.45ö3) 
L a„L2 

I^8K2tan2(O.4503) 
a„ = 200 m/s2, V = 2000 m/s, 03 = 10 deg 

3.1 lc L = 248 m, miss distance = 62 m 

Chapter 
4.1 
4.2 
4.3 
4.4 
4.5 
4.6a 
4.6b 
4.7 

Chapter 
6.6 

4 

6 

No 
Yes 
True 
SLB 
True 
No 
Yes 
All to some extent 

]ωμΕ,„ΙΑΙ 
Vr- , c cos[/cdsinöcos(p]cosöcos<p 
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D 
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G 
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