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Preface

This book is focused on anti-jamming transmissions in cognitive radio networks
(CRNs) and covers several recent research hot topics in this field. First, we present
the transmissions based on uncoordinated spread spectrum to address smart jammers
in CRNs. We also apply game theory to investigate the interactions between
secondary users and jammers and provide game theoretic solutions to suppress
jamming incentives in CRNs. Professionals and researchers working in networks,
wireless communications, and information technology will find Anti-jamming
Transmissions in Cognitive Radio Networks valuable material as a reference guide.
Advanced-level students studying electrical engineering and computer science will
also find this brief a useful study guide.

In Chap. 1, we briefly introduce jamming attacks in cognitive radio networks,
focusing on smart jammers and the applications in broadcast services.

In Chap. 2, we review spread spectrum techniques, which have been used by
radio communications to counteract jamming attacks for decades and investigate
the new challenges that they have to address to protect cognitive radio networks.

In Chap. 3, we present uncoordinated spread spectrum techniques in the anti-
jamming communications and investigate the anti-jamming broadcast in CRNs
based on node collaboration and uncoordinated spread spectrum. The spectrum
efficiency of this technique is analyzed and related implementation issues are
reviewed.

In Chap. 4, we analyze the interactions between jammers and secondary users
based on game theory. We first formulate the jamming process in CRNs as static
games and present their Nash equilibrium and Stackelberg equilibrium. Next, we
consider the impact of relay nodes in the anti-jamming transmissions in CRNs
and formulate the repeated interactions as a dynamic jamming game, in which
the evolutionary equilibrium is analyzed. Finally, we investigate the impact of the
inaccurate and incomplete signals on the jamming games.
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In Chap. 5, we review important game theoretic mechanisms to improve the
performance of the equilibrium in the games, including price mechanisms, auctions,
reputations, and trust. Both direct reciprocity and indirect reciprocity principles are
illustrated.

In Chap. 6, we present several game theoretic anti-jamming solutions for CRNs,
exploiting the requirement for network by secondary users to suppress the jamming
motivation of insider attackers and reduce the jammer population in large-scale
cognitive radio networks. In addition, reinforcement learning techniques such as
Q-learning and WolF are applied to improve the performance of cognitive radio
networks against jamming.

In Chap. 7, we conclude this book with a summary and point out several
promising research topics in anti-jamming communications of CRNs.

This book could not have been made possible without the contributions by the
following people: K.J. Ray Liu, Yan Chen, Weihua Zhuang, Huaiyu Dai, Peng Ning,
Vincent Poor, Narayan Mandayam, Chengzhi Li, Wanyi S. Lin, Jinliang Liu, Yan
Li, Guolong Liu, Tianhua Chen, Qiangda Li, Changhua Zhou, Yanda Li, Guiquan
Chen, Shan Kang, Yuliang Tang, and Lianfen Huang. We would also like to thank
all the colleagues whose work enlightened our thoughts and research made this book
possible.

Xiamen, Fujian, China Liang Xiao
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Chapter 1
Introduction

1.1 Cognitive Radio Networks

Cognitive radio (CR) techniques have been developed to address the spectrum
shortages of wireless networks and become important for future wireless communi-
cations. In cognitive radio networks (CRNs), secondary users (SUs) apply cognitive
radio techniques such as spectrum sensing to choose their transmission strategies,
such as their transmit power and channel, to avoid interfering with the transmissions
of primary users (PUs) that usually ignore the existence of SUs. In this book, we
consider a CRN consisting of N SUs and several PUs in the presence of jammers at
various locations, as shown in Fig. 1.1.

1.2 Jamming Attacks

Because of the broadcast nature of radio propagation, wireless networks are highly
vulnerable to jamming attacks, where jammers aim at interrupting the ongoing
legitimate information exchange by injecting replayed or faked signals into wireless
media [1]. Consequences of jamming attacks include the degradation of network
throughputs, power waste of radio nodes and even denial of service (DoS) attacks
in wireless networks.

Jamming attacks can be easily launched in wireless communications, and cannot
be addressed by conventional cryptography. Spread spectrum techniques, such as
direct sequence spread spectrum (DSSS) and frequency hopping (FH), have been
commonly used for decades to counteract jamming [2]. The key idea behind the
traditional spread spectrum based anti-jamming techniques is that the senders and

© The Author(s) 2015
L. Xiao, Anti-Jamming Transmissions in Cognitive Radio Networks,
SpringerBriefs in Electrical and Computer Engineering,
DOI 10.1007/978-3-319-24292-7_1
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2 1 Introduction

Fig. 1.1 Anti-jamming communications in cognitive radio networks, consisting of N secondary
users, two primary users and two jammers

legitimate receivers share the same spreading codes in DSSS or frequency hopping
patterns in FH, which can be viewed as physical-layer pre-shared secrete keys that
are unknown to jammers.

In this book, omniscient jammers with bounded computation and transmission
capability are considered, each transmitting on one or several channels for a long
enough time in a time slot to effectively block a packet. Jamming attacks are usually
categorized into non-responsive and responsive ones, based on the attempts of a
jammer to detect the ongoing transmission before sending jamming signals.

Typical non-responsive jamming strategies in wireless systems with multiple
channels include constant jamming, random jamming and sweep jamming. Constant
jammers block the same channels all the time of interests. Random jammers switch
their jamming channels randomly. Sweep jammers sweep the whole channel range
of the wireless system over a long time.

In contrast, responsive jammers sense the channels before sending jamming
signals, as it usually takes less time to switch the sensing channels than to
change the jamming channels. As a powerful type of jammers, a responsive-sweep
jammer conducts both non-responsive and responsive jamming independently and
simultaneously, whose jamming strength depends on both the total number of
jammed channels and the number of sensed channels in a time slot [3, 4]. The
analysis based on the responsive-sweep jamming provides a lower bound for the
performance of cognitive radio networks.

1.2.1 Smart Jammers

As a special type of insider attacks, smart jammers have more flexible jamming
strategies and stronger jamming strengths compared with traditional jammers. As
shown in Fig. 1.2, a smart jammer first observes the ambient radio environment
before actually sending jamming signals on the chosen channels with selected
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Fig. 1.2 Flowchart of smart jamming in cognitive radio networks, consisting of two stages: attack
and observation

jamming power levels. By compromising some CR nodes or eavesdropping the
public control channels of the CRN, a smart jammer can estimate the PHY-layer
keys of the spread spectrum systems, such as the frequency hopping pattern of the
CR transmitter and thus efficiently block its following transmissions. Similar to the
other types of responsive jammers, smart jammers can also adjust their working
channels based on the spectrum sensing results. In addition, smart jammers in a
large-scale CRN can also apply other strategies, such as to open fake relay channels
to lure the receivers and thus block them more efficiently [5].

1.2.2 Jamming in Broadcast

Jamming-resistant broadcasts are not only important for safety-critical applica-
tions such as emergency alert broadcast, but also critical for the distribution of
important network information such as public keys and control information in the
networks. One key vulnerability of the conventional anti-jamming techniques is
the requirement of pre-shared secrete keys, such as spreading codes or frequency
hopping pattern at the senders and receivers. This requirement suffers from scal-
ability concerns of broadcast, and may even be unfeasible in dynamic networks
with compromised receivers. This problem was recognized recently, leading to a
series of promising research efforts, such as uncoordinated FH [3, 6] techniques,
uncoordinated DSSS [7, 8], and BBC [9].

In the broadcast in cognitive radio networks, a source node aims to convey a
message consisting of several packets to all the nodes in the network, possibly
by multiple hops. Compared with pairwise communications, broadcast incurs more
challenges as well as chances especially in the large-scale networks. For example,
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receivers can obtain the broadcast message if located in the outage area of the
jamming signals. Important issues concerning multiple access control (MAC),
packet scheduling, transmission duration control, and power control have to be
carefully addressed to enable broadcasts with high energy efficiency and strong
jamming resistance.

1.3 Summary

In Chap. 1, we have briefly reviewed the concepts in cognitive radio networks and
studied jamming attacks that throw serious threats to cognitive radio networks.
As a most powerful type of jammers, smart jammers have been introduced.
The challenges that the anti-jamming broadcast in CRNs has to address were
investigated and related work was reviewed.
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Chapter 2
Spread Spectrum-Based Anti-jamming
Techniques

2.1 Introduction

Cognitive radio techniques have been developed to provide dynamic spectrum
access and improve spectral efficiency. The broadcast nature of radio propagation
and random spectrum access of SUs, however, result in high vulnerability of
CRNs to jamming attacks [1]. In CRNs, secondary users are authorized to access
licensed channels without interfering with primary users. Jamming attacks can
lead to denial-of-service attacks that deny users from spectrum access [2]. Anti-
jamming communication is important for many safety-critical applications such as
emergency alert transmission and navigation signal dissemination, and is critical for
the distribution of important information such as the public key and system control
information in wireless systems.

Jamming attacks can be easily launched in cognitive radio communications.
Spread spectrum techniques, including direct sequence spread spectrum and fre-
quency hopping, have been widely used for decades to counteract jamming. These
techniques require pre-shared secrete keys (such as spreading codes in DSSS or
frequency hopping patterns in FH) at the senders and legitimate receivers. These
secret keys enable the sender to spread the signal such that its transmission becomes
unpredictable for the jammer, thus reducing the probability of jamming attacks.
Therefore, this chapter aims to provide insights on the anti-jamming technologies
based on DSSS and FH, and we also discuss potential challenges of jammers in
CRNs.

© The Author(s) 2015
L. Xiao, Anti-Jamming Transmissions in Cognitive Radio Networks,
SpringerBriefs in Electrical and Computer Engineering,
DOI 10.1007/978-3-319-24292-7_2
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6 2 Spread Spectrum-Based Anti-jamming Techniques

2.2 Frequency Hopping

In frequency hopping systems, a transmitter sends signals over different channels
(carrier frequencies) from a given channel set according to a hopping pattern which
is known by both the transmitter and the receiver in advance. Therefore, the signal
is transmitted on one frequency for a certain period of time, and then sent on
another frequency. The receiver has to use the same center frequency and keep
synchronization with the transmitter. As shown in Fig. 2.1, the frequency hopping
system sends packets over one of N channels.

There are two types of frequency hopping techniques: slow frequency hopping
and fast frequency hopping. In slow frequency hopping systems, the transmitted
signal changes channels for one or more data bits. In contrast, each data bit
is distributed over multiple channels in fast frequency systems. Slow frequency
hopping has been used in IEEE 802.11b standards [3]. Fast frequency hopping can
be used in multiple frequency shift keying modulation [4]. Frequency hopping helps
protect transmissions from fading and interference [5]. Frequency hopping based on
parallel spectrum sensing without interruption was proposed to address the conflict
between the quality of service satisfaction and reliable spectrum sensing for licensed
users in IEEE 802.22 [6].

Uncoordinated frequency hopping (UFH) was proposed to break the dependency
on pre-shared key in [7], in which the transmitter and receiver select the channels
randomly and independently from a given channel set. In UFH, each packet
is sent over a channel randomly selected. BMA scheme incorporates one-way
authentication and error control coding to improve the efficiency of UFH [8].
USD-FH system was proposed in [9], in which a Diffie-Hellman key establishment

Fig. 2.1 Illustration of a frequency hopping system over N channels
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message is transmitted with uncoordinated frequency hopping, and the data message
is transmitted using coordinated FH with the established FH pattern. Delay-bounded
adaptive UFH proposed in [10] addresses adaptive jamming and applies online
optimization to improve the performance of UFH. Online adaptive UFH was
formulated as a multi-armed bandit problem in [11]. In collaborative UFH-based
broadcast system, the nodes that have received the broadcast message relay the
message to improve the communication efficiency and jamming resistance [12].

2.3 Direct Sequence Spread Spectrum

As a widely used spread spectrum technique, DSSS applies spreading codes such as
pseudo noise (PN) code to modulate data sequences, and is also known as direct
sequence code division multiple access (DS-CDMA) [5]. In DSSS systems, the
data signal is multiplied by the spreading code that consists of pulses with shorter
durations over a wider bandwidth based on the spreading factor. Upon receiving the
spreading code, the receiver uses the same spreading sequence over the received
signal to reconstruct the original data [13].

The transmitted signal as a noise signal obtains stronger interference resistance,
and can recover from the damages in transmissions. Different spreading sequences
permit multiple users to share the same channel. By spreading signals with
spreading codes, DSSS system can reduce the influence of background noise on
transmissions. Compared to frequency hopping techniques, DSSS reduces the inter-
ference all the time [5]. DSSS systems usually achieve more reliable communication
performance, while devices in frequency hopping systems are cheaper and consume
less power in general.

DSSS has been widely used in wireless communication systems such as IEEE
802.11b [14], satellite navigation systems [15], Galileo [16], GLONASS [17],
and ultra-wideband systems [18]. Uncoordinated DSSS was proposed to avoid the
dependence on pre-shared keys and improve the jamming resistance [19].

2.4 Challenges of Jammers in CRNs

Due to the opportunistic access and broadcast nature of cognitive radio networks,
secondary users have to address jammers, especially advanced smart jammers in
dynamic and distributed networks without interfering with primary users. Anti-
jamming techniques based on frequency hopping have been investigated in [11]
and game theory has been used to formulate anti-jamming transmissions in [20].
Jamming attacks have been analyzed for decades in wireless systems [10, 21].
The anti-jamming game was formulated to investigate the jamming strategies and
defense policies in [22].
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The traditional anti-jamming transmissions based on spread spectrum assume
that both the transmitter and the receiver share the spreading codes or frequency
hopping patterns in advance, which have to be hidden from jammers. Unfortunately,
smart jammers can utilize this dependency to increase their jamming strengths. As
an advanced type of reactive jammers that can sense spectrum before jamming,
smart jammers can not only block the target channels with flexible power, but also
eavesdrop the public control channels and compromise CR nodes in large-scale
CRNs to derive the spreading codes of the transmitter.

Uncoordinated frequency hopping [7] and its variations [9, 11, 19] were proposed
to address smart jammers. Without requiring any pre-shared FH pattern, a receiver
in UFH randomly selects a channel from the public channel set. A packet can
be successfully received if both the transmitter and the receiver come across the
same unblocked channel, indicating a very small packet reception rate due to the
large number of channels of UFH to counteract jamming. Collaborative UFH-based
broadcast exploits node cooperations to provide the spatial and spectrum diversity
in single-hop networks [11] and multi-hop networks [12], and thus enhances
the communication efficiency of UFH [23]. The efficient communication without
pre-shared key proposed in [24] uses intractable forward-decoding and efficient
backward-decoding to decrease the energy cost compared with UFH. In spite of
all these efforts, the anti-jamming transmissions based on UFH still suffer from low
communication efficiency, which has to be further studied in the future.

2.5 Summary

Jamming attacks can lead to denial-of-service attacks in cognitive radio networks.
Spread spectrum techniques such as frequency hopping and DSSS have been widely
used to address jamming. However, due to the requirement of pre-shared PHY-layer
secret keys between the transmitter and the receiver, the anti-jamming broadcast in
large-scale dynamic CRNs is still vulnerable to smart jamming.
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Chapter 3
Anti-jamming Techniques Based
on Uncoordinated Spread Spectrum

3.1 Introduction

Traditional anti-jamming communications mostly rely on spread spectrum tech-
niques, including DSSS and FH, in which pre-shared PHY-layer secret keys, such as
spreading code sequences and frequency hopping patterns, are assumed to be known
by the transmitter and receiver. The requirement on the pre-shared key makes it
challenging to distribute the PHY-layer keys to all the receivers in a large scale
mobile network with nodes entering and leaving. In addition, compromised CR
nodes can eavesdrop the public control channels to obtain the broadcast spread
spectrum patterns and thus efficiently block the following transmissions.

Uncoordinated spread spectrum techniques enable anti-jamming transmissions
without requiring any pre-shared keys, but suffer from a low communication
efficiency due to the lack of coordination between the sender and receiver. For
instance, the relative throughput of the UFH compared with coordinated FH is only
on the order of 10�3 for a spreading ratio of 200 [3]. Therefore, the erasure coding
and one-way authentication based on bilinear maps were applied to improve the
communication efficiency of UFH [1]. In addition, USD-FH scheme was proposed
in [4] to further improve the efficiency and robustness of UFH, in which the
hopping pattern is conveyed through UFH to allow the message transmissions via
coordinated FH. Collaborative UFH (CUFH) was proposed in [5] to increase the
throughput and enhance jamming resistance, in which nodes having obtained the
message serve as relays for the remaining nodes to expedite the broadcast process
against smart jammers.
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3.2 Uncoordinated Spread Spectrum

We investigate the uncoordinated spread spectrum techniques to address jamming
attacks in cognitive radio networks. Based on the randomly selected PHY-layer keys,
neither receivers nor jammers know the keys in advance. Thus jammers with limited
jamming energies cannot efficiently block the transmissions of secondary users. In
particular, each transmitter in UDSSS randomly selects a spreading code from a
set of code sequences, while each receiver decodes the packets through brute-force
search. In UFH, each transmitter (or receiver) randomly chooses a channel from the
public known channel pool to transmit (or receive) a packet. The receiver obtains a
packet only if the transmitter and the receiver happen to use the same channel. On
the other hand, the jamming strength against UDSSS systems mostly depends on
the computational speed of the jammers, while the performance of a UFH system
mostly relies on the capability of the jammers to sense and switch their frequency
channels.

3.2.1 Uncoordinated Frequency Hopping

In uncoordinated frequency hopping systems, a message is divided into several
short packets, each transmitted over a selected channel only known to the sender.
The sender and the receiver randomly and independently choose a channel from
the public channel set. Successful transmission is possible if both nodes come
across on the same channel. The packets are sent sequentially and repeatedly for
a sufficiently long time. UFH scheme is resistant to packet loss, and can establish
an unanticipated and spontaneous communication without pre-shared keys. As
illustrated in Fig. 3.1, Alice aims to send Bob several fragment messages. Both the
secondary users randomly choose a channel from the public C channels in each time
slot. To relax the synchronization requirement, Bob changes its channels at a slower
rate than Alice. The several packets are sent sequentially and repeatedly, until Bob
successfully receives them and reassembles these packets with a collision-resistant
hash function [3].

3.2.2 Uncoordinated DSSS

In UDSSS, the transmitter randomly selects a spreading code sequence from a
public and known set of spreading sequences for each message. The receiver uses
the trial-and-error method to despread the received messages by randomly applying
a spreading code sequence. A message is accepted, if the receiver chooses the same
spreading code and successfully verifies its signature. For example, in Fig. 3.2, the
sender aims to transmit l fragment messages, denoted by Mi with 1 � i � l, based
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Fig. 3.1 Illustration of UFH, in which the transmitter (Alice) and receiver node (Bob) randomly
and independently choose a frequency channel from C channels in each time slot

Fig. 3.2 Transmission block of uncoordinated DSSS

on the public code set including n orthogonal spreading code sequences, denoted
by cj, with 1 � j � n. The sender first derives the digital signature for the message
using its private key KS and then randomly selects a spreading sequence cj. Each
message has to be repeatedly transmitted, each with a new spreading code sequence
randomly selected. Upon receiving a signal, the receiver chooses a code sequence to
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despread the first few data bits of the received message. If the bit integration exceeds
the threshold given in [6], the receiver uses the corresponding code sequence to
despread the entire message and accepts it if the resulting message passes the
signature verification.

3.3 Collaborative Anti-jamming Broadcast Based on USS

Node cooperation can improve the performance of uncoordinated spread spectrum
broadcast. In the collaborative broadcast system based on uncoordinated spread
spectrum in [5], the nodes that already receive the broadcast message help neigh-
boring nodes receive the message by relaying it over other channels or spread
sequences, and thus increase the success reception rate. The collaborative broadcast
may start slowly, but as more and more nodes start relaying, the broadcast process
accelerates like an avalanche. Unless all the channels are simultaneously blocked
(assumed impossible for a fairly large spreading ratio), it is always possible for
some nodes to obtain the message through available channels. By exploiting both
spectral diversity and spatial diversity, this system can improve the communication
efficiency and jamming resistance.

3.3.1 Collaborative Broadcast with Uncoordinated FH

In the collaborative UFH-based broadcast (CUFH) as shown in Fig. 3.3, the source
node sequentially and repeatedly sends the packets of the broadcast message, each
over a randomly selected frequency channel. The main idea of CUFH is to allow
the nodes that have successfully received the message to help relay it over multiple
channels for a duration that can be determined by both the acknowledgement (ACK)
signals from the neighboring nodes and the time-out mechanism. Each secondary
user first enters the receiving mode with one of the receiving channel selection
strategies listed below. When successfully obtaining all the packets to build the
broadcast message, a secondary user then relays the packets to the remaining nodes.

A secondary user can choose a relay channel selection strategy from Random
Relay Channel selection (RRC), Sweep Relay Channel selection (SwRC), and Static
Relay Channel selection (StRC). In RRC as shown in Fig. 3.4, each relay node
randomly and independently selects one out of the C channels to send a packet,
similar to the source node. This strategy is amenable to distributed implementation
and has good scalability, while sometimes some relay nodes, as well as the source
node, may happen to select the same channel, leading to collision and failure of
transmission. Even with perfect synchronization and collaboration among the source
and relays such that the same packet is broadcast by all relays and the source at the
same time, such overlap still leads to the waste of energy and reduced opportunity.
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Fig. 3.3 Illustration of collaborative anti-jamming broadcast, in which the nodes that already
receive the message help relay the information

To evaluate the theoretical maximum of RRC, we consider the idealized version
SwRC. The relays with SwRC take non-overlapping channels for each packet
transmission: The first relay node randomly selects one from C channels, the
second relay node randomly chooses one out of the remaining C � 1 channels,
and so on. This approach was proposed mainly as an alternative for RRC to
facilitate the discussion on the trade-off between performance and complexity
(the protocol overhead for coordination). The SwRC strategy avoids the possible
collision incurred in RRC, but requires information exchange among local nodes to
determine the non-overlapping channel in the broadcast.

In contrast to RRC and SwRC where the relay channels change randomly from
one time slot to another, the relays with the StRC strategy take fixed non-overlapping
channels through the message broadcast process as shown in Fig. 3.5. The nodes
are assumed to have been preassigned unique IDs, which, together with a suitable
algorithm (see, e.g., [7]), guarantees negligible channel collisions. Each node is
assumed to know the IDs of the neighboring nodes within its communication
distance, and hence the IDs of all potential relay channels in its area, which
constitute its initial relay channel list. Since a fixed set of relay channels are
employed during the whole message broadcast process, it is reasonable to assume
that the relay channels are (after some time) known to both the yet-to-inform
receivers and jammers.

At a first glance, the StRC strategy seems to be a dumb approach: The jammers
can go ahead to block these relay channels even without sensing, and thus the hope
of the receivers still lies in the UFH-based source node transmission. Actually this
approach captures the essence of collaborative broadcast. As long as all the channels
are not blocked simultaneously, the number of relays increases with time. When the
turning point is reached so that the jammers can no longer block all relay channels,
the communication efficiency will be boosted dramatically.
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Fig. 3.4 Flowchart of the collaborative anti-jamming broadcast of a cognitive radio node with
RRxC and RRC

An alternative view is that, as the UFH-based source node already provides
uncertainty in its channel selection to counteract jamming, the StRC strategy
introduces certainty in the relay selection to improve the communication efficiency.
Furthermore, the StRC strategy is also easy to implement, as it saves the efforts of
channel switching, and requires little communication overhead for coordination.

In a Random Receiving Channel selection (RRxC) scheme, each receiver hops
randomly and independently over the C channels. For the StRC relay strategy, it also
devises an Adaptive Receiving Channel selection (ARxC) strategy. As mentioned,
each node is assumed to know the initial relay channel list. After listening to a
potential relay channel for a sufficient time, a node can determine whether the
channel is clear, active (relaying packets), or jammed. Each receiver with the ARxC
strategy first continuously sweeps its relay channel list, one at a time, in an order
only known to itself. When encountering an active channel, the node can receive a
packet there. If all the relay channels are jammed, the node switches to the RRxC
mode. In the RRxC mode, when coming across a clear or active relay channel, the
node restricts itself to the relay channels again. This process repeats until a receiver
successfully obtains all the packets.
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Fig. 3.5 Flowchart of the collaborative anti-jamming broadcast of a cognitive radio node with
ARxC and StRC

In essence, a receiver taking the ARxC strategy first attempts to take advantage
of the available relay channels. However, these relay channels are also known to the
jammers, and it is definitely in the jammers interest to first block them. Under strong
jamming such that all known relay channels are blocked, a receiver then switches
back to RRxC. However, instead of continuously jamming the static relay channels,
the jammers may just spend enough energy to spoof the receivers away, and hence
a smart receiver has to check for such scenarios and come back to relay channels.

Packet verification techniques [1, 8] and message authentication techniques on
the application layer [2] can be employed to identify such fake channels, and remove
them from the active relay list. The relay channel list is continuously updated
through the broadcast process, and the dual-mode operation (ARxC and RRxC)
achieves a good balance between communication efficiency and security.
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3.3.2 Collaborative Broadcast with Uncoordinated DSSS

Without loss of generality, considering an ideally synchronous single-hop wireless
network, the source randomly selects one spreading sequence from a public
set for each message transmission. In collaborative UDSSS, each node that has
successfully decoded the message transmits it to other nodes with a spreading
sequence randomly selected from the public sequence set. Most techniques in
UDSSS can be directly applied here, such as message verification, bit interleaving,
and packet encoding approaches [2, 6].

Experimental results have shown that the despreading of a message in a trial-
and-error manner is one of the most time-consuming operations in UDSSS. Once
recording the broadcast message, each receiver randomly selects a spreading
sequence from the public sequence set to despread the message, and can succeed
if choosing the same synchronized sequence as one of the transmitters. It is
intuitive that the successful despreading probability increases with the number of
transmitters. Therefore, collaborative UDSSS broadcast exploits node cooperation
to provide code diversity to facilitate despreading and hence reduce the broadcast
delay. The cooperation gain for UDSSS systems in [5] increases with the number of
nodes in the network, due to the increased multiuser and code diversity.

It is worth mentioning that FH and DSSS are two different spread-spectrum
techniques. The former realizes its immunity to interference and security attacks
through escape and avoidance, while the latter relies on the large spreading gain to
mitigate. This difference reflects in several aspects for UFH and UDSSS, and for
their collaborative versions. First, in UFH a receiver cannot guarantee to obtain
a packet in each hop, but once tuning to the right channel, the decoding effort
is minimum. In contrast, UDSSS has a more predictable transmission delay but
requires significantly more decoding efforts. Therefore, collaborative broadcast help
UFH more on the transmission side, and UDSSS more on the reception side.
It should be noted that collaborative UDSSS broadcast also introduces a higher
interference level to receivers. Due to their inherent differences, the performance of
UFH and collaborative UFH broadcast is mainly limited by the hardware capability
(such as sensing and switching) and available power of legitimate nodes and
jammers, while that of UDSSS and collaborative UDSSS, among others, is mainly
restricted by the computing power.

3.4 Spectrum Efficiency

We first analyze the spectrum efficiency of the collaborative UFH-based broadcast
in a simplified snapshot scenario against responsive-sweep jamming in a single-hop
network. The successful reception rate of each receiver, denoted by pa.n/, is the
probability for a receiver to successfully receive a packet in a given time slot, in
the network with a source node, a jammer with jamming probability denoted by
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pJ, and n relay nodes. All n C 1 transmitters are perfectly synchronized so that a
receiver can obtain the packet even if it is sent simultaneously by multiple SUs, i.e.,
multiple transmissions on the same channel do not incur conflicts. The successful
packet reception rates for different relay and receiving channel selection strategies
are given below.

Lemma 3.1. The successful packet reception rate of the collaborative UFH-based
broadcast with RRC and RRxC strategies under ideal synchronization is given by

pRRC
a .n/ D

 
1�

�
1 � 1

C

�nC1
!

.1 � pJ/ : (3.1)

Proof. The probability for a source or relay node to transmit over a specific channel
is 1=C. With RRC and RRxC strategies, these nodes randomly and independently
choose their transmission channels. Hence the probability that none of them picks
the same channel with the receiver is .1 � .1 � 1=C/nC1/. Assuming perfect relay
timing and content synchronization, the receiver can obtain the packet, if working
on a channel that is clear from jamming with probability of .1� pJ/, and is selected
by at least one of these transmitters (with probability of .1� .1 � 1=C/nC1/. Hence
the successful packet reception rate is .1 � .1 � 1=C/nC1/.1 � pJ/.

Lemma 3.2. The successful packet reception rate of the collaborative UFH-based
broadcast with SwRC and RRxC strategies under ideal synchronization is given by

pSwRC
a .n/ D

�
1 �

�
1 � 1

C

��
1� n

C

��
.1 � pJ/ : (3.2)

Proof. See [5].

To maximize the average number of blocked packets, the most powerful jamming
strategy is to first block as many relay channels as possible, and then continue to
attack the non-relay channels, if at all possible. In the collaborative broadcast with
StRC, one copy of the packet is sent by a relay node on each of the n relay channels,
while only the source node can access the remaining C�n channels. When knowing
that the relay nodes perform the StRC strategy, the jammer first blocks as many relay
channels as possible. The sensing capability of the jammer does not help block these
static known relay channels, and the jamming probability against the relay channels
is solely determined by the maximal transmission power and the blocking capability
of the jammer. Therefore, the turning point happens at nJCJ , where nJ is number of
jamming cycle in a slot and CJ is number of channels concurrently blocked by a
jammer and we have the following:

Lemma 3.3. The successful packet reception rate of the collaborative UFH-based
broadcast with StRC and RRxC strategies under ideal synchronization is given by
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pStRC;RRxC
a .n/ D

�
1
C

�
n � nJCJ C 1 � n

C

�
; n > nJCJ

1�PJ
C ; o:w:

: (3.3)

Proof. See [5].

Lemma 3.4. The successful packet reception rate of the collaborative UFH-based
broadcast with StRC and ARxC strategies under ideal synchronization is given by

pStRC;ARxC
a .n/ D

�
1 � nJ CJ

n ; n > nJCJ
1�pJ

C ; o:w:
: (3.4)

Proof. See [5].

As indicated in Eqs. (3.3) and (3.4), ARxC exceeds RRxC, if the number of relays
overpowers the (hard) jamming capability, i.e., n > nJCJ , which corresponds to the
scenario with significant cooperation gains. As shown in Eq. (3.4), the successful
packet reception rate rises from .1 � pJ/=C to 1=.nJCJ C 1/, as the number of relay
nodes increases from nJCJ to nJCJ C 1.

Based on the successful packet reception rate pa.n/ with n relay nodes for
various strategies, we consider the corresponding cooperation gain for perfect

relay synchronization, defined as G.n/
�D pa.n/=pa.0/, where the benchmark

performance of the noncooperative UFH-based broadcast, pa.0/ D pa.n D 0/. For
RRC and SwRC, by Eqs. (3.3) and (3.4), the cooperation gains for sufficiently large
C under perfect synchronization can be approximated by

GRRC.n/ � GSwRC.n/ � nC 1: (3.5)

For the case of StRC, pa .0/ D .1 � pJ/ C and by Eqs. (3.2) and (3.4), the
cooperation gain for RRxC and ARxC are given, respectively, by

GStRC
RRxC.n/ D

(
1

1�pJ
.n � nJCJ C 1 � n

c /; n > nJCJ

1; o:w:
; (3.6)

and

GStRC
RRxC.n/ D

(
C

1�pJ
.1 � nJ CJ

c /; n > nJCJ

1; o:w:
: (3.7)

In contrast to RRC and SwRC where the cooperation gain grows roughly
linearly with the number of relays, the cooperation gain for the StRC strategy is
dichotomous: Below the threshold nJCJ , there is no cooperation gain; once the
number of relay nodes passes the threshold, the cooperation gain rises dramatically,
especially for the ARxC receivers. For instance, given C D 256, pJ D 0:2, and
nJCJ D nsCs, the cooperation gain with n D 40 relay nodes is 115.2 for StRC
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with the adaptive receiver, approximately 2.9 times greater than RRC or SwRC.
Meanwhile, it is as small as 19 for StRC with the RRxC receiver.

If two or more transmissions on the same channel lead to a failure in reception
due to the difference in the arrival time of transmitted packets, we have the follow:

Lemma 3.5. The successful packet reception rate of the collaborative UFH-based
broadcast with RRC and RRxC strategies without perfect synchronization, denoted
by pRRCAsyn

a , is given by

pRRCAsyn
a .n/ D .nC 1/

1

C

�
1 � 1

C

�n

.1 � pJ/ : (3.8)

Proof. Each source or relay node under the RRC strategy transmits over a given
channel with a probability 1=C. Hence the probability for exactly one out of these
nC1 transmitters to work on a given channel (i.e., one node selects that channel and
all the other n nodes choose other channels) can be written as .nC 1/.1� 1=C/n=C.
Without perfect synchronization, the receiver can obtain the packet, if working on
a channel that is clear from jamming with probability of 1 � pJ, and is selected by
exactly one of the n C 1 transmitters. Thus the successful packet reception rate is
given by .nC 1/.1 � 1=C/n.1 � pJ/=C.

As shown in Eq. (3.8), the successful packet reception rate for the RRC strategy
is proportional to nC 1, because more packet copies are provided to the receiver by
more relay nodes. On the other hand, the factor .1 � 1=C/n decreases with n, which
accounts for more channel collision happening with more relay nodes.

Lemma 3.6. The successful packet reception rate of the collaborative UFH-based
broadcast with SwRC and RRxC strategies without perfect synchronization, denoted
by pSwRCAsyn

a , is given by

pSwRCAsyn
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n

C

�
.1 � pJ/ : (3.9)

Proof. See [5].

Lemma 3.7. The successful packet reception rate of the collaborative UFH-based
broadcast with StRC and RRxC strategies without perfect synchronization, denoted
by pStRCAsyn

RRxC;a , is given by

pStRCAsyn
RRxC;a .n/ D n

C

�
1 � nJCJ

C

��
1 � 1
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�
C
�
1 � n

C

� 1

C
; (3.10)

and that with StRC and ARxC is given by

pStRCAsyn
ARxC;a .n/ D

�
1 � nJCJ

C

��
1 � 1

C

�
: (3.11)
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Proof. See [5].

If C is large, the synchronization error only leads to small performance degrada-
tion in the collaborative broadcast. In addition, the successful packet reception rate
for the collaborative broadcast mostly increases with the number of relay nodes.

We now evaluate the communication efficiency of the collaborative UFH-based
broadcast in large-scale networks under a large number of nodes n, which helps
reveal the scalability of the broadcast regarding the network size and other system
parameters, such as the data rate of a channel denoted by R. A message with L bits
is divided into M short packets to transmit separately. Each packet is expanded with
O-bit overhead including the message ID, fragment number, hash index, etc, based
on the same modulation scheme. In the slotted and ideally synchronized network,
the broadcast duration of a packet, denoted by Ts, is given by

Ts D
OC L

M

R
: (3.12)

The network has to control the number of relays, denoted by nr. Intuitively, allowing
more relays than the number of available channels in the network degrades the
broadcast performance, because the node collisions due to simultaneous transmis-
sions yield serious network congestions. On the other hand, a small number of relay
nodes results in inadequate collaboration gain. The packet reception rate against the
jammer is given by:

pnr .M/ D M

��
1 �

�
1 � 1

M

�
1

C

�nr

�
�

1 � 1

C

�nr
� �

1 � Pjam
�

; (3.13)

where Pjam D CjTs=C, and Cj is the number of channels that the jammer can
efficiently block in a time slot. The optimal number of the relay nodes is given
by the following lemma:

Lemma 3.8. The optimal numbers of transmitters, in terms of maximizing packet
reception rate pnr .M/, is given by

n�r .M/ � �M ln

�
1 � 1

M

�
C: (3.14)

Proof. See [9].

The performance loss is trivial, if the number of transmitters is within the range
ŒC; 1:4C�. Due to the dynamic relay accumulation, it is challenging to derive the
exact expression of the average network broadcast delay, denoted by Dc. Instead,
we explore its lower bound. The process is accelerated after the first relay appears.
Before that no cooperation can be exploited and there is no difference between
CUFH and UFH. Let Dc

min denote the time duration from the beginning of the
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broadcast to the first relay appearing, which contributes a substantial portion in the
total network broadcast delay. Thus E

�
Dc

min

�
serves as a lower bound for E.Dc/, and

we have

E .Dc/ � E
�
Dc

min

�
>

1X
iD0

0
@1 �

 
1 �

�
1 � 1

C

�
1� Pjam

��i
!M
1
A

n

; (3.15)

where Dc D max1�i�n
�
Dc

i

� � Dc
min D min1�i�n

�
Dc

i

�
, and Dc

i is the broadcast delay
for node i.

CUFH-p proposed in [9] as an improved version of CUFH for large-scale
networks can be easily implemented in practice. The source node predetermines
nr � 1 destination nodes as potential relays and imbeds their IDs in the message
broadcast. Then the source transmits the packets sequentially using UFH. These
predetermined relay nodes serve as relays right after obtaining the whole message.
The relays randomly and independently select channels for the transmission of each
packet.

Lemma 3.9. The average network broadcast delay of CUFH-p is given by

E .Dp/ <

1X
iD0

�
1 � ".nr; i/n�nrC1

�
C C

1 � Pjam

M.nr�1/X
kD1

1

k
C 1; (3.16)

where Dp is network broadcast delay that CUFH incurs and ".nr; i/ is given in
Eq. (13) in [9].

Proof. See [9].

The relay nodes in CUFH-p are predetermined rather than dynamically selected
among all the destination nodes as in CUFH, resulting in some performance
degradation, since non-relay nodes cannot help even if they obtain the message
before some relay nodes. The fixed relay selection significantly simplifies the
implementation of CUFH, as dynamical constraint on the number of relays to
a predetermined value usually requires feedbacks from destination nodes to the
source node. Analysis and simulation results show that CUFH-p outperforms UFH
significantly, and asymptotically achieves the optimal cooperation gain [9].

3.5 Implementation Issues

In the collaborative broadcast based on UFH, each transmitter, either the source
node or a relay, repeatedly sends the broadcast packets and stops the transmission
once receiving the ACKs from all its neighboring nodes or reaching the maximum
transmission duration, denoted by �, whichever comes first. As shown in Fig. 3.6,
each relay node starts and stops transmission at different time, with the transmission



24 3 Anti-jamming Techniques Based on Uncoordinated Spread Spectrum

Jammer J

Node N

Node 1

Source

Jammer 1
Dc

D

R

Fig. 3.6 Illustration of the collaborative broadcast in multi-hop cognitive radio networks with N
receivers against J jammers with the coverage range denoted by Dc, in which each relay node starts
and stops transmission at different time with the transmission range denoted by D

range of the relay (or jammer) denoted by D (or Dc). The limit on the transmission
duration is introduced to address the possible loss of the ACK signals due to radio
channel imperfection, packet collisions, or attacks by the jammers.

Each ACK message, including the message ID, receiver ID, and time stamp, is
sent on a fixed and known channel by a node right after successfully obtaining all
M packets. An authentication mechanism for the ACK signals addresses spoofing
by jammers. Local interference (including intentional jamming) on this common
channel can be detected, and further actions can be taken accordingly. If the ACK
mechanism fails, it resorts to the time-out mechanism to control the transmission
duration, in which � is a key parameter based on the estimate of the average
broadcast delay with the RRxC strategy.

Assume that a transmitter periodically broadcasts M packets to l nodes within
its communication range. It is clear that the probability for all these l indepen-
dent receivers to obtain all the M packets during the first m slots is PŒm� D
.1 � .1 � pa/m/Ml, where pa D .1 � pJ/=C is the successful packet reception rate
of a receiver. Following the analysis in [8], the average broadcast delay in terms of
time slots is given by

Thop
avg D M

1X
mD0

h
1 � .1 � .1 � pa/m/

Ml
i
: (3.17)
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In a single-hop network, l D N, and N is the number of nodes to receive the
message. In a multi-hop setting with uniform node placement, the average number
of the nodes within the reach of one hop is given by l D D2N

ı
R2, where D is the

signal coverage radius and R is the radius of the network. Finally, the transmission
duration � can be set as

� D aThop
avg D aM

1X
mD0

h
1 � .1 � .1 � pa/m/

Ml
i
; (3.18)

where the constant a can be fine tuned in practice. It should be noted that � depends
on the jamming probability, which could potentially be exploited by intelligent
jammers. Hence � should ideally be updated during the broadcast process, and
this issue deserves further study. It is found through simulation that the system
performance is not sensitive to the choice of �, and in practice the parameter may be
adjusted according to the need (e.g., set to a larger value if jamming is particularly
a concern).

In the broadcast based on RRC, each node other than the source node first enters
the receiving mode, in which a node independently and randomly selects one out
of C channels and listens, and switches to another randomly selected channel after
one or several time slots to counteract jamming. This process repeats until the node
successfully receives all M packets. Next, the node informs its neighbors about this
information with an ACK signal, which contains the message ID, node ID, and time
stamp, and is sent on a fixed and known channel.

The transmission modes of different nodes start at different times, e.g., the source
node enters this mode from the very beginning while a node at the edge of the
network may never enter the transmission mode. In the transmission mode, each
node randomly selects a channel out of the C channels and sends a packet. In
order to deal with the possible loss of ACK signals due to channel imperfection
or jamming, each transmission stops after � slots, given by Eq. (3.18), even without
receiving enough ACK signals. The node repeats this process to send all M packets
in sequence, until it receives all the ACK signals from its neighbors, or � time slots
elapse, whichever comes first.

After having successfully received all M packets, each node with StRC relays the
message on a fixed channel, that is assumed to be distinctly related to its unique node
ID. Each node is assumed to know the relay channels that its neighbors may use.
In order to counteract smart jamming, each node has two receiving modes, based
on whether any relay channel is not blocked: If that is true, the node focuses on
the relay channels by randomly selecting one of the potential relay channels in the
neighborhood; otherwise, the node randomly selects one out of all the C channels.

In the broadcast based on StRC, the receiver sets a status flag to be true at the
beginning, and updates it according to the checking results of recently received
packets. When working on the relay channels, the receiver changes the flag to be
false, if failing to receive all the recent Rp packets, which means that all these relay
channels are very likely to be jammed. The parameter Rp can be set as the actual
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Algorithm: Collaborative Anti-jamming Broadcast with RRC
While The node has not received all M packets yet do

ChID = an integer randomly selected from Œ1; C�;
Listen to the ChID-th channel;

end
Send ACK (Message ID, Node ID, Time Stamp);
� Eq: .3.18/;
for i 1 to � do

if Not all the ACKs from the neighbors are received
then

ChID = an integer randomly selected in Œ1; C�;
Send a packet sequentially on the ChID-th channel;

else
Stop transmission;

end
end

number of neighboring nodes, or the average number of neighboring nodes if the
former is unknown. When coming across a clear relay channel, the node sets the flag
to be true and focuses on the relay channels again. After receiving all the packets,
the node sends an ACK signal to its neighbors and enters to the transmission mode.
Then the node sends the packets on a fixed channel corresponding to its preassigned
unique node ID. The transmission duration is also controlled by a timer of length �.

The MAC strategies can achieve the minimal broadcast delay or significantly
reduce the overall energy consumption in the UFH-based anti-jamming broadcast
without pre-shared keys was proposed in [10]. The overall energy consumption
consists of the total transmission energy consumed by the transmitters including
both the source node and relay nodes, and the energy consumed by the receivers.
Denote the energy consumption for a node to send and to receive a packet as Et and
Er respectively. The average number of transmitters and receivers during a time slot
are given by Nt D 1 C np and Nt D N � n, respectively, and 1=pa represents the
average number of transmissions for a successful packet reception. Therefore, the
effective energy consumption is given by

Eeff
�D EtNt C ErNr

pa
D Et .1C np/C Er .N � n/

pa
: (3.19)

Lemma 3.10. If C � 1 and n < C, the access probability of the collaborative
UFH-based broadcast with perfect synchronization can be well approximated by

p� � min

0
BB@1;

r
n2
�
1C Er

Et
.N � n/

�2 C 4C .n2 � n/
�
1C Er

Et
.N � n/

�
� n

�
1C Er

Et
.N � n/

�
�2C

�
1C Er

Et
.N � n/

�
1
CCA :

(3.20)

Proof. See [10].
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Algorithm: Collaborative Anti-jamming Broadcast with StRC
FlgClearRelayChannel = True
While The node has not received all M packets yet do

if FlgClearRelayChannel = True then
ChID = an integer randomly selected from the relay channel set in its neighborhood;

else
ChID = an integer randomly selected from Œ1; C�;

end
Listen to the ChID� th channel;
if FlgClearRelayChannel = True then

if All recent Rp packets are jammed then
FlgClearRelayChannel = False;

end
else

if ChID-th channel is a unblocked relay channel then
FlgClearRelayChannel = True;

end
end

end
Send ACK (Message ID, Node ID, Time Stamp);
� Eq: .3.18/;
ChID = an integer derived from its Node ID;
for i 1 to � do

if Not all the ACKs from the neighbors are received then
Send a packet on the ChID-th channel;

else
Stop transmission;

end
end

3.6 Summary

In this chapter, we have presented the anti-jamming transmissions based on
uncoordinated spread spectrum, focusing on the collaborative UFH-based broadcast
that applies node cooperation to exploit the frequency and spatial diversities to
enhance the communication efficiency against smart jammers. The random relay
channel selection in the broadcast provides a cooperation gain proportional to the
number of relay nodes, and is amenable to simple distributed implementation. The
static relay selection strategy substantially further improves the cooperation gain
under weak jamming relative to the collaboration scale. We have examined the
communication efficiency of UFH and the collaborative broadcast, showing that the
broadcast is robust against the relay synchronization error. We have investigated the
implementation issues for the collaborative broadcast with uncoordinated FH and
DSSS, such as the ACK and time-out mechanisms.
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Chapter 4
Game Theoretic Study on Jamming in CRNs

4.1 Introduction

As a powerful tool in strategic decision making, game theory has shown strength
to address jamming attacks in wireless communications [1]. For example, the Nash
equilibrium (NE) of a zero-sum jamming game in cognitive radio networks with
perfect channel information was investigated in [2]. Anti-jamming games with inac-
curate knowledge on the number of attackers and environmental parameters were
analyzed in [3]. In [4], a stochastic jamming game was formulated for multi-carrier
CRNs. A non-cooperative random access game was used to investigate jamming
attacks with unknown system parameters [5]. A zero-sum game with unknown
jamming strategy for sub-carriers and fading channel gains was investigated in
[6], while a nonzero-sum matrix game with inaccurate histories of the opponents
was analyzed in [7]. The saddle-point strategy of a dynamic zero-sum game with
asymmetric information between a transmitter and jammer was provided in [8].

Smart jammers can learn the transmission patterns to determine their jamming
strategies and thus throw serious threats to wireless networks [9]. Being able to
describe the hierarchical behaviors among players, Stackelberg game [10, 11] pro-
vides a powerful method to address smart jammers. For instance, the jamming power
control was formulated as a Stackelberg game in [9], in which the jamming power
is chosen according to the ongoing transmit power. In addition, the Stackelberg
equilibrium (SE) of a game between a primary user and a secondary user was
presented in [12].

The power control for cooperative communication networks was formulated
as cooperative games [13]. In the anti-jamming cooperative wireless networks
investigated in [11], a source node and a relay node send a same message on a
single channel to resist smart jammers.

Traditional decision-making models in game theory are based on the expected
utility of rational players without any uncertainty or error. In [14], prospect theory
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was applied to investigate the anti-jamming communications in wireless networks,
where users are subjective in decision-making under uncertain environments.

4.2 Static Jamming Games

We first consider a static jamming game, denoted by G1, in which a jammer and a
second user choose their transmit power independently in a time slot. In this game,
the transmit power of the SU is Ps 2 Œ0; Pmax

s �, and the jamming power of the jammer
is Pj 2 Œ0; Pmax

j �, where Pmax
x is the maximum power of Player x, with x D s (i.e.,

SU) or j (i.e., jammer). Let hs (or hj) denote the channel power gain between the
transmitter (or jammer) and the legitimate receiver, Cx be the transmission cost per
unit power of Player x, and � be the noise power. The presence indicator of PUs
is denoted as ˛, which equals one in the absence of PU and zero otherwise. Both
players know these system parameters, possibly by learning from the interaction
history.

The SU (or jammer) takes action Ps (or Pj) to maximize its individual utility,
denoted by Us (or Uj). Based on the SINR of the signals of the SU, we have

Us
�
Ps; Pj

� D hsPs˛

� C hjPj
� CsPs; (4.1)

Uj
�
Ps; Pj

� D � hsPs˛

� C hjPj
C CsPs � CjPj; (4.2)

where CsPs indicates that the jammer aims to deplete the SU’s battery level, and ˛

denotes the priority of PU. In the presence of a PU with ˛ D 0, as both Us and Uj

decrease with Ps and Pj, both the SU and the jammer stop transmitting. Otherwise,
the SU and the jammer compete for higher individual utilities.

4.2.1 Nash Equilibrium

Each NE of a static jamming game consists of the optimal strategies that neither
the jammer nor user can improve its utility by changing its power unilaterally, i.e.,
80 � Ps � Pmax

s and 0 � Pj � Pmax
j , we have

Us
�
PNE

s ; PNE
j

� � Us
�
Ps; PNE

j

�
; (4.3)

Uj
�
PNE

s ; PNE
j

� � Uj
�
PNE

s ; Pj
�

: (4.4)
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Lemma 4.1. The NE of the static anti-jamming game G1 is given by

�
PNE

s ; PNE
j

� D

8̂̂
ˆ̂̂̂̂̂
<
ˆ̂̂̂̂
ˆ̂̂:

.0; 0/ ; I1�
Cjhs

C2
s hj

; 1
hj

�
hs
Cs
� �

��
; I2�

Pmax
s ; Pmax

j

�
; I3�

Pmax
s ; 0

�
; I4�

Pmax
s ; 1

hj

�q
hshjPmax

s
Cj
� �

��
; I5;

(4.5)

where the conditions are given by

I1 W ˛ D 0; or Cs >
hs

�
I

I2 W ˛ D 1;
hs

Pmax
j hj C �

� Cs � hs

�
; Cj � C2

s Pmax
s hj

hs
I

I3 W ˛ D 1; Cs <
hs

Pmax
j hj C �

; Cj <
hsPmax

s hj�
Pmax

j hj C �
�2
I

I4 W ˛ D 1; Cs <
hs

Pmax
j hj C �

; Cj >
hsPmax

s hj

�2
;

or
hs

Pmax
j hj C �

� Cs � min

 
hs

�
;

s
Cjhs

Pmax
s hj

!
I

I5 W ˛ D 1; Cs <
hs

Pmax
j hj C �

;
hsPmax

s hj�
Pmax

j hj C �
�2
� Cj � hsPmax

s hj

�2
:

Proof. See [10].

If a PU occupies the channel (i.e., ˛ D 0), or the transmit cost of the SU is
large (i.e., Cs > hs

�
), the SU stops transmitting, leading to the silence of the jammer.

However, if both the transmit cost of the SU and the jamming cost are very small,
i.e., condition I3, both the SU and the jammer apply their highest transmission and
jamming power. The transmit power and jamming power depends on the channel
conditions (i.e., hs and hj) and energy costs (i.e., Cs and Cj), if the jammer has a low

jamming cost and the transmit cost of the SU Cs is in the range of
h

hs
Pmax

j hjC�
; hs

�

i
(i.e., condition I2). The SU applies its maximum transmit power if the cost Cs is
small, (i.e., conditions I3; I4 and I5). Neither the user nor jammer can improve its
utility by unilaterally deviating from the NE strategy of the game.
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4.2.2 Stackelberg Equilibrium

The hierarchical interactions between a jammer and an SU can be modeled as a
Stackelberg game, in which the SU as the leader first transmits with power Ps 2
Œ0; Pmax

s �, and then the smart jammer as the follower chooses its jamming power
Pj 2 Œ0; Pmax

j �.
The Stackelberg anti-jamming game, denoted by G2 D ˝fs; jg; fPs; Pjg; fUs; Ujg

˛
,

consists of an SU as the leader and a jammer as the follower, both choosing their
transmit power according to the channel gains and transmission costs. The utilities
of the players, Us and Uj, are defined in (4.1) and (4.2), respectively. The relative
observation error of the jammer, denoted by �, is defined as � D j OPs�Psj=Ps, where
OPs represents the observed transmit power of the SU.

The jammer is assumed to ignore its unknown observation error when choosing
its jamming power to maximize its expected utility, which is obtained by replacing
Ps in (4.2) with OPs. Thus, the utility expected by the jammer, denoted by OUj, is

OUj

� OPs; Pj

�
D � hs OPs˛

� C hjPj
C Cs OPs � CjPj: (4.6)

Meanwhile, as the leader, the SU assumes that the jammer can observe its accurate
transmit power, and decides its transmit power by estimating the jamming strategy
OPj to substitute OPj in (4.1). Thus, the estimated utility of the SU, denoted by OUs, is
given by

OUs

�
Ps; OPj

�
D hsPs˛

� C hj OPj

� CsPs: (4.7)

The Stackelberg equilibrium of the game G2 under the power constraints,

denoted by
�

PSE
s ; PSE

j

�
, is given by

PSE
s D arg max

0�Ps�Pmax
s

OUs

�
Ps; OPj

�
(4.8)

PSE
j D arg max

0�Pj�Pmax
j

OUj

� OPs; Pj

�
: (4.9)

Therefore, we have the following:

Lemma 4.2. The SE of the anti-jamming game G2,
�

PSE
j ; PSE

s

�
is given by

PSE
j D

8̂̂
ˆ̂̂<
ˆ̂̂̂̂
:

0; ˛ D 0; or OPs � �2Cj

hshj

Pmax
j ; ˛ D 1; OPs � Cj.P

max
j hjC�/2

hshj

1
hj

 r
hshj OPs

Cj
� �

!
; otherwise:

(4.10)
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PSE
s D

8̂̂
ˆ̂̂<
ˆ̂̂̂̂
:

0; ˘1

hsCj

4hjC2
s
; ˘2

�2Cj

hshj
; ˘3

Pmax
s ; o:w:;

(4.11)

where

˘1 W ˛ D 0; or Cs >
hs

�
I

˘2 W ˛ D 1;
hs

Pmax
j hj C �

� Cs <
hs

2�
; Cj <

4hjC2
s Pmax

s

hs
;

or ˛ D 1; Cs < min

 
hs

2�
;

hs

Pmax
j hj C �

!
; Cj <

4hjC2
s Pmax

s

hs
;

or ˛ D 1; Cs < min

 
hs

2�
;

hs

Pmax
j hj C �

!
;

4Pmax
s hjCs

hs

 
hs

Pmax
j hj C �

� Cs

!
< Cj <

4Pmax
s C2

s hj

hs
I

˘3 W ˛ D 1; max

 
hs

2�
;

hs

Pmax
j hj C �

!
� Cs � hs

�
; Cj <

Pmax
s hshj

�2
;

or ˛ D 1;
hs

2�
< Cs <

hs

Pmax
j hj C �

;

Pmax
s hshj

hs� � �2Cs

 
hs

Pmax
j hj C �

� Cs

!
< Cj <

Pmax
s hshj

�2
I

Proof. See [10].

If the jammer finds low transmission power of the SU, indicating that the SU’s
transmission rate is low compared with the jamming cost, OPs � �2Cj=

�
hshj

�
, the

optimal jamming strategy is to ignore the current transmission. As another extreme
case, if the jamming cost is negligible compared with the ongoing transmission, i.e.,

OPs � Cj

�
Pmax

j hj C �
�2

=.hshj/, the optimal strategy is to apply the highest jamming

power to block the ongoing transmission. Otherwise, if
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�2Cj

hshj
< OPs <

Cj

�
Pmax

j hj C �
�2

hshj
; (4.12)

the optimal strategy is to adjust the jamming power according to the observed
transmit power. If the transmission cost is high enough (i.e., Cs � hs=�), the
optimal SU’s strategy is to stop transmitting. As another extreme case with a small
transmission cost compared with the jamming cost and channel conditions (i.e.,
the last condition), the optimal SU’s strategy is to maximize its power to increase
the SINR. If the transmission cost is relatively small compared with the channel
conditions (i.e., condition ˘3), the transmit power of the SU mostly depends on the
channel conditions instead of Cs. Both the SU and the jammer stop transmitting in
the presence of PUs in order to avoid interfering with the latter.

4.3 Cooperative Anti-jamming Games

We consider a cooperative wireless network against a smart jammer, where a relay
node helps the source broadcast a message on a single channel to the destination.
The source, relay node, and jammers can flexibly choose their transmission power
levels to maximize their individual utilities. The relay node decides its transmission
power after knowing the source’s transmission power. On the other hand, once
sensing the power of the source and relay node, the smart jammer chooses its
jamming power on the channel to maximize the damages.

In the Stackelberg game, the players take actions sequentially to control the
power. The interactions among the legitimate users and the jammer are modeled
as a Stackelberg game, denoted by G3. As the reader in the game the source node
first choose its transmit power. The relay determines its power after the leader. As a
follower in the game, the jammer is the last to choose its transmit power. Let x D s; r
and j denote the source, the relay node and the jammer, respectively. The action of
Player x is its own transmission power denoted by Px 2 Œ0;1/. Let hx > 0 denote
the channel gain between Player x and the receiver, and Cx > 0 be the transmission
cost per unit power of Player x. The SINR of the signal at the receiver is given by

SINR D hsPs C hrPr

N C hjPj
; (4.13)

where N is the noise power.
The utility of the source node (or relay node), denoted by Us (or Ur), is based on

the SINR and the transmit cost, given by

Us
�
Ps; Pr; Pj

� D hsPs C hrPr

N C hjPj
� CsPs; (4.14)
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Ur.Ps; Pr; Pj/ D hsPs C hrPr

N C hjPj
� CrPr: (4.15)

The jammer aims to block the ongoing transmission with less jamming costs
and waste more power of the source node and relay. The SINR-based utility of the
jammer, denoted by Uj, is given by

Uj.Ps; Pr; Pj/ D �hsPs C hrPr

N C hjPj
C CsPs C CrPr � CjPj: (4.16)

In this Stackelberg game, each player chooses its strategy in sequence to maximize
its individual utilities. Following the power constraints, the SE of the game G3,

denoted by
�

PSE
s ; PSE

r ; PSE
j

�
, are given by

PSE
s D arg max

Ps�0
Us.Ps; OPr; OPj/; (4.17)

PSE
r D arg max

Pr�0
Ur. OPs; Pr; OPj/; (4.18)

PSE
j D arg max

Pj�0
Uj. OPs; OPr; Pj/; (4.19)

where OPx is the transmit power of Player x forecasted by the other player. Based
on the location information of the other players, each can estimate the other’s
transmission power accurately (i.e., OPx D Px).

The game between the transmitters and the jammer involves three optimization
sub-problems. In the Stackelberg game, the source first chooses a strategy to
maximize its utility Us. Then the relay node chooses its power to achieve the
maximum its utility Ur. Finally, after observing the strategy of the transmitters,
the jammer chooses its jamming power to maximize its utility Uj. The Stackelberg
equilibrium consists of the optimal strategies of the three players. In order to derive

the Stackelberg equilibrium of the jamming game G3, denoted by
�

PSE
s ; PSE

r ; PSE
j

�
,

we analyze the impact of the source node’s power on the jammer and the relay node.

Lemma 4.3. The SE of the jamming game G3 is given by:

PSE
s D

8̂̂
<̂
ˆ̂̂:

hsCj

4hjC2
s
; ˚

CjN2

hshj
; Cr � hr

N ; hs
2N � Cs < hs

N

0; otherwise;

(4.20)

where ˚ W Cr � hr
2N , Cs

Cr
< hs

2hr
or hr

2N < Cr < hr
N , Cs < hs

4N or Cr � hr
N , Cs < hs

2N ;



36 4 Game Theoretic Study on Jamming in CRNs

Pr
SE D

8̂̂
<
ˆ̂:

0; ˝1

hrCj

4hjCr
2 � hsPs

hr
; ˝2

1
hr

�
CjN2

hj
� hsPs

�
; otherwise;

(4.21)

where

˝1 W Ps � max

�
CjN2

hshj
;

hR
2Cj

4hshjCr
2

�
or Ps <

CjN2

hshj
;

hr

N
� Cr;

˝2 W CjN2

hshj
� Ps <

hr
2Cj

4hshjCr
2

or Ps <
CjN2

hshj
;

hr

N
� 2CrI

and

PSE
j D

8<
:

0; hsPs C hrPr � CjN2

hj

1
hj

hq
hj.hsPsChrPr/

Cj
� N

i
; otherwise:

(4.22)

Proof. See [11].

Based on (4.20), the source as the leader chooses its power based on the relay
and jamming the power, as well as the channel conditions. If the transmission costs
of the source and relay node are both too high (i.e., Cr � hr

N and Cs � hs
N ) or

the transmission gain of the relay is high, the source’s optimal strategy is to stop
transmission. Otherwise, the best strategy of the source is to adjust its power based
on all channel gains and the jamming cost. If the transmit power of the source

known by the relay is high enough (i.e., Ps � max
�

CjN2

hshj
;

hr
2Cj

4hshjCr
2

�
), the optimal

relay strategy is to stop the transmit. If the power of the source and the transmission

cost of the relay are both low (i.e., Ps <
CjN2

hshj
and hr

N � Cr), the relay cannot help
the source. Otherwise, the relay chooses its power based on the current transmission
power of the source. According to (4.22), the optimal jamming strategy varies with
the ongoing transmission power. If the jamming gain is less than the jamming

cost due to the low ongoing transmission power (i.e., hsPs C hrPr � CjN2

hj
), the

jammer’s best strategy is to ignore the present transmission. However, once the

current transmission power exceeds a certain threshold (i.e., hsPs C hrPr >
CjN2

hj
),

the optimal jamming strategy is to change according to the current transmission
power of the source and the relay.
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4.4 Repeated Jamming Games

The interactions between a legal transmitter and a jammer in cognitive radio
networks over multiple time slots can be formulated as a repeated jamming game.
In the Stackelberg game G4 D ˝fs; jg; fPs; Pjg; fUs; Ujg

˛
, the SU and the jammer

choose their transmit power to maximize the long-term utilities. Markov decision
process is commonly used to model the jamming process in dynamic games. The
jamming power and the transmit power are quantized into discrete levels. The action
of the jammer is denoted by 0 � s � S, where S is the jamming power constraint.
The state transition probability of the jammer, denoted by p.s0js/, represents the
probability that the jamming power will change from s at time k to s0 at time kC 1,
with s; s0 2 f0; 1; 2; : : : ; Sg.

In the repeated jamming game, the channel gain is time variant and can be
modeled with a Markov chain. More specifically, the probability for the channel
gain to change from h at time slot k to h0 at time slot kC 1 is denoted with ph.h0jh/.

According to the instantaneous utility of the SU in the static jamming game G1,
we can write the long-term utility of the SU in the repeated jamming game G4 as

Us.Ps; s/ D Us.Ps; s/C ı

SX
s0D0

max
0�P0

s�Pmax
s

Us.P
0
s; s0/; (4.23)

where the first term is the instantaneous utility of the SU at time k, and the second
term represents the expected utility of the SU in the next time slot.

4.5 Jamming Games with Incomplete Information

The players in the jamming game do not always have complete information of
other’s actions and system parameters. Thus we model the interactions between a
legitimate transmitter and a jammer as a power control Stackelberg game based on
prospect theory (PT), in which the leader is the transmitter that chooses its transmit
power in advance and the follower is the jammer whose optimal strategy is based
on the transmitter’s strategy. However, given the underlying detection error and the
gossip channel propagation error, the action detection error was introduced in the
wireless security game in [15]. It assumes that the smart jammer cannot obtain
the actual transmitter’s strategy but knows the probability of action to be identified
successfully. The decision weighting function developed in [16] can formulate the
subjectivity of the both players regarding the opponent’s action.

Finite discrete power levels are used by the transmitter and continuous power
levels are used by the jammer. The action of the transmitter is denoted by at 2
fpmg1�m�K , where pm is the transmission power with 0 � pm � Pmax

t . Similarly, the
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jamming power is given by aj, 0 � aj � Pmax
j . For simplicity, we assume 0 � pm <

pn � Pmax
t , 81 � m < n � K, where Pmax

x is maximum power of player x.
The interactions between those players are formulated as a non-zero-sum non-

cooperative game G5. The transmitter takes action pm first and then the jammer
chooses q. Let Cx be the transmission cost per unit power of player x, x D t; j. The
SINR is considered in the utility of the transmitter, and ux.m; n/ is the utility of
player x with at D pm and aj D q, given by

ut.pm; q/ D htpm

� C hjq
� Ctpm; (4.24)

uj.pm; q/ D � htpm

� C hjq
� Cjq; (4.25)

where ht (or hj) is the channel gain between the transmitter (or jammer) and the
receiver, and � is the noise power.

However, due to the propagation error of the gossip channel and the behavior
detection error, the jammer has uncertainty regarding the transmission power of the
transmitter. The probability distribution matrix of the action detection process is
denoted by ˚ D Œ"m;n�0�m;n�K , where "m;n is the probability that action m is taken
as n. For simplicity, we assume "m;m D ", 8m, and "m;n D 1�"

K�1
, if m ¤ n, which is

known to all the players in the game.
Prospect theory can be used to in user-centric jamming game to evaluate the

subjective nature of human decision-making process [17, 18]. Given the action
detection error, prospect theory was applied in the Stackelberg anti-jamming game
with Perlec’s probability weight function [19, 20]. Subjective players tend to under-
weigh the high probability outcomes and over-weigh the low probability outcomes.
The probability weight function of player x, x D t; j, denoted by wx."/, is given by

wx."/ D exp .�.� ln "/˛x / ; 0 < ˛x � 1; (4.26)

where ˛x is the objective weight of players x and decreases with its subjectivity. The
probability weight function is shown in Fig. 4.1. In the special case with ˛x D 1,
wx."/ D ", indicates that the player is objective.

The expected utility of the transmitter (or jammer) averaged over all the
realizations of the opponent’s action denoted by UEUT

t (or UEUT
j ), is given by

UEUT
t

�
at D pm; aj D q

� D KX
iD1

"m;i

�
htpi

� C hjq
� Ctpi

�
; (4.27)

UEUT
j

�
at D pm; aj D q

� D KX
iD1

"m;i

�
� htpi

� C hjq
� Cjq

�
: (4.28)
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Fig. 4.1 Probability weight function

With unknown detection errors of the opponent’s action, a subjective transmitter
(or jammer) chooses its transmission power to maximize its prospect theory-based
utility, denoted by UPT

t (or UPT
j ), which is given by

UPT
t

�
at D pm; aj D q

� D KX
iD1

wt."m;i/

�
htpi

� C hjq
� Ctpi

�
; (4.29)

UPT
j

�
at D pm; aj D q

� D KX
iD1

wj."m;i/

�
� htpi

� C hjq
� Cjq

�
: (4.30)

The transmitter first chooses its transmit power pm 2 fpig1�i�K , based on the weight
probability wj."m;i/ of the subjective jammer. The subjective transmitter aims to
minimize the utility of the jammer and knows the decision-making process of the
jammer.

At the SE of the PT-based anti-jamming game G5 the subjective smart jammer
chooses its jamming power according to the estimated transmit power of the
transmitter with detection errors to maximize its PT-based utility UPT

j .
The players choose their power levels to maximize their individual PT-based

utilities, thus the SE strategies in the game are given by

aSE
t D arg max

at2fpmg1�m�K

UPT
t .at; a�j /; (4.31)

aSE
j D arg max

0�aj�Pmax
j

UPT
j .at; aj/: (4.32)
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Lemma 4.4. The optimal subjective jamming power of the PT-based anti-jamming
game G5 is given by

aSE
j D

8̂̂̂
ˆ̂̂̂̂
ˆ̂̂̂<
ˆ̂̂̂̂̂
ˆ̂̂̂̂
:̂

0;
KP

iD1

wj."m;i/pi <
�2Cj

KP
iD1

wj."m;i/

hthj

Pmax
j ;

KP
iD1

wj."m;i/pi �
�

hjP
max
j C�

�2
Cj

KP
iD1

wj."m;i/

hthj

1
hj

0
B@
vuuut hthj

KP
iD1

wj."m;i/pi

Cj

KP
iD1

wj."m;i/

� �

1
CA ; otherwise:

(4.33)

Proof. See [14].

As shown in (4.33), if subjectively assuming that the transmitter has a low power
level compared with a threshold based on its jamming cost, the jammer chooses
aSE

j D 0, i.e., not to block the ongoing transmission. On the other hand, the jammer
subjectively applies its highest jamming power, if the jamming cost is negligible
compared with a threshold based on the transmit power of the transmitter.

Lemma 4.5. The optimal subjective transmission strategy of the PT-based anti-
jamming game G5 is given by

aSE
t D

8̂̂̂
ˆ̂̂̂̂̂
ˆ̂<
ˆ̂̂̂̂̂
ˆ̂̂̂̂
:

0; �1

arg min
at2fpmg1�m�K

ˇ̌̌
ˇ̌̌ �2Cj

KP
iD1

wj."m;i/

hthj
�

KP
iD1

wt."m;i/pi

ˇ̌̌
ˇ̌̌ ; �2

arg min
at2fpmg1�m�K

ˇ̌̌
ˇ̌̌ htCj

KP
iD1

wj."m;i/

4hjCt
2 �

KP
iD1

wt."m;i/pi

ˇ̌̌
ˇ̌̌ ; �3

Pmax
t ; otherwise;

(4.34)

where

�1 W ht

�
� Ct; or

ht

2�
� Ct <

ht

�
; Cj <

hthj
PK

iD1 wt."1;i/pi

�2
PK

iD1 wj."m;i/
;

or
ht

hjPmax
j C �

� Ct <
ht

2�
; Cj <

4hjC2
t

PK
iD1 wt."1;i/pi

ht
PK

iD1 wj."m;i/
;

or
ht

2
�

hjPmax
j C �

� � Ct <
ht

hjPmax
j C �

;
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hthj
PK

iD1 wt."K;i/pi�
hjPmax

j C �
�2PK

iD1 wj."m;i/

< Cj <
4hjCt

2
PK

iD1 wt."1;i/pi

ht
PK

iD1 wj."m;i/
;

or
ht

2
�

hjPmax
j C �

� � Ct <
ht

hjPmax
j C �

; UPT
t .at D 0/ > UPT

t .at D Pmax
t /;

hthj
PK

iD1 wt."1;i/pi�
hjPmax

j C �
�2PK

iD1 wj."m;i/

< Cj

< min

0
B@4hjCt

2
PK

iD1 wt."1;i/pi

ht
PK

iD1 wj."m;i/
;

hthj
PK

iD1 wt."K;i/pi�
hjPmax

j C �
�2PK

iD1 wj."m;i/

1
CA I

�2 W ht

2�
� Ct <

ht

�
;

hthj
PK

iD1 wt."1;i/pi

�2
PK

iD1 wj."m;i/
< Cj <

hthj
PK

iD1 wt."K;i/pi

�2
PK

iD1 wj."m;i/
I

�3 W ht

� C hjPmax
j

� Ct <
ht

2�
;

4hjCt
2
PK

iD1 wt."1;i/pi

ht
PK

iD1 wj."m;i/
< Cj <

4hjCt
2
PK

iD1 wt."K;i/pi

ht
PK

iD1 wj."m;i/
;

or
ht

2
�

hjPmax
j C �

� � Ct <
ht

� C hjPmax
j

;

4hjCt
2
PK

iD1 wt."K;i/pi

ht
PK

iD1 wj."m;i/
> Cj

> max

0
B@4hjCt

2
PK

iD1 wt."1;i/pi

ht
PK

iD1 wj."m;i/
;

hthj
PK

iD1 wt."K;i/pi�
hjPmax

j C �
�2PK

iD1 wj."m;i/

1
CA ;

or
ht

2
�

hjPmax
j C �

� � Ct <
ht

� C hjPmax
j

;

UPT
t .at D Pmax

t / < UPT
t

0
BBB@

KX
iD1

wt."m;i/pi D
htCj

KP
iD1

wj."m;i/

4hjCt
2

1
CCCA ;

4hjCt
2
PK

iD1 wt."1;i/pi

ht
PK

iD1 wj."m;i/
< Cj <

hthj
PK

iD1 wt."K;i/pi�
hjPmax

j C �
�2PK

iD1 wj."m;i/

: (4.35)
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Proof. See [14].

The SE of the PT-based anti-jamming game G5 is given by .aSE
t ; aSE

j / in
Lemmas 4.4 and 4.5. The smart jammer allocates its jamming power according to
the jamming cost, channel states and the subjectivity regarding the detection error
of the transmission power. The subjective transmitter adjusts its strategy according
to the transmission cost and the jammer’s reward.

To compare with the Stackelberg equilibria, the Nash equilibria of the PT-based
anti-jamming game is provided. Let .aNE

t ; aNE
j / denote the NE of the static game in

which both players make decision at the same time. At a NE of the game, given the
power level of the opponent, no player can improve its utility by changing its power
unilaterally.

UPT
t .aNE

t ; aNE
j / � UPT

t .at; aNE
j /; (4.36)

UPT
j .aNE

t ; aNE
j / � UPT

j .aNE
t ; aj/: (4.37)

Lemma 4.6. The NE of the PT-based anti-jamming game G5 is given by

.aNE
t ; aNE

j / D

8̂̂
ˆ̂̂̂̂̂
ˆ̂̂̂̂
ˆ̂̂̂̂̂
ˆ̂̂<
ˆ̂̂̂̂
ˆ̂̂̂̂̂
ˆ̂̂̂̂
ˆ̂̂̂̂̂
:

�
Pmax

t ; Pmax
j

�
; I1�

Pmax
t ; 0

�
; I2�

0; Pmax
j

�
; I3

.0; 0/ ; I40
B@Pmax

t ; 1
hj

.

vuuut hjht

KP
iD1

wj."K;i/pi

Cj

KP
iD1

wj."K;i/

� �/

1
CA ; I5

0
B@0; 1

hj
.

vuuut hjht

KP
iD1

wj."K;i/pi

Cj

KP
iD1

wj."K;i/

� �/

1
CA ; I6

�
aopt

t ; 1
hj

�
ht
Ct
� �

��
; otherwise;

(4.38)

where

aopt
t D arg min

at2fpmg1�m�K

ˇ̌̌
ˇ̌̌
ˇ̌̌
htCj

KP
iD1

wi."m;i/

hjCt
2

�
KX

iD1

wt."m;i/pi

ˇ̌̌
ˇ̌̌
ˇ̌̌;

I1 W Ct <
ht

� C hjPmax
j

; Cj <
hjht

PK
iD1 wj."K;i/pi�

� C hjPmax
j

�2PK
iD1 wj."K;i/

I
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I2 W Ct <
ht

� C hjPmax
j

; Cj >

hjht

KP
iD1

wj."K;i/pi

�2
KP

iD1

wj."K;i/

;

or
ht

� C hjPmax
j

� Ct � min.
ht

�
;

vuuthtCj
PK

iD1 wj."m;i/

hj
PK

iD1 wj."K;i/pi

/I

I3 W Ct >
ht

�
; Cj <

hjht
PK

iD1 wj."1;i/pi�
� C hjPmax

j

�2PK
iD1 wj."1;i/

I

I4 W Ct >
ht

�
; Cj >

hjht
PK

iD1 wj."1;i/pi

�2
PK

iD1 wj."1;i/
I

I5 W Ct <
ht

� C hjPmax
j

;
hjht

PK
iD1 wj."K;i/pi�

� C hjPmax
j

�2PK
iD1 wj."K;i/

� Cj � hjht
PK

iD1 wj."K;i/pi

�2
PK

iD1 wj."K;i/
I

I6 W Ct >
ht

�
;

hjht
PK

iD1 wj."1;i/pi�
� C hjPmax

j

�2PK
iD1 wj."1;i/

� Cj � hjht
PK

iD1 wj."1;i/pi

�2
PK

iD1 wj."1;i/
:

Proof. See [14].

The average SINR and the utilities of the players in the PT-based jamming game
depend on the jammer’s objective weight ˛j, as shown in Eqs. (4.24) and (4.25).
Figure 4.2a presents the performance of the PT-based anti-jamming game G5 with
˛s D ˛j, Ct D 0:4, Cj D 0:33, ht D hj D 0:8 and � D 0:5, showing that the
performance of the SU at the SE and NE of the game decreases with jammer’s
objectivity (˛j). For instance, the SINR decreases from 0.65 to 0.42 at the SE and
from 0.8 to 0.62 at the NE, as ˛j changes from 0.5 to 1, with correct detection
probability " D 0:7. The reason is that a subjective jammer is less likely to block
the transmission of the SU as the jammer tends to overweigh its loss due to useless
jamming. Meanwhile, for a fixed ˛j, a higher probability of the action identified
successfully (") results in a smaller SINR. This is because a subjective jammer with
higher probability " has more clear understanding on the action detection process.
In addition, the smart jammer can learn the ongoing transmission flexibly before
making decision.

As shown in Fig. 4.2b, the utility of the SU deceases with ˛j, while the
performance of the jammer increases with ˛j, because both subjective players are
less likely to send signals to avoid the highly unfavorable loss due to the action
detection error. One the other hand, the jammer with the SE strategy is more
intelligent than that with the NE strategy. Consequently, the jammer’s utility at the
SE is higher than that at the NE, while the transmitter’s utility is the opposite.
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4.6 Summary

We have investigated the Nash equilibrium and Stackelberg equilibrium of static
jamming games. Nodes cooperation in the anti-jamming communications has been
analyzed with a cooperative anti-jamming game. We have formulated the repeated
interactions between a secondary user and a jammer in multiple time slots as a
dynamic jamming game. Jamming game with incomplete information has also been
analyzed for the case in which secondary users do not know the accurate channel
parameters.

References

1. Wang, Q., Xu, P., Ren, K., Li, X.: Towards optimal adaptive UFH-based anti-jamming wireless
communication. IEEE J. Sel. Areas Commun. 30(1), 16–30 (2012)

2. Chen, C., Song, M., Xin, C., Backens, J.: A game-theoretical anti-jamming scheme for
cognitive radio networks. IEEE Netw. 27(3), 22–27 (2013)

3. Wu, Y., Wang, B., Liu, K.J.R., Clancy, T.: Anti-jamming games in multi-channel cognitive
radio networks. IEEE J. Sel. Areas Commun. 30(1), 4–15 (2012)

4. Zhu, Q., Li, H., Han, Z., Basar, T.: A stochastic game model for jamming in multi-channel
cognitive radio systems. In: Proceedings of IEEE International Conference on Computer
Communication, pp. 1–6, May 2010

5. Sagduyu, Y.E., Ephremides, A.: A game-theoretic analysis of denial of service attacks in
wireless random access. Wirel. Netw. 15(5), 651–666 (2009)

6. Altman, E., Avrachenkov, K., Garnaev, A.: Jamming in wireless networks under uncertainty.
Mob. Netw. Appl. 16(2), 246–254 (2011)
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Chapter 5
Game Theoretic Stimulation Mechanisms

5.1 Introduction

With the development of cognitive radio networks, a large number of secondary
users autonomously and independently use opportunistic radio access in large-scale
networks with limited spectrum resources, each aiming to maximize its individual
utilities. A selfish secondary user can obtain illegal advantages by blocking the
ongoing transmissions of the users that he/she dislikes. Due to the dynamic
network topology, the opportunistic radio connection, weak unforgeability for
nodes, and lack of centralized monitoring, a variety of attacks ranging from passive
eavesdropping to active interfering (e.g., malicious jamming) can be launched in
cognitive radio networks.

Game theory has shown its strength to formulate the interactions among users
in cognitive radio networks [1]. In the games, players interact with each other with
objectives to maximize their individual interests, especially in resource allocation
and service providing. Particularly, in noncooperative games, each player aims to
maximize its utility without considering the performance of other players, which
sometimes is detrimental to the network. To improve the anti-jamming performance
of cognitive radio network, several game theoretic mechanisms have been applied.

First, pricing mechanisms reviewed in Sect. 5.2 can be used to manage band-
width, spectrum access and transmit power allocation in wireless networks [2]. In
Sect. 5.3, we consider auctions, in which buyers submit bids for their interested
network commodities and the seller makes a deal at the end of the auction [3].
Finally, in Sect. 5.4, we present trust and reputation systems. Direct reciprocity is
applied to describe the repeated interactions between two players and defend against
attacks in small size networks [4], while indirect reciprocity is used to address
jamming in large-scale networks with node mobility.
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5.2 Pricing Mechanisms

Pricing involves two types of participants, including sellers and buyers. A seller
designs efficient pricing strategy to attract customers to achieve profits. Pricing
in economy depends on the manufacturing cost, market, competition, and quality
of product, etc [5]. The networks with pricing usually involve service providers
and subscribers, depending on the market structure of the network service, radio
regulatory environment, cost of relevant technologies and network capacity [6]. As
shown in Table 5.1, flat rate pricing is mainly used to set a fixed price independently
from environment such as network conditions, while parameter-based pricing can
charge services flexibly and accurately [2].

Pricing is effective for radio resource management in wireless networks because
of its ability to guide user behavior toward a more efficient operating point. The
interactions between a seller and a buyer can be formulated as a game, in which
the seller sets an optimal pricing strategy for its scarce resources and the buyer
determines whether to take it according to the expected profit.

A linear pricing-based wireless system proposed in [12] improves the energy
efficiency and reduces interference under spectrum constraints, in which each node
has to pay an amount proportional to its transmit power. Another linear pricing
scheme based on the signal-to-interference ratio designed in [13] achieves Pareto-
efficiency in power control. As spectrum is under-utilized in wireless community,
licensed spectrum of primary users can be sold to secondary users and the latter is
charged according to the spectrum usage. In [14], the primary service provider (e.g.,
base station) enhances its revenue via charging secondary users on their transmit
power levels. According to the importance of the resources, the convex pricing
scheme presented in [15] allocates transmit power for multi-service in the uplink,
leading to a unique Pareto optimal Nash equilibrium. Stackelberg and bargaining
games investigated in [10] achieve better fairness, in which users buy power to
improve their transmission rates from the relay that sets price to maximize its
revenue. In the power control games based on pricing, players attempt to maximize
their individual revenues and achieve fairness by charging the transmit power and
power-related constraints such as SNR and SINR.

Pricing mechanisms can also stimulate user collaboration in spectrum utilization
[16, 17], wireless channel access [18, 19], and routing [20–22]. For instance,
the dynamic spectrum sharing scheme investigated in [16] derives the optimal

Table 5.1 Taxonomy of pricing schemes

Class Characteristic Examples

Flat rate pricing Fixed price Packet pricing, time-based pricing [7]

Parameter-based
pricing

Flexible and accurate price Static pricing: adaption [8], cumulus [9]

Dynamic pricing: game theory [10],
probability [11], auction [3]
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pricing for CRNs, in which multiple primary users compete for spectrum access
opportunities to secondary users and collusions among primary users can be avoided
in repeated interactions. A cooperative spectrum sharing between a primary user and
multiple secondary users in CRN was formulated as a Nash bargaining problem in
[17]. In a twofold pricing scheme in [18], a relay system based on the interference
pricing was designed to encourage nodes to relay packets. In multi-hop relay
networks, a pricing game formulated in [20] provides incentives to forward traffic
and yeilds the optimal network routing. Based on the idea of “pay for cooperation”,
a pricing-based relay framework was designed in [21], in which each flow (i.e.,
a source-destination pair) offers a payment for successfully received packets and
nodes that relay a packet share the payment. A pricing-based routing in CRN
proposed in [22], applies the log-based pricing based on the SNR of the buyer.

Unlike selfish users, malicious users do not request for network services and
thus throw more serious threats to wireless networks. In [23], a two-tier jamming
based on a given pricing parameter for covert timing networks deploys camouflaging
resources to address jamming attacks. The congestion pricing in [24] mitigates DoS
attack, in which users pay the allocated bandwidth against DoS attackers.

5.3 Auction Mechanisms

As a market clearing mechanism, auction theory describes a problem that a seller
attempts to obtain the highest expected revenue through selling an object with
unknown value to the buyer. Due to the rareness or uniqueness of the object such
as spectrum in wireless networks, scarce resources are allocated to the individual
who bids at the highest price. In contrast to the fixed price and price negotiation
mechanisms, auctions are more flexible and consume less time. In general, a seller
can sell the object fast with best return.

A seller possesses sales resources, such as time slots, usage right of spectrum and
bandwidth in wireless communication auctions. A buyer intends to buy resources
from the seller by bidding price, e.g., a buyer may aim to buy radio resources
for transmission tasks in wireless networks. Both buyers and sellers are players
in auction games. An auctioneer acts as an intermediary to conduct actions and
generally is a seller itself. A merchandise in an auction has its value and is traded
between a seller and a buyer. A seller or a buyer has reserved monetary evaluation of
a merchandise, which varies among players. A seller submits an ask, i.e., the price
for a merchandise, while a buyer can submit a bid, i.e., the bidding price for the
desired merchandise. Finally, an auctioneer determines the hammer price [3].

In Table 5.2, auctions can have either a single object or multiple objects to trade.
Price trend classifies auctions into ascending price auctions starting at a low price
and descending price auctions starting at a high price. Based on the publicity of
bids, we have open auctions in which bids are public and sealed-bid auctions that
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Table 5.2 Taxonomy of auctions

Distinct criteria Class Examples

Number of object Single object English [25], Dutch [25], first-price [26]

Multiple objects Combinatorial auctions [27], sequential actions
[28]

Price trend Ascending price auctions Public bids starting at a low price

Descending price auctions Public bids starting at a high price

Publicity of bid Open auctions All bids are publicly observable

Sealed-bid auctions All bids are not publicly observable

Objectivity Forward auctions Buyers bid for commodities from seller(s)

Reverse auctions Sellers compete for buyer(s) patronizing

keep bids non-public. In addition, there are forward auctions in which buyers bid for
commodities from sellers and reverse auctions in which sellers compete for buyers
patronizing [25].

As auctions depend on the decisions of sellers and buyers, sale object, knowledge
of bids and special rules to determine the winning bid, game theory can formulate
the interactions in auctions [25]. In auction games, both the sellers and buyers
choose their own auction bidding strategies according to the knowledge of the
current auction mechanism and other participants. How to design efficient and
beneficial auction mechanisms (i.e., auction rules) based on game theory has
attracted extensive attentions in wireless communications [27–34].

A sequential second price auction-based bandwidth and power allocation was
presented in [28], in which resources are partitioned and allocated sequentially
in many rounds and the auctioneer allocates resources to the agent that submits
the largest bid and charges the agent the second largest bid. As an extensive
form game with a balance game tree, the auction game has an efficient dominant
strategy equilibrium, significantly saving the worst-case efficiency loss. With small
computation and information exchange among the resource owner and agents,
sequential auction can be applied to scenarios where agents join and leave the
auctions at any time in [29, 30]. Although sequential actions do not always achieve
an efficient allocation, researchers have analyzed how to reduce the worst-case
efficiency loss [31].

With the explosive growth of the number of network users, traditional auction
frameworks are vulnerable to security risks, because selfish users maximize their
individual interests and sometimes maliciously cheat in auctions. For instance,
selfish users can occupy more idle channels and reduce the access opportunity of
legitimate users, resulting lower revenue of the entire system. Therefore, secure
auctions in current vulnerable wireless networks have attracted the attentions of
researchers [27, 32–40].

In [32], a belief-assisted double auction mechanism was proposed to achieve
efficient dynamic spectrum allocation, and collusion-resistant strategies combat
possible user collusive behavior using optimal reserve prices. In [33], a multi-winner
spectrum auction based on interference-limited resources improves the spectrum
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efficiency, which is robust against loser collusions, sublease collusions and kick-
out collusions (i.e., a clique of secondary users cheat together to pursuit of higher
profits by distorting valuations of spectrum resources) and scalable for a large-scale
network.

The auction-based spectrum allocation proposed in [35] for multimedia stream-
ing in CRNs applies single object pay-as-bid ascending clock auction and alternative
ascending clock auction to prevent cheating and enforce selfish secondary users to
report their true demands at every clock. Other auction-based approaches such as the
Vickrey Clarke Groves (VCG) mechanism in [37] provide assurance of truthfulness
to address lies from secondary users.

Sellers in auctions sometimes overcharge the resource buyers by deceiving,
e.g., the back-room dealing by the insincere auctioneer in the spectrum auction
of CRN which can be addressed via homomorphic encryption in [27] and paillier
cryptosystem in [34]. A physical-layer security mechanism against malicious
eavesdropper in [38] exploits friendly jamming to interfere adversary, in which the
jammer is the auctioneer and the source node is the bidder in the power allocation. In
order to motivate the participation of cooperative jammers, in [39], legitimate parties
give the friendly jammers an opportunity to use the fraction of their spectrum as a
compensation for the invested power. In the presence of malicious jamming attacks
and selfish secondary users participating in the auction for the unjammed spectrum,
a zero-sum stochastic game and randomized two-level auctions were proposed in
[40], in which the auctioneer allocates vacant channels in the first auction and
assigns the remaining channels in the second auction.

5.4 Reputation and Trust

The reputation in [41] is a value that is allocated to each entity according to its action
history and determines its probability to receive the network services in the future.
More specifically, a higher reputation means more weight in the future decision-
making and the transmitter with a higher reputation value is more likely to obtain
node cooperation in the networks [1]. Trust is subjective measure of belief that
one entity as the subject assesses the probability that another entity as performs
a favourable action before such action [42]. More specifically, the subject measures
the trust value by evaluating the uncertainty that the agent’s action performed in
the subject’s point of view. Reputation is one of ways to create a trust between
participants.

In distributed networks, the collaborations among distributed entities have a
significant impact on the network performance. Theory of trust and reputation-
based trust mechanisms can be used to improve communication efficiency and
security. Trust has been measured based on common properties such as integrity,
ability and benevolence in [43] and such measurements have been used in [44] to
secure collaboration in uncertain environment. Trust mechanism in communication
networks has been applied in wireless ad hoc [45], sensor networks [46], and



52 5 Game Theoretic Stimulation Mechanisms

peer-to-peer networks [47]. For instance, theoretic definitions of terms related to
trust and reputation in CRNs were presented in [48] and a brief discussion on the
trust model in CRNs was provided in [49]. In [50], a trust aware hybrid spectrum
sensing scheme can detect misbehaving secondary users.

Important and critical security threats against distributed networks were surveyed
in [51] and a new trust and reputation mechanism was developed to defend these
threats. In most security scenarios, entities in networks have the ability to evaluate
trust to motivate incentive for good behaviors and record historical trust values for
the past behaviors of entities. Hence, the subjects can make decisions, i.e., appropri-
ate actions, by predicting the future actions of agents based on corresponding trust
evaluation and avoid cooperating with less trustworthy entities. Therefore, the trust
evaluation gives insights into addressing attacks launched by adversaries who have
low trust in networks [1].

Due to the similarity between wireless networks and social networks, such as a
prevalent reputation and social norm system [52], reciprocity principle can stimulate
cooperation among entities in CRNs. In order to discriminate selfish entities in the
cooperation, reciprocity-based nodes establish trust systems, which can be extended
to reputation systems. Direct reciprocity principle requires entities to record their
bilateral interactions in the trust systems, while indirect reciprocity expects entities
to track interactions between other network participants [53].

5.4.1 Direct Reciprocity

The main idea of direct reciprocity principle is “being nice to others who are nice
to you” [4], as shown in Fig. 5.1. More specifically, direct reciprocity stimulates
altruism among two players based on the repeated encounters between the same
individuals. In addition, both individuals must be able to provide help. Each node
chooses its actions according to the interaction history with its opponents, and is
more likely to decline the requests from those who have ever attacked it before.
Direct reciprocity is a non-distributed mechanism that one player makes decision
according to the belief based on previous interactions with the opponent. Based on
the history, both players tend to promote the mutual cooperation and the current
reputation of the opponent is described as the belief about the new cooperative

Fig. 5.1 Illustration of direct
reciprocity principle, in which
Alice helps Bob, because the
latter has helped Alice
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interaction. The repeated Prisoner’s Dilemma is the standard model of direct
reciprocity. In each round of the repeated game, a player chooses to cooperate or
not based on what the opponent has done [54].

With the trust modeling and evaluation method proposed in [55], the reciprocity
mechanism has become a powerful tool to improve security and stimulate coopera-
tion in wireless networks, e.g., to address the vulnerabilities in trust establishment
methods [56], insider attacks [57] and Byzantine attacks [58].

Direct reciprocity is a powerful mechanism in the evolution of cooperation. In
mobile ad hoc networks, direct reciprocity has been used in packet relay with the
idea “I relay your packet and you will in the future relay mine” [59]. The interactions
between subject entities and agents that takes risky or cooperative actions were
formulated as a social game in [60], in which the agent with risky behavior is
punished by the subject entity with a tit-for-tat strategy.

However, as interactions between the players can be asymmetric and fleeting,
direct reciprocity principle sometimes fails to stimulate altruism, especially in large-
scale networks with terminal mobility. In this case, most secondary users have a
small chance to meet their opponents frequently, resulting in limited or outdated
knowledge on the interaction histories of their current opponents. Therefore,
attackers rarely meet their victims again and are punished according to direct
reciprocity principle. Consequently, the direct reciprocity in small-scale networks
without mobility can effectively address jamming attacks.

5.4.2 Indirect Reciprocity

Indirect reciprocity was first developed in social science and evolutionary biology,
with the main idea “I help you and somebody else helps me” [4], as shown in
Fig. 5.2. More specifically, indirect reciprocity stimulates altruism among unre-
lated individuals without repeated interaction and entities obtain the information
regarding potential cooperators from other entities in networks. The mechanism is
operated by exchanging the reputation information among participating entities. At
the end of each cooperative interaction, the players broadcast the new reputation
information of their opponents to the rest of the network. Therefore, each player
gains a global view of the network. Indirect reciprocity is robust and guarantees
more stable and socially efficient cooperation compared with direct reciprocity [54].

The mechanism in [61] stimulates cooperations in large scale networks. Moti-
vated by ubiquitous WiFi networks distributed in densely populated cities, indirect
reciprocity was used in [62] to form a club, in which club members offer other
members free WiFi access and are treated equally if they need WiFi. Signed digital
receipts were used as an input of such indirect reciprocity to secure sharing. In
mobile ad hoc networks, the indirect reciprocity system proposed in [63] stimulates
nodes to participate in packet forwarding. A threshold of benefit-to-cost ratio
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Fig. 5.2 Illustration of
indirect reciprocity principle,
in which Alice helps Bob,
because the latter has helped
Kate

in [64] guarantees the convergence of cooperation. In a multiuser cooperative
communication network, an indirect reciprocity game proposed in [65] provides
incentives for selfish users to cooperate.

To provide a more reasonable and realistic cooperative scenario in next-
generation wireless networks, a reputation auction framework based on indirect
reciprocity in [66] fosters node cooperations and reduces the total energy
consumption. In cognitive radio networks, the cooperation stimulation between
primary users and secondary users was modeled as an indirect reciprocity game
in [67], in which SUs were motivated to help relay the PUs’ information with
reputations based on the vacant spectrum.

Indirect reciprocity improves the Sybil-resistance for the accounting of peer
contributions in peer-to-peer networks [68]. Each Sybil attack that claims to have
multiple identities other than itself to obtain illegal advantages in various aspects
such as receiving more network services or more weights in the network voting is
punished by the other nodes.

In the indirect reciprocity security game in [69], a wide range of attacks can
be addressed in wireless networks, including jamming, spoofing, Sybil, collusion
attacks, relay-related attacks such as the packet dropping attacks. The reputation
propagation mechanism allows attackers to be recognized and punished by a much
larger network, compared with the direct reciprocity system. Consequently, this
system can provide a stronger security protection, especially for the large-scale
wireless networks with node mobility.

5.5 Summary

In this chapter, game theoretic incentive mechanisms in communication networks
were briefly reviewed. Pricing schemes have been used in the resources allocation,
suppression of selfish attacks, node cooperations and anti-jamming transmissions.
Auction mechanisms can efficiently allocate scarce resource in networks, where the
interactions between the sellers and buyers are formulated as auction games. Finally,
we have reviewed trust and reputation mechanisms in wireless communication and
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network security. Direct reciprocity principle can effectively protect small-scale
networks, while indirect reciprocity can improve the attack-resistance in large-scale
wireless networks.
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Chapter 6
Active Anti-jamming Solutions in CRNs

6.1 Introduction

With autonomy and control in their radio transmissions, secondary users can
perform jamming attacks in cognitive radio networks [1]. Being rational and selfish,
an SU can block the ongoing transmissions to maximize its own utility. Extensive
works have been done to investigate the impact of jamming on the performance
of CRNs. Detection and localization algorithms have been proposed to identify
jammers [2–5]. Although most existing works assume that jammers do not concern
about their throughput performance, in practice, network access is highly desirable
for most users, including many potential jammers. Therefore, the requests for
network service are exploited to decrease the attacking rate in CRNs. For instance,
rational nodes would hesitate to conduct adversary behavior, if the cost due to the
deprivation of network services exceeds the illegal security gain.

Therefore consideration, reciprocity-based anti-jamming communication sys-
tems were proposed to stimulate user cooperation and punish jammers [6–14]. For
example, the anti-jamming system in [14] punishes insider jammers by stopping
their networks services. If the punishment loss exceeds the illegal security gain,
rational nodes are stimulated to deviate from jamming for their own interests.
The reputation propagation mechanism recognizes and punishes jammers by a
much larger node population in the network, compared with direct reciprocity
principle. The system based on indirect reciprocity principle provides stronger
security protections, especially for large-scale CRNs with node mobility.

As system parameters such as the channel states and the opponent actions are not
always known by secondary users, reinforcement learning can be used by secondary
users to achieve their optimal power control strategies against jamming. For
example, the power allocation strategy based on reinforcement learning proposed
in [15] for secondary users resists jamming under unknown channel informations in
dynamic CRNs.
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In this chapter, we first present reciprocity mechanisms in CRNs in Sect. 6.2,
discuss reputation-based anti-jamming communication systems in Sect. 6.3, and
investigate social norms in CRNs in Sect. 6.4. We analyze the evolutionarily
stable strategy against jamming in Sect. 6.5 and present anti-jamming transmission
strategies based on reinforcement learning in Sect. 6.6. Finally, we conclude in
Sect. 6.7.

6.2 Reciprocity in CRNs

With the trust modeling and evaluation method proposed in [16], the trust/reciprocity
mechanism stimulates cooperations against jamming in CRNs [6–13]. These works
apply direct reciprocity principle to stimulate cooperation among selfish nodes in
CRNs. For example, a reputation-based algorithm proposed in [11] forces upcoming
attackers to give up attacks and leads to a lower cost in the long run. The punishment
based incentive strategy in [12] stimulates cooperations in wireless networks, in
which each node monitors others’ behavior and makes a similar move to the worst
behavior that it has observed. In the CRN based on direct reciprocity principle, each
SU chooses its actions according to the interaction history with its opponents, and is
more likely to decline the requests from the former attackers. Unfortunately, direct
reciprocity principle can effectively defend jamming attacks only under a small SU
population without mobility [14].

Indirect reciprocity principle can be applied to address jamming attacks in [7, 14].
The cooperation stimulation scheme based on indirect reciprocity proposed in [7]
stimulates cooperation among selfish SUs in large CRNs, which does not rely on
the assumption that the interactions between a pair of players are long-lasting. The
anti-jamming system based on indirect reciprocity can provide a stronger security
protection, compared with the direct reciprocity system, especially for the large-
scale CRNs with node mobility [14]. The indirect reciprocity principle is operated
by exchanging reputation information among participating entities. In the CRN with
indirect reciprocity principle, each secondary user chooses its action according to
the reputation of the opponent and is more likely to decline the requests from those
who have ever hurt others. As shown in Fig. 6.1, after receiving the request from
SU1 who has ever performed jamming attack to SU2, SU3 disobeys the request.

6.3 Anti-jamming System Based on Reputation

The reputation system proposed in [14] addresses jamming in CRNs, in which
indirect reciprocity principle is applied to reduce the potential insider jammer
population in CRNs. In this system, jammers are not only punished by their direct
victims, but also by other SUs in the CRN. Each SU checks the actions of its
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Fig. 6.1 A simple example
of the system with indirect
reciprocity principle in
CRNs, where ai 2 f0; 1; 2g
denotes that the i-th SU
performs jamming attack,
declines or follows the
transmission request

SU1 SU2

SU3

a1=0

a
3 =1

ReputationID
0SU1
2SU2
2SU3
......

Fig. 6.2 Communication
topology of the CRN,
including a transmitter, an
intended receiver, and n SUs
in the communication region
(including SU 1 to SU n ),
with some neighboring SUs
selected to relay (SU 1 in this
example)

SU 2
SU 3

SU 1
(Selected as relay)SU n

Secondary
transmitter

Intended
receiver

neighbors, updates their reputations, and broadcasts the new reputations to the
network via gossip channels.

Each SU is assigned a unique identity that cannot be changed by itself, and
knows the identities of its neighbors via local information exchange. Multiple
transmissions take place simultaneously in a large-scale network without interfering
with each other. The Intended receiver and other observing SUs evaluate the
behavior of the neighboring transmitter, update its reputation and propagate the new
reputation to the whole network through gossip channels. As shown in Fig. 6.2, each
transmission scenario includes a transmitter, an intended receiver, and n neighboring
SUs. In each transmission, the transmitter sends a message to the receiver, possibly
with the help of some relay SUs.

Each relay SU obtains a reputation vector according to its action history, which
determines its opportunity to receive network services. More specifically, the SU
with a higher reputation value is more likely to obtain node cooperation in the CRN.
On the other hand, the reputation of a relay SU decreases if it attacks the network or
disobeys the SU with a good reputation. Meanwhile, the reputation also decreases
if the SU helps a “bad” SU. In this way, this system motivates SUs not to perform
jamming.

Each transmission consists of two stages: the message transmission stage and the
reputation evaluation stage. In the latter stage, an SU’s reputation is updated and
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Fig. 6.3 The probability
mass function of the scalar
reputation is the
corresponding reputation
vector p, where pl is the
probability for the SU to have
a scalar reputation l

1 2 L-1 L3
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broadcast via gossip channels, based on its current reputation and instant reputation
due to its action in the first stage. A forgetting factor, which can be either fixed or
related to the value of the instant reputation, is introduced to weigh the current
reputation in the calculation. Assuming that most SUs are rational and require
network services, this system forgives a former “bad” SU and allows it to regain
the network resources, if the SU follows the requirement of the network social
norm during the punishment period. The punishment duration is determined by the
forgetting factors in the reputation updating process.

To improve the security performance, jammers are classified, according to
their jamming strength. Without loss of generality, let Level-g jammers be more
dangerous to the network than Level-h jammers, if g < h. With a reputation set
R D f1; : : : ; Lg, this system assigns to each SU a scalar reputation j 2 R and a
reputation vector p D Œp1; p2; : : : ; pL�T , where pl is the probability for the SU to
have a scalar reputation l. The scalar reputation j is a realization of an integer random
variable whose probability mass function (PMF) is the corresponding reputation
vector p as shown in Fig. 6.3. Each SU newly entering the network obtains a high
initial reputation, pŒ0� D Œ0; : : : ; 0; 1�T . In general, an SU whose reputation vector
has a larger mean value is likely to have a higher scalar reputation. Compared
with the scalar reputation that only describes the instant or average value, the
reputation vector includes the likelihood of each reputation, and thus contains more
information on the history of the SU. Therefore, the reputation vector can provide
better performance.

After receiving the request by a transmitter, each SU chooses its action ai;j 2
f1; � � � ; Lg according to its own scalar reputation i and the transmitter’s reputation j.
During each transmission, the SUs’ reputations are updated based on the same social
norm, which is denoted as Q D ŒQi;j�L�L, where Qi;j 2 f1; : : : ; Lg is the instant scalar
reputation assigned to the SU that takes action i towards a transmitter with a scalar
reputation j.

The reputation updating process is illustrated in Fig. 6.4. The instant vector
reputation ex is the standard basis vector based on the scalar reputation. The new
vector reputation at time kC1 relies on both the instant reputation ex and the current
reputation pŒk�. The latter is weighted by �x, the xth element of the forgetting factor
vector denoted by � D Œ�x�1�L. The current action a has less impacts on pŒk C 1�,
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Fig. 6.4 Reputation updating process of the anti-jamming system in [14]

under a larger forgetting factor value �x. The SUs’ reputations are then broadcast
to the network via gossip channels, with the reputation propagation matrix denoted
as ˚ , Œ˚l;m�L�L, where ˚l;m is the probability for the reputation m to be taken as
l, due to both the behavior detection error and the gossip channel propagation error.
The new reputation of the SU propagated via gossip channels is given by

pŒkC 1� D ˚.�xpŒk�C .1��x/ex/: (6.1)

The security system provides the “good” SUs that have higher reputations with
the benefits of receiving better network accesses in the future. On the other hand,
jammers are labelled with very low reputations and lose their network services
during the punishment time. The punishment duration depends on the forgetting
factor in the reputation updating process. If the cost to be punished is larger than
the illegal security gain, rational SUs have incentives to choose the desirable actions
and abandon adversary behaviors.

6.4 Social Norm in CRNs

As the rules of behavior that are considered to be acceptable in a group or society,
social norms represent individuals’ basic knowledge of what others do and what
others think that they should do. While the economic models of social norms have
generated a great deal of interest, it has found widespread use in CRNs [7].

In order to update the SUs’ reputations in the reputation-based anti-jamming
system, a public social norm denoted as Q D ŒQi;j�L�L is designed to guide the
SUs’ behavior and to suppress jammers in the CRN. In general, SUs can receive
high reputations by helping the good SUs or disobeying the transmitters with bad
reputations. On the other hand, in order to maintain a healthy network, the system



64 6 Active Anti-jamming Solutions in CRNs

reduces the reputation of each identified jammer even in the presence of a “bad”
transmitter. For simplicity, we assign instant reputation i to the SU that launches
Level-i jamming attack, with 1 � i � L � 2.

If a transmitter has the highest reputation L, this system encourages other SUs
to help it. More specifically, SUs that follow the request by the transmitter whose
reputation is L obtain the highest instant reputation (L), while SUs that refuse to
cooperate receive the reputation L�1. Otherwise, if the reputation of the transmitter
is less than L, the desirable action is to keep silence, and hence relay SUs receive
the highest reputation by taking the action L � 1. On the other hand, non-relay SUs
with the action L do not transmit to receive the highest reputation. Meanwhile, the
action L�1 of non-relay SUs results in packet collisions. Therefore, a non-relay SU
receives an instant reputation i by taking the action i, with i 2 fL� 1; Lg, regardless
of the transmitter’s reputation.

The relay indicator denoted by $ is used to represent the relay selection results
that depend on factors such as the network topology, radio channel conditions, and
SUs’ reputations. Based on the above principles, the social norm can be written as

Q .$/ D $

2
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1 1 � � � 1 1

2 2 � � � 2 2
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77777775
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L � � � L L
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(6.2)

Similarly, the desirable action strategy, denoted as Oa, can be written as

Oa .$/ D 	Oai;j
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3
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(6.3)

All the SUs in the network know the social norm, the forgetting factor vector, and
the reputation updating algorithm. In addition, each SU that updates the reputation
for its neighbor is assumed to know the current reputation vector, the relay indicator
and the action of the SU under study, as well as the reputation vector of the
corresponding transmitter. More specifically, as a heuristic method, the reputation
vectors of all the SUs in the network are stored in a central server. Each SU observes
the behaviors of its neighboring SUs and updates their reputations according to the
reputation updating process, after retrieving their current reputation vectors and the
reputation of the transmitter.
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6.5 Evolutionarily Stable Strategy Against Jamming

The evolutionarily stable strategy (ESS) can be applied to investigate the stable
equilibrium of the proposed anti-jamming system with reputation in [14]. In
the reputation-based anti-jamming system, a transmitter selects a subset of n
neighboring SUs as its relays. In response, SU i (1 � i � n) chooses an action
at time k, denoted as AiŒk�, from the action set f1; 2; : : : ; Lg. The action j (j < L� 1)
corresponds to Level-j jamming according to the jamming strength. The action L�1

is to disobey the request from the transmitter, while the action L is to follow the
request from the transmitter.

In the absence of other SU transmitter, an individual SU taking action j (1 � j �
L) can receive an instant payoff, denoted as Cj.$/, which is the security gain minus
the related cost. Meanwhile, the transmitter with action j receives an instant payoff
Gj, which can be the transmission gain or security loss. An SU with a positive payoff
gains from the action, while a negative payoff indicates a loss to the SU. Note that
the payoff of the player also depends on the relay indicator $ . For instance, the
action L, i.e., to follow the request, costs more energy to the relay SU, compared
with the non-relay SU with $ D 0. For simplicity of notation, we define C.$/ D
ŒCi.$/�1�i�L (or G D ŒGi�1�i�L).

If an SU follows the request by the transmitter, the latter benefits (i.e., GL > 0),
while a relay SU has to consume energy to transmit and thus takes a higher cost
compared with a non-relay SU, i.e., CL.$ D 1/ < CL.$ D 0/ � 0. Note that the
anti-jamming system is designed to punish the SUs that attack the network or reject
the request by a good SU. Therefore, a rational SU never launches any of those
actions unless obtaining a positive instant payoff, i.e., Cj.$/ � 0, for action j < L.
In this case, the transmitter suffers from the security or throughput loss, implying
Gj � 0, for j < L. In addition, the action with a lower label is more dangerous to
the network and brings more illegal security advantages to the player itself, and thus
Gj � Gi and Ci.$/ � Cj.$/, for given 1 � i < j � L.

For simplicity, the transmission is assumed to be successful if all the SUs in the
area follow the requests. The performance of the transmitter depends on its worst
neighbor, or the worst action taken by its n neighbors. For instance, the transmission
fails if any neighbor disobeys the request. Another example is that a single jammer
can ruin the whole transmission. Therefore, the payoff to the transmitter at time k,
denoted as UT Œk�, is the minimum instant payoff as follows:

UT Œk� D min
1�i�n

GAiŒk�; (6.4)

where Ai Œk� is the action taken by SU i at time k. In addition, we denote the payoff
of action i to the SU itself as UiŒk� and assume it to be independent of other SUs,
i.e.,

UiŒk� D Ci.$/: (6.5)

The intended receiver and the observing SUs monitor the transmission and evaluate
the behavior of each SU.
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An evolutionarily stable strategy cannot be invaded by any alternative strategy
that is initially rare, and natural selection alone is sufficient to prevent alternative
strategies from invading. To evaluate the stability property, the Wright-Fisher model
[17] is used to study how the action rules spread over the CRN, where the probability
for an SU to choose a strategy is proportional to the expected payoff of the
population using that strategy. More specifically, the probability for an SU to choose
action strategy next time, yiŒkC 1�, is given by

yiŒkC 1� D yi Œk� Ui Œk�P
l

yl Œk� Ul Œk�
: (6.6)

The condition that the desired strategy Oa, in (6.3), is viewed as evolutionarily
stable, if each SU is motivated to adopt the desired strategy, Oa D a�. As indicated
by (6.3), SUs select their actions regardless of their own reputations. Therefore, the
optimal action in this game can be expressed as
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L
� � �
L
L
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where a�i .$/ is the optimal action of the SU with relay indicator $ against a
transmitter with a reputation i. The probability for each reputation to be accurately
broadcast is denoted by PDi D � , where � is the probability to successfully identify
a jammer, and thus the reputation propagation matrix, ˚ , Œ˚l;m�L�L, can be given
by ˚l;l D � and ˚l;m D 1��

L�1
;8l ¤ m.

We now consider a more interesting case, where each SU is able to perform
jamming. In this case, L D 3 and the action set is {1, 2, 3}, whose elements represent
jamming attacks, request rejection, and to follow the request by the transmitter,
respectively. The corresponding instant payoffs of the SU itself and that of the
transmitter are G D Œ�8;�1; 10� and C.$ D 1/ D Œ5; 1;�0:5�, respectively.
Using (6.2), we obtain

Q3�3 .$ D 1/ D
2
4 1 1 1

3 3 2

1 2 3

3
5 (6.8)

and

Oa3 .$ D 1/ D Œ2; 2; 3�T : (6.9)

As a benchmark, we also consider an anti-jamming system based on direct
reciprocity principle, where each SU chooses its action according to its past
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interaction with its current opponents. As shown in Fig. 6.5, the system based on
direct reciprocity principle fails to work in the networks with N D 5000 SUs,
and the network corrupts shortly after the start of the process with an eruption of
jamming. That is because the long-term punishment cost to a jammer in the direct
reciprocity-based approach is small, compared with its illegal security gain, as SUs
are unlikely to meet each other again very soon in the large-scale CRN.

Fortunately, the indirect reciprocity-based anti-jamming system can address this
problem and efficiently combat attacks in the large-scale CRN. For example, more
than 90 % of the population chooses the desirable strategy, shortly after the start
of the process in the system, as shown in Fig. 6.5a. As shown in Fig. 6.5c, the
system reduces the jammer population from around 5 % to less than 0.05 % shortly
after 400 time slots. In addition, as shown in Fig. 6.5, the anti-jamming system that
applies � D Œ0:2; 0:4; 0:5� has a better security performance than the case with
� D Œ0:5; 0:5; 0:5�. The reason for the significant drop of the jammer population is
that the system takes into account the attacking behavior with more weights in the
reputation updating, and thus punishes jammers with longer punishment duration.

6.6 Anti-jamming Transmissions Based on Learning

As system parameters such as the channel states and the jamming strategies are
not always known in time, reinforcement learning has become an important method
for secondary users to choose their transmission strategies to improve their anti-
jamming performance. The power allocation strategy proposed in [15] achieves the
optimal transmission power and channel selection with unaware parameters such as
channel gains based on reinforcement learning.

In CRNs with multiple channels, an SU and a jammer repeatedly choose
their power allocation strategies over multiple channels simultaneously without
interfering with primary users. Both the SU and jammer are assumed to access only
one of M available channels in a time slot and their transmit power is quantized
into K levels. The actions of the SU and jammer at the nth time slot are denoted
by xn D ŒPs; �s� and yn D ŒPj; �j�, where Ps=j 2 fPkg1�k�K denotes the transmit or
jamming power respectively, and �s=j 2 f1; � � � ; Mg is the channel ID selected by
the SU (or jammer). The transmission cost per unit power of the SU and jammer are
Es and Ej, respectively.

The channel power gains of the SU (or jammer), denoted by Hs D Œh�s
s �1��s�M

(or Hj D Œh
�j

j �1��j�M), where h�s
s (or h

�j

j ) is the power gain of channel �s (or �j),
is assumed to be constant and known by both nodes. Neither the SU nor jammer is
allowed to disrupt the PU’s ongoing transmissions. The presence of PUs is indicated
by ˛, where ˛ D 0 indicates the presence of PUs on the chosen channel. In each
time slot, the SU and the jammer decide their strategies simultaneously based on
the network state and the learning history. The SU observes the state, denoted by
sn

s D Œ˛n�1; yn�1�, and chooses its transmission power and channel ID, denoted
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Fig. 6.5 Performance of the
reputation-based
anti-jamming system with
N D 5000 SUs, whose
transmission probability
	 D 0:2, for both the direct
reciprocity system and the
indirect reciprocity system,
with different forgetting
factor vectors (�) in the
reputation updating process,
the size of the action set
L D 3, and the jammer
identification rate � D 0:999

in [14]. (a) Percentage of the
population with the desired
strategy. (b) Total network
utility. (c) Jamming rate
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by xn. The jammer chooses its action yn based on the observed state denoted by
sn

j D Œ˛n�1; xn�1�. Let I.x/ is an indicator function.
The immediate utility of the SU at time n, denoted by us, is based on the SINR

and given by

us.sn
s ; xn/ D ˛

Psh
�s
s

"C Pjh
�s
j I.�s � �j/

� CsI.�
n
s � �n�1

s / � EsPs; (6.10)

where the first term indicates the SINR of the SU, the second term represents the
hopping cost of the SU, the last term is the transmission energy consumption of the
SU, " is the constant noise power, Cs is the cost of the channel hopping of the SU,
and Cj is the hopping cost of the jammer. Similarly, the immediate utility of the
jammer, denoted by uj, is given by

uj.sn
j ; yn/ D �˛

Psh
�s
s

"C Pjh
�s
j I.�s � �j/

� CjI.�
n
j � �n�1

j /� EjPj: (6.11)

The SU chooses its action xn based on state sn
s according to its policy denoted by


s.sn
s / to receive an immediate utility us.sn

s ; xn/. Similarly, the jammer chooses its
jamming policy yn according to 
j.sn

j /, and receives immediate utility uj.sn
j ; yn/. As

information such as the state transition probability is not always available to the SU
and jammer, Q-learning [18] and WoLF-Q [19] can be used to derive the optimal
power allocation strategies.

At the beginning of a time slot, the SU and jammer select their actions xn and yn

simultaneously based on their actions and that of PUs in the last time, respectively.
The learning rate of the SU, denoted by �s, is firstly updated by

�s.sn; xn/ D 1

1C N.sn; xn/
; (6.12)

where N.sn; xn/ is the number of the occurrence of the state-action pair .sn; xn/. It is
clear that �s.s; x/ decreases over time. The discounting factor, denoted by ı 2 Œ0; 1�,
indicates the weight of a future payoff over the current payoff. Let Vs.s/ represent
the maximum Q value of the SU at state s. The SU’s quality function of state-action
pair .sn; xn/, denoted by Qs, is updated by

Qs.sn; xn/ .1� �s.sn; xn//Qs.sn; xn/C �s.sn; xn/.us.sn; xn/C ıVs.snC1//

(6.13)

Vs.s/ max
x2X

Qs.s; x/: (6.14)
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Algorithm 1 Power Control of SU Based on Q-Learning
1: Initialize: Qs.s; x/ D 0, Vs.s/ D 0, 
s.s/ D ŒP1; 0; : : : ; 0�0 and �s.s; x/ D 1, 8s; x
2: for n D 1; 2; 3; : : : do
3: Observe the current state sn

4: Select an action xn at random with a small probability � or xn D 
s.sn/

5: Observe the subsequent state snC1 and immediate reward us

6: Update �s.sn; xn/ via (6.12)
7: Update Qs.sn; xn/ via (6.13)
8: Update Vs.sn/ via (6.14)
9: Update 
s.sn/ by (6.15)

10: end for

Then the SU updates its policy by


s.s/ arg max
x2X

Qs.s; x/: (6.15)

Details of the SU’s channel selection and power control with Q-learning are given
in Algorithm 1.

Two learning rates, denoted by ıwin and ılose (0 <D ıwin < ılose <D 1), are
used by WoLF-Q to compare the current expected value and that of the estimated
average policy. If the current expected value is lower (i.e., the player loses), the
larger learning rate ılose is used to learn faster, otherwise ıwin is used to learn slower.
According to the state sn D Œ˛n�1; yn�1�, the number of the occurrence of state sn,
denoted by Z.sn/, is updated by

Z.sn/ Z.sn/C 1: (6.16)

Next, the SU estimates the average defense policy, denoted by N
s;w, which is given
by

N
s;w.sn; x/ N
s;w.sn; x/C
s;w.sn; x/� N
s;w.sn; x/

Z.sn/
: (6.17)

The actual defense policy of the SU denoted by 
s;w, is updated by


s;w.sn; x/ 
s;w.sn; x/C4s;x; (6.18)

where the weight4s;x is given by

4s;x D
(
�minf
s;w.s; x/; ısjXj�1

g; x ¤ arg maxx0 Qs;w.s; x0/P
x¤x0 minf
s;w.s; x0/; ısjXj�1

g; o.w.
; (6.19)

where jXj is the size of X. The learning rate of the SU, denoted as ıs, is chosen by

ıs D
(

ıwin;
P

x0 
n
s;w.sn; x0/QnC1

s;w .sn; x0/ >
P

x0 N
n
s;w.sn; x0/QnC1

s;w .sn; x0/
ılose; o.w.

(6.20)
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Algorithm 2 Power Control of SU Based on WoLF-Q
1: Initialize: Qs.s; x/ D 0, Vs.s/ D 0, 
s;w.s/ D 1=jXj, �s.s; x/ D 1 and Z.s/ D 0;8s; x.
2: for n D 1; 2; 3; : : : do
3: Observe the current system state sn

4: Select an action xn at random with a probability � or the probability policy 
s;w.sn; xn/

5: Observe the subsequent state snC1 and immediate reward us

6: Update �s.sn; xn/ via (6.12)
7: Update Qs.sn; xn/ via (6.13)
8: Update Vs.sn/ via (6.14)
9: Update Z.sn/ via (6.16)

10: Update N
s;w via (6.17)
11: Update 
s;w via (6.18)
12: end for
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Fig. 6.6 SINR of an SU with anti-jamming power control strategies based on Q-learning and
WoLF-Q with ˛ D 1; ı D 0:7; ıwin D 0:05; ılose D 0:1; M D 16; � D 1; Cs D Cj D 0:01; Es D
Ej D 0:01 and Pi 2 f0; 5; 10g in [15]

Details of the SU’s channel hopping and power control algorithm with WoLF-Q
are presented in Algorithm 2. To investigate the rarely accessed state-action pairs,
the SU applies �-greedy algorithm, i.e., one of other actions is chosen with a small
probability � in the update.

Figure 6.6 indicates the performance of the power control strategy with Q-
learning against a sweeping jammer with jamming power Pj D 10, transmission
cost per unit power Ej D 0:01 and hopping cost Cj D 0:01. The SINR increases
with time and converges to the optimal value at about 5.7, due to the SU’s capability
to fast learn the jammer. If both the SU and jammer use WoLF-Q, the SINR of the
SU increases soon after the start of the game and eventually converges to about 4.5.
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6.7 Summary

In this chapter, we have investigated active anti-jamming techniques for CRNs by
exploiting the requirement of network access by secondary users. By punishing
jammers with different strengths, a secure cognitive radio network can suppress
the jamming motivations of CR nodes to reduce the jammer population. If the
system parameters such as channel states and opponent actions are unknown, the
power allocation strategies based on reinforcement learning can improve the SINRs
and utilities of secondary users.
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Chapter 7
Conclusion and Future Work

7.1 Summary of Jamming in CRNs

We have investigated jamming attacks in cognitive radio networks based on game
theory and learning techniques. We reviewed traditional anti-jamming techniques in
Chap. 2 and discussed in Chap. 3 how to improve the anti-jamming performance of
spread spectrum-based systems. More specifically, uncoordinated spread spectrum
techniques resist smart jammers without requiring any pre-shared PHY-layer keys
and node cooperation is applied to improve both jamming resistance and commu-
nication efficiency. The spectrum efficiency of the anti-jamming transmissions was
analyzed and the implementation issues were discussed.

In Chap. 4, we applied game theory to investigate the interactions between
the jammer and the transmitter in cognitive radio networks. Both the NE and
Stackelberg Equilibrium were presented for one-shot games and then repeated anti-
jamming games were discussed. We also studied the impact of node cooperation and
inaccurate information on the performance of the anti-jamming transmission games.

We reviewed game theoretic cooperation stimulation methods in Chap. 5, and
investigated active anti-jamming solutions in CRNs based on reciprocity principles
in Chap. 6. We discussed evolutionarily stable anti-jamming strategies and then
presented the anti-jamming strategies based on reinforcement learning for dynamic
networks with nodes being unaware of the system parameters.
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7.2 Future Work

The anti-jamming communications in cognitive radio networks described here
suggest a number of research topics. To cite just a few:

1. Most existing game theoretic study on anti-jamming communications in CRNs
is based on simplified network models and channel models. For instance, the
channel gains between the legal transmitter and receiver are usually assumed to
be known by the jammer, which does not always hold in practice. An important
future topic is to formulate a jamming game that consists of more detailed and
accurate assumptions.

2. Most existing learning-based anti-jamming techniques depend on trial-and-error
manners. However, the convergence speed of the anti-jamming transmissions can
significantly increase if incorporating known channel models and parameters.

3. In game theoretic study on jamming attacks in cognitive radio networks, the
performance is validated via numerical analysis and simulations. In the future,
the proposed algorithms have to be implemented in actual cognitive radio
systems, such as USRP to derive more accurate results.
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