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Preface

In electronic warfare (EW), military forces rely on focused electromagnetic energy
such as radio waves, infrared radiation, radar and high-powered laser light to
intercept, manipulate or disable an adversary’s electronic equipment.
Successful EW techniques require mature, efficient, high-powered, high-frequency
and reliable electronic devices where the choice of enabling technology is appli-
cation dependent. Soldiers rely on equipment to operate faultlessly in various and
often harsh environmental conditions. It is not uncommon for defective equipment
to have fatal consequences in certain circumstances. Furthermore, military activity
is increasingly becoming more reliant on technology for surveillance, reconnais-
sance and gathering intelligence. Advances in technology miniaturization and
efficiency are ensuring rapid progress in electronic attack (EA), electronic protec-
tion (EP) and electronic support (ES), the three major areas of EW. Information
warfare is also reliant on electronic equipment to process, store and display large
amounts of data instantly, using high-frequency and dependable technologies.
High-powered equipment can be used as weapons to destroy electronic equipment
and even physically damage vehicles or buildings, or cause harm to humans. The
mobility of these weapons is typically problematic, since the electronic subsystems
are large and bulky, which is another motivation to miniaturize the electronic
supporting circuitry to improve mobility.

Semiconductor processing has also evolved to facilitate complex processing and
storage circuits occupying only a few millimetres of area. Integrated circuits
(ICs) are the heart of most electronic devices capable of gathering, interpreting and
storing digital information or generating, distributing and receiving analog signals.
Semiconductor process technologies vary with respect to the application require-
ment. Inherent trade-offs between process technologies require thorough under-
standing and research of the requirements, limitations and advantages. Process
technologies, such as silicon (Si) variants, which include complementary metal–
oxide–semiconductors (CMOS) and Si-germanium (SiGe), indium phosphide
(InP) variants, gallium arsenide (GaAs) variants and gallium nitride (GaN), can be
used to realize complex, high-frequency and/or high-power ICs. In EW and in
space-based applications, reliability in harsh conditions and physical size
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limitations are frequently required for electronic subsystems. A difficulty that
restricts researchers from experimenting and iterating through new ideas and
hypotheses regarding the advancement and improvement of EW subsystems is the
cost of prototyping and testing submicron electronic circuits. Advantages of Si are a
relatively low price to manufacture, high yields and global availability; its caveat,
however, is the limitations of its performance. Materials with superior performance
in terms of noise, operating speed or output power exist and are available for
prototyping, but the higher costs or complex modelling repeatedly deters
researchers (and experts) from implementing these technologies.

This book, SiGe-based Re-engineering of Electronic Warfare Subsystems, pro-
vides a comprehensive and relevant arrangement on the applicability of new gen-
eration SiGe electronic subsystems in EW equipment. The definition of EW is
expanding, with new innovations and replacement technologies becoming more
feasible. Although considered somewhat futuristic, charged particle beam acceler-
ation and laser weapons are becoming increasingly more conceivable, using modern
high-powered electronic devices accompanied by rapidly switching supporting
circuitry. The basis of these technologies is not new, but their application as
offensive or defensive weapons is still at the experimental stage. The fundamental
principles of charged particle beam acceleration and lasers are reviewed and pre-
sented in this book, highlighting the roles that microelectronic components play in
facilitating these weapons and applications, such as laser rangefinders. The gen-
eration of laser light also allows optoelectronic communication and microwave
photonics, transmitting data by using light as the modulating medium.
Optoelectronic communication presents superior performance in bandwidth and
low-noise operation, compared to traditional copper and microwave transmissions.
High-speed signal processing and complex ICs are requirements of the supporting
circuitry to enable optoelectronic communication to operate at its potential maxi-
mum bandwidth, ideally using low-cost and mature technology. In addition, the
possibility of realizing optic and electronic circuitry on a single die makes SiGe (in
view of its Si substrate) a dominant contender in this research discipline. The
characteristics of SiGe permit its use in EW, and this book exploits its advantages
and provides an in-depth review of the subsystems where SiGe presents the ideal
replacement technology for previous and current generation systems.

SiGe offers additional advantageous characteristics compared to traditional
CMOS technologies for high-radiation environments, such as in low-earth orbit
where space EW offers tactical advantages in EA, EP and ES. An in-depth review
of the semiconductor component construction in SiGe is presented in this book to
provide better understanding of the inherent radiation-hardened characteristics of
SiGe, accompanied by a review of the mechanisms that lead to single event upsets
or permanent material damage due to radiation.

SiGe-based Re-engineering of Electronic Warfare Subsystems concludes in the
final two chapters by reviewing the potential future of EW and the potential con-
tributions that SiGe can offer. Numerous technologies such as traditional Si, wide
bandgap materials such as GaN and silicon carbide and high-speed technologies
such as InP and GaAs exist and are being used for various applications in the
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military, space and commercial sectors. The authors have taken it upon themselves
to write this book specifically to address these research topics and empower the
scholarly community through this research—integrating EW.

Johannesburg, South Africa Wynand Lambrechts
Saurabh Sinha
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Abstract

SiGe-based re-engineering of Electronic Warfare Systems provides a comprehen-
sive and relevant arrangement on the applicability of new generation
silicon-germanium (SiGe) electronic subsystems in electronic warfare
(EW) equipment. Taking forward research to date, including the state of the art, this
work is throughout supported by mathematical derivations, theoretical background
and informative illustrations. The aim is to provide thorough context of electroni-
cally oriented methods used in EW attack, protection and support with focus on the
speed and reliability of current generation SiGe circuits. EW systems vary in
application, capabilities and strategies depending on its intent, and this book
addresses elements of implementation, research, design, development and innova-
tions from a technical and non-technical standpoint.

The text simplifies key technological principles in the EW environment.
Resulting from the seemingly constant improvements in technology, the decrease in
cost and the increase in performance of SiGe as underlying technology, there is a
gradual shift towards implementing SiGe in EW countermeasures and
counter-countermeasures. Shared information on EW implementations remains
limited due to its implicit military activity, and the authors envisage this book as an
engineering guideline in EW, since convenient availability of information is a
defining factor of progress and innovation.

EW uses focused electromagnetic (EM) energy, also known as directed energy,
such as radio waves, infrared, radar or laser light to communicate with allied forces
or to obscure or disable an adversary’s electronic equipment. Military activity is
increasingly becoming more reliant on technology to reduce casualties through
intelligence, surveillance and reconnaissance. Most electronic circuits used in EW
already exist in literature and in practice, and this book aims to present these circuits
and its comprising technologies as building blocks of EW. Relevance of these
technologies is found in equipment such as radar jammers, low-noise communi-
cations and high levels of radiation interference. This book then explores SiGe as an

xix



enabling technology for maritime, land and airborne (including space) EW. Many
emerging economies do not have free and readily available access to information to
research these technologies, and a condensed source for EW technology is required.

Wynand Lambrechts
Saurabh Sinha
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Chapter 1
SiGe Based Re-engineering of Electronic
Warfare Subsystems

1.1 Introduction to Electronic Warfare

Electronic warfare (EW) uses focused electromagnetic (EM) energy, also known as
directed energy (DE), such as radio waves, infrared (IR), radio detection and
ranging (radar) or light amplification by stimulated emission of radiation (laser)
light, to communicate with allied forces or to obscure or disable an adversary’s
electronic equipment. EW has changed over the decades and communications,
device miniaturization and microelectronics, automation, electric motors, radar
power output, three-dimensional printing, chemistry, global positioning, metallurgy
and sensors and actuators are only a few disciplines in which technology advances
have contributed to commercial and military system enhancements. The key term in
the definition of EW, especially concerning this book, is directed energy. This book
delves beyond the resulting application of DE and investigates the underlying
technologies used to achieve modern-day integrated systems. DE is defined by Ellis
(2015) as “an umbrella term covering technologies that produce concentrated
electromagnetic energy and atomic or subatomic particles. A DE weapon (DEW) is
a system using DE primarily as a means to incapacitate, damage, disable or
destroy enemy equipment, facilities and/or personnel. DE warfare is military action
involving the use of DEW, devices and countermeasures to incapacitate, cause
direct damage to or destroy adversary equipment, facilities and/or personnel or to
determine, exploit, reduce or prevent hostile use of the electromagnetic spectrum
through damage, destruction and disruption. It also includes actions taken to
protect friendly equipment, facilities and personnel and retain friendly use of the
electromagnetic spectrum”. From the definition adapted from Ellis (2015) it is clear
that DE and DEW are predominantly weapons that make use of ‘invisible’
ammunition, contrary to classical bombs, bullets and missiles. EW, however,
incorporates DEW into its means of attack, but encompasses a large variety of
disciplines, skills, technologies and strategies that will be discussed in this book,
with reference to electronic and microelectronic technology throughout. EW can be
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considered a rather taboo topic in many circumstances and conversations and in this
book, the topic is discussed while always maintaining a strong cross-reference to
the technology that enables it. The goal is therefore to educate the reader on old and
new techniques, enhancements and possibilities of technology. As will become
evident in this chapter and throughout the book, strong focus is also placed on
microelectronic components, especially components made of silicon-germanium
(SiGe) compounds and the benefits that these components hold in unforgiving
environments, generally associated with military activity. However, before these
discussions take place, we will first reconsider the definition of EW and expand on
it.

EW is a term that encapsulates various areas of electronic measures for offensive
and defensive application. In general, EW can be divided into three major areas,
namely

• electronic attack (EA)—an offensive strategy,
• electronic protection (EP)—which can be offensive or defensive, and
• electronic support (ES)—a defensive strategy.

EA aims to disrupt communication signals of the enemy, whereas EP is used to
shield allied communication from electronic attacks such as jamming. ES refers to
action taken to identify and classify sources of intentional and unintentional EM
interference as preventative measures to protect the integrity of communication
systems of allies and in some instances, civilians. These main areas of EW and
examples of each are depicted in Fig. 1.1.

In Fig. 1.1, EW is graphically divided into its three major areas, being EA, EP,
and ES, as already defined. EA is further subdivided into categories of attack, which
include electronic countermeasures (ECM), deception, intrusion, jamming, pulsing
and probing. In this book, each of these categories is discussed and examples of
electronic circuits that enable such tactics are given, accompanied by detailed
descriptions of the circuits. Following the same strategy, the other two categories
will also be covered. As seen in Fig. 1.1, EP consists mainly of electronic
counter-countermeasures (ECCM), flare rejection, spread spectrum technologies, a
joint restricted frequency list (JRFL), emissions control (EMCON) and stealth. ES
is broadly divided into signal intercept and intelligence (SIGINT). SIGINT is a
relatively broad term and can be further divided into three sub-categories, namely
electronic intelligence (ELINT), communications intelligence (COMINT) and for-
eign instrumentation signals intelligence (FISINT). For convenience and for later
use in this book, the categories of SIGINT are depicted in Fig. 1.2.

From Fig. 1.2, ELINT and electronic support measures or electronic surveillance
measures (ESM) are grouped together, since both techniques use various electronic
surveillance systems to provide intelligence and information required to perform ES
(its parent category in Fig. 1.1). ELINT and ESM broadly comprise electronic
intelligence-gathering techniques, radar and EM signal matching, electronic signal
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surveillance and meaconing,1 a procedure to learn characteristics of enemy navi-
gation systems such as radio beacons. Also part of SIGINT is COMINT, which
focuses mainly on signal interception of foreign communication. The third category
of SIGINT is FISINT, associated with interception of foreign EM signals. The
difference between COMINT and FISINT is in the content of the communications.
COMINT deals with interception of messages between human operators, i.e.
messages comprising interpersonal/relational communications, whereas FISINT
deals with machine interactions and digital instructions. These instructions include
relaying of telemetry data and verifications (TELINT), tracking system data and
video data links. These definitions and categories of EW are used to distinguish
between the intent of the technology and tactics and give designers and researchers
a narrower goal when investigating or experimenting with new technologies to
improve EW. Practically the terms are also used throughout military activity and
gives military personnel, soldiers and engineers clear and defined intent of
operations.

EW applications are found in almost all military environments: maritime (naval
EW), on land (ground EW) and in the air (airborne EW and space EW). Vessels may
bemanned or unmanned and targets include communication systems and radar where
the intent is either offensive or defensive. EW systems vary in application, capabilities
and strategies, depending on the environment in which they are used. Factors such as
vehicle speed and maneuverability, offensive and defensive capabilities and potential
risks to humans are considered when implementing EW systems.

EA and EP rely on effective countermeasures and counter-countermeasures to
deceive, infiltrate and confuse electronic communication and detection signals such
as radar, sonar, laser and IR. Countermeasures of electronic signals are heavily
dependent on first identifying an enemy’s electronic capabilities and then the
implementation of comparable technology that is able to operate at the same
standards (for instance when considering high-frequency (HF) and high-power
enemy equipment) as that of its adversaries.

The arena of EW has changed over the years and since we have entered the
information age, EW has been becoming more important than ever. Historically,
EW was specifically aimed at communication systems, but the focus has shifted, or
more accurately, expanded to data and stored information.

1.2 Information Warfare and Terrorism

As the world entered the information age (computer/digital age) by shifting from
the industrial age to an economy that is essentially based on information and
digitization, EW shifted. Historically, cryptography was considered the only

1Meaconing is the electronic interception and re-broadcast of navigation signals and is derived
from the word beacon.
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tangible association between EW and computer security, but these two disciplines
are fusing at an increasing rate. EW now encompasses many facets, including
computer intrusion, computer-based attacks, physical destruction of digital equip-
ment, EW in its classical sense, deception, security system intrusion and psycho-
logical operations (Cilluffo and Gergely 1997). Information warfare (IW) is
differentiated from other types of warfare through its intention and capabilities to
focus on information systems and the information these contain. The power of
information (in any context) cannot be underestimated, and in wars, information
can help to anticipate enemy movements, execute cyber attacks and falsify digital
information. The line between pure IW and EW is becoming increasingly blurred.
There are typically five major elements associated with IW, either defensive or
offensive, and these are depicted in Fig. 1.3.

Similar to EW and becoming more so, IW places strong focus on COMINT—
intercepting digital information and using it as an advantage, ideally unnoticed by
the enemy. Destruction and exploitation of an adversary’s information systems also
fall under the umbrella of IW, along with protection of own/ally information
through encryption. Anderson (2008) draws some parallels between EW and
computer security, two terms that were not thought to be related decades ago.
Anderson (2008) highlights the fact that most people regard computer security as
primarily concerning confidentiality, integrity and availability of information and
EW intends the exact opposite, since it prioritizes

• denial of service (DoS) (jamming, mimicry and physical attack),
• deception (targeted at automated systems or individuals), and
• exploitation (eavesdropping and obtaining sensitive information from the

enemy).

The information that is digitally stored nowadays holds data of almost every
facet of a country’s infrastructure, including banking and finance, health services,
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Fig. 1.3 Categories of offensive and defensive IW (functional destruction, EW, military
deception, operational secrecy and psychological warfare)
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electric power and distribution, transportation and defense infrastructures contain-
ing political, economic and military secrets (Cilluffo and Gergely 1997). The
availability of low-cost and encrypted communication devices such as cellular
telephones enables terrorist activity on a broad scale and eliminates the historic
requirement for unique radio equipment and secured radio channels.

An example of terrorist activity making use of low-cost commercial commu-
nication devices dates back to 26–29 November 2008 when terrorists used smart-
phones designed for secure and encrypted commercial communication to access
emails, global positioning systems (GPS), voice-over-internet-protocol (VoIP) and
telephone calls to successfully coordinate an attack in Mumbai, India—killing 164
civilians and injuring more than 600 people.

In 2014, violent conflict between Russia and Ukraine broke out and became
another benchmark for case studies aimed at hybrid conflict where cyber attacks
and IW shadowed traditional tactics. Reports of tampering with enemy fiber-optic
cables and parliamentarian candidates’ cellular phones and more common mali-
cious activity, such as distributed denial of service (DDoS) and web defacements,
distinguished this conflict from many others.

The future of EW will definitely have a large IW component and research into
countermeasures and new attacks enjoy high priority worldwide. Topics and ideas
are shared not only privately, but also publicly at international conferences such as
the Australian Information Warfare and Security Conference, the International
Conference on Cyber Warfare and Security, the International Conference on
Information Warfare and Security, the European Conference on Cyber Warfare and
Security and the Information in Warfare Conference, to name a few. Noticeable
from these conferences is that many were established in the early 2000s, indicating
the relatively ‘new’ discipline that is IW.

A tactic that has been around for quite some time though, is the use of electronic
equipment that generates EM radiation as countermeasures against attacks by
enemies.

1.3 Electronic Countermeasures

ECM are focused on two kinds of EM-directed radiation. The first targets com-
munication systems, including voice, text and data links, whereas the second
focuses on sensors and actuators of enemy systems, also therefore technically
divided into information and physical damage.

ECM against sensors and actuators typically receives priority compared to ECM
against communication systems because of the potential immediate threat of an
enemy’s intent. Disruption and interception of communication systems lead to
delayed reaction or misinterpretation of enemy instructions, whereas destroyed
sensors and actuators can have an immediate and fatal effect.

6 1 SiGe Based Re-engineering of Electronic Warfare Subsystems



To apply ECM, two classes of ECM are identified, with various implementations
of each. These classes are radar jamming and deception. Figure 1.4 highlights the
types of radar jamming and deception techniques.

According to Fig. 1.4, radar jamming is divided into electronic jamming and
mechanical jamming. Electronic jamming can either be by brute power (obvious) or
subtle. Brute methods include high-powered concentrated stepped tones that
interfere in the EM spectrum of interest, random noise interference through
high-powered transmitters, radio pulsing and signal distortion. Electronic jamming
methods that are intended to interfere with the EM spectrum imperceptibly (subtly),
primarily through manipulation of the received energy, are squelch capture, mod-
ulation intercepting, handshaking intercepting and continuous channel occupation,
which is especially effective for technologies that rely on open channels to transmit
and receive, such as Wifi and Bluetooth. This kind of electronic jamming is also
referred to as digital radio-frequency memory (DRFM) or repeater jamming and is
discussed as a separate topic, since it comprises various sub-divisions. A DRFM
implementation has a simple premise though; its (simplified) integration into a
communication system is show in Fig. 1.5.

As shown in Fig. 1.5, the DRFM circuitry is placed between the incoming
radio-frequency (RF) signal preamplifier module and the outgoing power amplifier
(PA). DRFM systems are used for the imitation of complex and coherent signals
generally related with pulse-compression radars. The expanded functional com-
ponents and supporting circuitry of a DRFM radar jammer are shown in Fig. 1.6.
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Fig. 1.4 Radar jamming and deception techniques classed under ECM
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To achieve high-speed DRFM, its functional components are generally designed
on a single application-specific integrated circuit (ASIC) to avoid interconnect
delays and improve on its modularity and cost-effectiveness. Required components
within the ASIC design include preamplifier stages, analog-to-digital converters
(ADCs), correction networks, encoding, de-multiplexing, pipeline delay imple-
mentation, multiplexing and digital-to-analog converters (DACs). In recent years,
the popularity of SiGe as underlying technology for high-speed ADCs and DACs
has increased because of its functionality, capability, robustness and performance
advantages compared to earlier implementations. To implement jamming protec-
tion, significant processing gain, in direct proportion to an increase in available
spectrum for signal processing is required. SiGe for example offers such advantages
and this technology is detailed and discussed in this chapter and extensively in
future chapters of this book.

Conversely, mechanical jamming is caused by physical equipment designed to
reflect or re-radiate electronic signals or act as false targets (decoys). Three types of
mechanical jamming devices include chaff (clusters of small, thin pieces of alu-
minum, metallized fiberglass or plastic) appearing as multiple primary targets on

DRFMPre-amplifier Power 
amplifier

Fig. 1.5 Simplified functional placement of DRFM radar jamming device

Digital 
manipluationADC DAC

Local oscillator

Memory 
controller FPGA / DSP

Fig. 1.6 Functional components of a DRFM baseband processor radar jammer
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enemy radar, corner reflectors and sacrificial decoys. Decoys can in addition
implement corner reflectors and chaff to confuse the enemy’s electronic radar
acquisition and targeting equipment further.

Referring back to Fig. 1.4, deception techniques form a separate class of ECM,
mimic radar echo and deceive enemy radar into interpreting received signals as
echoes from its targets (or even allied vehicles). Deception techniques will not only
mimic radar echoes, but also supply incorrect information on the range and bearing
of the proposed target, ideally accomplishing this without the knowledge of the
enemy operator. There are two ways of achieving deception: through repeaters or
transponders. Repeaters receive the incoming radar signal, manipulate the infor-
mation and re-transmit it back to the sources, whereas a transponder plays back a
pre-recorder duplication of the radar signal when triggered.

In EW, offensive tactics are also required and weapons designed for this specific
purpose can become complex and expensive. Depending on the power output of
such a weapon, it is generally considered safe for human targets; however, extre-
mely high-powered laser devices can cause injury to humans. These types of
weapons are discussed in the following section.

1.4 Directed Energy Weapons

Various forms of DEW have been proposed and used for the last five decades since
their invention and constant improvement in technology has ensured continual
research and application of DEW. During the last two decades, there has been a
significant shift towards interest in moving from medium-energy laser (MEL) to

• high-energy laser (HEL),
• high-power microwave (HPM),
• electromagnetic pulse (EMP), and
• millimeter-wave (mm-wave) technology research (Ellis 2015).

The definition/classification of laser weapons in terms of their energy rating
differs between sources, countries and military institutions, but a rough approxi-
mation is given by Weise et al. (2004) and adapted in Table 1.1:

There are four fundamental approaches to achieve either high- or medium-power
laser energy weapons (GlobalSecurity 2016). These approaches/categories are

• chemical lasers,
• diode-pumped solid-state (DPSS) lasers,
• fiber lasers and
• free electron lasers (FELs).

The laser energy weapons (chemical, DPSS, fiber and FEL) are described further
in Table 1.2, with a brief discussion of the basic operation of each. The electronic
requirements and technical detail of these laser weapons are discussed in
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subsequent chapters and Table 1.2 aims to provide a brief introduction to the types
of lasers. Laser energy weapons are considered an intricate part of future DEW and
are therefore especially highlighted in this chapter and expanded in this book.

Other examples of DEW include long-range acoustical devices (LRAD),
laser-induced plasma channel (LIPC) and pain beams (Saeed et al. 2008).
Any DEW operates at a specified frequency, effective against enemy communi-
cations and electronics based primarily on its operating frequency and power level.

Microwave frequencies include electromagnetic radiation with wavelengths
ranging from 100 cm (300 MHz) to 0.1 cm or 1 mm (300 GHz), whereas
mm-wave frequencies, a subset of microwave frequencies and also referred to as
extremely high frequencies (EHF) are defined between 1 cm or 10 mm (30 GHz) to
300 GHz. DEWs are generally defined by their effective range and power output
(adapted from Ellis 2015). Table 1.3 summarizes the range and output of HEL,
HPM and mm-wave DEWs.

DEW can be fired from various launchers and vehicles. Vehicles that are
unmanned are becoming more commonplace owing to advantages as described in
the following section. Launching DEWs from these types of vehicles offer similar
advantages, mainly the lack of a human operator and the risk of fatalities during
missions where DEWs are used.

Table 1.1 Approximate categorization of laser energy rating (Weise et al. 2004)

Energy rating Directed energy (kW) Energy density Applications

Low-energy <1 <1 mJ/cm2 Jamming or destruction of sensors

Medium-energy 10–100 >1 J/cm2 Surface destruction of optronics

High-energy >100 >1 kJ/cm2 Destruction of material structures

Table 1.2 Four categories of high- and medium-power laser energy technologies

Laser energy
technology

Comments

Chemical lasers Examples include chemical oxygen iodine laser (COIL), hydrogen
fluoride laser and deuterium fluoride (DF) laser

DPSS Operates by pumping a solid gain medium such as a ruby or
neodymium-doped yttrium aluminum garnet (YAG) crystal with a laser
diode

Fiber lasers A laser with an active gain medium in an optical fiber doped with elements
such as erbium, ytterbium, neodymium, dysprosium, praseodymium or
thulium. High output-power and reliability and low maintenance cost.
Used in semiconductor saturable absorber mirrors (SESAMs)

FEL Uses a relativistic accelerated electron beam (e-beam) injected into a
periodic, transverse magnetic field as the lasing medium as opposed to
bound molecular or atomic states

10 1 SiGe Based Re-engineering of Electronic Warfare Subsystems



1.5 Unmanned Aerial Vehicles in EW

Unmanned aerial vehicles (UAVs) (also referred to as unmanned aerial systems
(UAS) or the mostly military connotation, drones2) are, as the name suggests,
aircraft with no human pilot on board to steer and maneuver the vehicle. These
aircraft can be controlled autonomously through software algorithms to achieve, for
instance, marker recognition (such as gray scaling, contour detection, corner cal-
culations, normalization or template matching (Kim et al. 2015)) with various
sensors and actuators to allow autonomous flight. Another method of control is
exercised remotely by a human operator (possibly to Nikola Tesla’s dismay after he
demonstrated the first radio signal remote-controlled boat in 1898, realized the
military applications of such a remotely manipulated device and chose not to be
associated with such activity.) UAVs have many applications. With a decrease in
their price, more people (militaries and commercially) are gaining access to such
vehicles and applications are expanding rapidly. Not all applications are necessarily
tied to military use and commercial use of such vehicles is also growing fast. UAV
classification typically falls into one (or more) of six main categories (DHL Trend
Research 2014), namely:

• Civil and commercial applications in industries such as mining, civil con-
struction, energy transmission and distribution, water, agriculture, oil and gas,
energy services, emergency response, film and photography and
telecommunication.

• Logistic support in the service delivery and transport sector.
• Research and development for weather patterns, environmental effects due to

global warming, sustainable development and movement of ocean water.
• Armed UAVs used in combat situations.
• Exploration of enemy areas to gain reconnaissance information.

Table 1.3 Effective range versus effective power output of DEW (adapted from Ellis (2015))

Technology Effective range Effective power output

Millimeter-wave technologies 1 km W to kW

Solid-state and fiber lasers 10 km High-W to mid-kW

Chemical lasers and diode-pumped alkali
and free electron lasers

100 km kW to MW

1990s “e-bomb” explosively driven HPM 100 m Mid-kW to GW

Modern electrically or explosively driven HPM above 1 km MW to mid-GW

High-altitude nuclear EMP 1000 km MW to TW

2More recently, since the introduction of service drones such as the Amazon® Prime Air delivery
drone, the word ‘drone’ has shed some of its seemingly negative connotation with military activity.
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• Copying the flight and physical profile of aircraft to confuse the enemy’s air
defense systems, thus being used as a decoy.

Apart from the application categories of UAVs listed above, because of the
diverse range of systems it is becoming difficult to classify these systems into a
standardized set. The US military, for example, uses a tier system with prerequisites
pertaining to range, endurance and application. UAVs can, in addition, be classified
by their physical dimensions, maximum take-off weight, service ceiling, price and
build types (DHL Trend Research 2014). UAV build types include

• fixed-wing,
• tilt-wing,
• unmanned helicopter, and
• multi-copter.

Each of these build types has its own set of advantages and disadvantages,
discussed in subsequent chapters of this book. Engine types of UAVs are either
electric (these engines are quiet but are heavy owing to battery packs) or
internal-combustion engines (which have a long range and are relatively inexpen-
sive to manufacture, but become loud and obtrusive in populated areas). Hybrid
systems using electric engines for quiet/covert operations and internal combustion
engines to extend their range are also becoming more commonplace, but are still an
expensive alternative to pure internal-combustion options. With advances in tech-
nology, research into electric multi-copter systems is receiving most attention
because of their quiet operation and high maneuverability. Historically, there are
various examples of the use of UAVs, or at least some form of aerial vehicles used
to replace piloted aircraft.

Arguably, the first real reference to UAVs dates back to August 1849 when
Austria launched (number unconfirmed) pilotless balloons, armed with bombs and
timed fuses, against the city of Venice (Italy) after the Italian revolt against Austrian
rule in March 1848. This was the first attack using UAVs to deliver devastating
blows to ground-based targets.

The Royal Flying Corps (RFC) merged with the Royal Naval Air Service on 1
April 1918 after existing as the air arm of the British Army since April 1912.
Importantly, the RFC assisted the British Army during the earlier part of World
War I through artillery cooperation and photographic reconnaissance. By
September 1914 the RFC was able to take aerial photographs from 15,000 to
16,000 ft, which could cover a 2-by-3-mile frontline, giving valuable information
about the enemy’s movement and being used for planning offensive strikes.

UAVs (or drones) have been prevalent in military activity ever since, with the
General Atomics MQ-1 Predator, a medium-altitude, long-endurance unmanned
aircraft system, being one of the most well-known military drones. The MQ-1
Predator was introduced in July 1995 and conceived through joint operations
between the US Central Intelligence Agency (CIA) and the United States Air Force
(USAF) awarding the development contract to General Atomics Aeronautical
Systems (GA) in January 1994. It is still in use (2016) by the USAF and has
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completed missions (with 90 % success rate) over Afghanistan, Pakistan, Bosnia,
Serbia, Iraq, Yemen, Libya, Syria and Somalia.

In an article by Keller (2014), mention of an era dawning where small UAVs are
used in EW to enable warfighters operating on the forward edge of the battlefield to
jam enemy radar, communications and other RF systems is an accurate represen-
tation of drone use in emerging military activities. In October 2014, Northrop
Grumman Corporation’s Aerospace Systems segment demonstrated an internal
miniature EA payload on its UAV during testing at China Lake Naval Air Weapons
Station in Ridgecrest, California (Keller 2014). The company’s UAV (the Bat) is a
catapult-launched low-flying UAV with a 10 or 12 foot (3 or 3.65 m) wingspan
(depending on the exact model) and houses a variety of payloads including an EW
jammer, still-image and video cameras, IR and synthetic aperture radar
(SAR) sensors, laser range-finders, laser designators, communication equipment,
chemical and biological detection systems and flare dispensers (Keller 2014). It is a
beyond-line-of-sight (BLOS) system configured for communications relay,
SIGINT, EW, search and rescue and port or maritime surveillance. The maximum
payload specification for the Bat is 125 lbs (56.6 kg). The amount of technology
available in such a relatively small payload shows that the future of UAVs for
military use is aimed at taking as much advantage of miniaturization as possible.

Uninterrupted and noise-free communication between devices and humans in
military operations is extremely important and radio channels designated for mil-
itary use are a complex but well-defined facet of EW. Contrary to commercial
bands, generally operating in unlicensed bands, the military spectrum is strictly
defined.

1.6 Military Spectral Bands

Spectral assignment for military applications should ideally ensure adherence to
strict requirements for permanent, uninterrupted and noise-free access for control,
surveillance, reconnaissance and reporting. Military activity requires accuracy and
quick response between forces and is a vital requirement that is prioritized.
Frequency assignment for military activity differs from commercial applications
and frequency bands are carefully selected to provide the abovementioned
requirements. The need for specialized personnel to manage frequency allocations
has become more prevalent in recent times with the increase in technology use in
military activities and the complexity of the equipment. These personnel are
responsible for identifying possible incompatibilities and interferences between
their own communication systems and those of other forces, either for combined
and joint operations between allied forces or intercepting enemy communications.
Frequency management in military forces is dynamic (changes frequently) to ensure
flexibility and unpredicted activity, whereas commercial frequency allocation is
usually constant. Globally, the use of RF bands is regulated by governments in most

1.5 Unmanned Aerial Vehicles in EW 13



countries. Various regulating bodies, such as the International Telecommunication
Union (ITU), are dedicated to standardizing frequency allocation.

Another regulating body is the Electronic Communications Committee
(ECC) within the European Conference of Postal and Telecommunications
Administrations (CEPT), which provides the European table of frequency alloca-
tions in the frequency range 8.3 kHz to 3 000 GHz (3 THz) (ECA table). The key
objectives of the ECC, as given in the Emergency Response Communications 2015,
are among others, “to develop European common positions and proposals for use in
the framework of international and regional bodies, and to forward plan and
harmonize within Europe the efficient use of the radio spectrum and satellite orbits
so as to satisfy the requirements of users and industry”.

Similarly, in the United States of America, regulatory responsibility for radio
spectrum allocation is shared by the Federal Communications Commission
(FCC) and the National Telecommunications and Information Administration
(NTIA). The FCC is an independent regulatory agency and administers spectrum
for non-federal use such as state, local, government, commercial, private internal
business and personal use. The NTIA is an operating unit of the Department of
Commerce and administers spectrum allocation for federal use such as for the army,
the Federal Aviation Administration and the Federal Bureau of Investigation.
The NTIA provides the Federal Government Spectrum Use Reports for frequencies
between 225 MHz and 5 GHz. The FCC provides non-federal spectrum allocations
in its Table of Frequency Allocations from 9 kHz to 275 GHz and divides its report
into an International Table of Frequency Allocations and the United States Table of
Frequency Allocations.

During military frequency management, considerations of national and inter-
national regulations, technical requirements of the systems and tactical require-
ments must be carefully considered. Because of the nature of military frequency
use, spectra must be capable of handling high capacities of voice, data and com-
mand operations. In this book, these considerations are identified and guidelines to
understand frequency management and interoperability are provided. The fre-
quency band designations for three frequently used sets of nomenclature are pre-
sented in Table 1.4.

In Table 1.4 the military radar band nomenclature includes HF, very
high-frequency (VHF), ultra-high frequency (UHF), L, S, C, X, Ku, K, Ka and
mm-wave frequencies. The military radar band nomenclature originated during
World War II as a secret communication code between scientists and engineers. Ka
and mm-wave frequencies were added to the list after the codes had been declas-
sified. The ITU radar bands in Table 1.4 are designated for radar systems and the
ECM industry has its own band designations consisting of alphabetical nomen-
clature from the letter A to M. In Table 1.5, typical applications of frequency bands
for military and commercial applications are given.

The typical applications of the frequency bands in Table 1.5 give a high-level
summary of the applications in each of these bands. The high data-rate capability of
UHF, µw and mm-wave frequencies is inversely proportional to the atmospheric
losses and generally require LOS access. In addition, at mm-wave frequencies,

14 1 SiGe Based Re-engineering of Electronic Warfare Subsystems



Table 1.4 Frequency band designations of military radar bands, ITU radar bands and ECM radar
bands

Military radar
(IEEEa radar bands)

ITU radar EU/NATO/US ECM

Band Frequency Band Frequency Band Frequency

HF 3–30 MHz VHF 138–144 MHz A 30–250 MHz

216–225 MHz

VHF 30–300 MHz UHF 420–450 MHz B 250–500 MHz

890–942 MHz

UHF 300–1000 MHz L 1.215–1.400 GHz C 500–1000 MHz

L 1–2 GHz S 2.3–2.5 GHz D 1–2 GHz

2.7–3.7 GHz

S 2–4 GHz C 5.250–5.925 GHz E 2–3 GHz

C 4–8 GHz X 8.500–10.680 GHz F 3–4 GHz

X 8–12 GHz Ku 13.4–14.0 GHz G 4–6 GHz

15.7–17.7 GHz

Ku 12–18 GHz K 24.05–24.25 GHz H 6–8 GHz

K 18–27 GHz Ka 33.4–36.0 GHz I 8–10 GHz

Ka 27–40 GHz J 10–20 GHz

V 40–75 GHz K 20–40 GHz

W 75–110 GHz L 40–60 GHz

mm 110–300 GHz M 60–100 GHz
aThe Institute of Electrical and Electronic Engineers

Table 1.5 Typical applications in military and commercial frequency designations adapted from
Adamy (2006)

Frequency
range

Typical applications

VLF, LF,
MF

Very long-range communications (maritime distress and emergency signals),
commercial amplitude modulation (AM) radio, non-directional navigation
radio beacons, coast-guard and ship-to-shore

HF Signals reflect from ionosphere for long-range over-the-horizon
communications, amateur radio, military and governmental communication,
ship-to-shore, maritime distress and emergency signals, automatic link
establishment (ALE) links

VHF Mobile phone communications, television and commercial frequency
modulation (FM) radio, air traffic control, amateur radio, air navigation
beacons, maritime mobile. High losses beyond line of sight (LOS)

UHF High-speed mobile telecommunication and digital television, UHF stealth
tracking radar. High losses beyond LOS

µw High-definition television and telephone links, satellite communication, radar,
spectroscopy, satellite navigation, radio astronomy. LOS is required

mmw Radar and high-speed data links, radio astronomy, fire-control radar, security
screening. LOS is required. High oxygen absorption
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centered around 60 GHz, oxygen absorption losses are high and attenuate radio
signals at high rates. Oxygen absorption researchers were especially active during
the 1960s and 1970s when satellite communications became increasingly popular,
and many of the early findings are used in propagation modelling today. Several
methods of estimating atmospheric absorption exist, and these methods are briefly
discussed by Hill (1987). The Van Vleck absorption coefficient estimates oxygen
absorption attenuation at around 10–15 dB/km (0.01–0.015 dB/m) for a 60 GHz
transmission, depending on the altitude. Free-space losses and attenuation from the
oxygen absorption band account for losses that occur regardless of the path fol-
lowed by the signal (assuming LOS).

Frequency management and allocation can only really be effective if the
equipment that needs to perform functions at these frequencies is also effective.
Transistors are known to be HF and potentially high-powered components and are
the key active component in practically all modern electronics. The fundamental
operation of transistors as switching devices is well defined, but their capabilities in
terms of speed, power consumption, noise and size vary greatly with fabrication
techniques (process parameters) and material composition. Bipolar transistors have
emerged as one of the most sought-after technologies when designing high-speed
circuits requiring high levels of gain, without compromising in terms of noise.
Initial applications were largely based on technologies such as gallium-nitride
(GaN), aluminum-gallium-nitride (AlGaN), indium-phosphide (InP) and silicon-
carbide (SiC). These technologies, although still in use for lower frequency and
cost-effective applications, have been suffering since the introduction of gallium-
arsenide (GaAs) and SiGe. This book focuses on the current use and future pos-
sibilities of SiGe as the enabling technology in EW.

1.7 SiGe Overview

SiGe heterojunction bipolar transistors (HBTs) have one major advantage that has
led to their success. This is their low noise capability in HF circuits (Niu 2005) due
to their inherent good gain and current densities at a fraction of the cost compared to
other specialized materials (discussed in Chap. 10). In EW, for example, a noisy
circuit can lead to poor and compromised communication and can have devastating
consequences. In commercial applications, low noise capability is also sought, but
the effects of a noisy channel are generally more of an inconvenience as opposed to
a life-threatening compromise.

Digital wireless communications are based on the principle of modulating
baseband data onto an HF carrier in the RF domain (modulation) and
down-converting the signal at the receiver towards its original baseband signal
(demodulation). The modulation-demodulation process is the origin of the term
modem, a device that people have become accustomed to as something that ‘pro-
vides the internet’. During this modulation-demodulation process, however, the
transmitter, the wireless channel and the receiver add noise to the signal. When the
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noise becomes comparable to the amplitude of the signal itself, the probability of an
error in the received signal becomes high.

A parameter to define the possibility of an error at the receiver is called the bit
error rate (BER) and is generally plotted against the signal-to-noise ratio (SNR) of
the signal. Several techniques of advanced modulation and demodulation, such as
quadrature phase-shift keying (QPSK) and orthogonal frequency division multi-
plexing (OFDM), can decrease the BER for a constant SNR. The wireless channel
(in most cases the atmosphere) cannot be manipulated and is an inevitable source of
noise and signal degradation. Mobile phones, for instance, have to demodulate
signals as weak as −100 dBm (10−13 W) (Niu 2005) and it is therefore crucial that
the receiver front-end is able to process the incoming RF signal while adding
minimum noise to the already weak signal. RF carrier frequencies have increased in
recent years because of their advantageous bandwidth characteristics, meaning that
the active electronic components such as transistors must operate at these high
frequencies with minimum compromise in noise. HF operation is proportional to
noise and SiGe technologies provide a much needed benefit to these devices. To
illustrate the need for high-speed active components, consider the simplified
operation of a radio receiver.

A digital communication receiver mixes the received and modulated RF signal
with a local oscillator (LO) signal, which is typically generated at the output of a
phase-locked loop (PLL) frequency synthesizer. A typical representation of a fre-
quency synthesizer using a PLL is given in Fig. 1.7.

The selectivity of the receiver and the integrity of the signal are affected by this
frequency synthesizer, resulting in its phase noise, also referred to as spectral
impurity. Up-conversion of low-frequency signals in the voltage-controlled oscil-
lator (VCO), 1/f flicker noise, thermal noise and transistor terminal current noise all
add up to reduced signal integrity.

In RF engineering, the minimum noise figure (NFmin) can be reduced by using
transistors with small base resistance (rb), high current gain (β) and high cutoff
frequency (fT) (Johnson 1965). SiGe HBTs have a superior NFmin because of their
inherent characteristics of low rb, high β and high fT. Cutoff frequencies in the
hundreds of GHz range at 300 K with half-THz maximum oscillation frequencies

Phase detector
Voltage 

controlled 
oscillator

Loop filter

Frequency 
output

Reference 
input

Divide by N
counter

Feedback 
input

Fig. 1.7 Functional components of an RF synthesizer using a PLL
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(fmax) have been reported by Jungemann and Hong (2013) and fmax of 480 GHz by
Ulusoy et al. (2014), whereas fmax/fT of 798/479 GHz SiGe HBTs operating at
4.3 K has been demonstrated by Chakraborty et al. (2014). A low-noise amplifier
(LNA) is typically used to facilitate the quantization of device noise parameters in
low-noise circuit design (Niu 2005). Electronic equipment in EW devices favors the
low levels of 1/f noise, RF noise and phase noise of SiGe HBTs.

1.8 SiGe Integration into EW

In Schuh et al. (2010), the advantages of and common use of GaAs and GaN as
enabling technologies for transmit/receive (T/R) modules in X-band (8–12 GHz
used in radar and countermeasures) defense electronics are described. Output
power, broad bandwidth and increased power-added efficiency (PAE) are among
the advantages listed for GaAs and GaN monolithic microwave integrated circuits
(MMICs) by Schuh et al. (2010). GaN, for example, has a higher breakdown
voltage compared to GaAs; this is considered advantageous since the power supply
voltage could be increased, leading to lower required gain and system current and
hence less thermal loss and noise in the system. It is used in various high-power and
high-temperature microwave applications, with a Johnson’s figure of merit3

(JFM) of 27.5—much higher than the JFM of 2.7 of GaAs. This characteristic
becomes especially vital in military equipment, as device cooling is challenging in
harsh environments. GaN in addition provides high power density and high gain
capabilities, coupled with good efficiency, robust operation and long pulse capa-
bilities. An active electronically scanned array (AESA), also referred to as active
phased array radar (APAR) is a phased array radar where its transmitter and
receiver functions are composed of numerous smaller solid-state T/R modules
(TRMs). GaAs was the enabling microelectronic technology introduced in the
1980s, which led to a drastic decrease in the physical size of ASEA receiver
modules, succeeded by the binary III/V direct bandgap GaN in the 1990s.

Not only in commercial applications, but also in EW, there is a considerable
trend towards higher levels of integration of electronic components and circuits on
single integrated circuits (ICs). Integration of multiple functions on a single chip
becomes especially popular with technologies such as SiGe; the ability to combine
high-speed bipolar with low-power complementary metal-oxide semiconductors
(CMOS) leads to an extremely flexible mixed-signal BiCMOS circuit. These
integrated systems are compact, powerful, low-power compared to mixed circuits
on ceramic substrates and have a lower manufacturing and assembly cost. Future
generation ASEAs and current research are pushing towards ASEA antennas with
various operating modes in the antenna front-end. These modes include radar,

3The Johnson’s figure of merit is the product of a semiconductor’s charge carrier saturation
velocity and the electrical breakdown field.
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communication (data links) and EW through jamming (Rieger et al. 2014). SiGe
BiCMOS and GaN semiconductor materials are extremely capable of complex,
low-noise, high-power and high-speed MMICs and could potentially completely
replace GaAs in the RF front-end of TRMs. The SiGe BiCMOS process on its own
has also advanced to a point where it is capable of delivering the required output
power levels at X-band while also preserving the cost and yield advantages of
CMOS (Dinc et al. 2014). In 1999, the ability to fabricate HBTs to execute
multi-GHz digital processing algorithms and wideband analog functions on the
same IC with low-power, high gate-count CMOS devices for intensive digital
signal processing (therefore leading to high-temperature requirements) was suc-
cessfully demonstrated (Fritz et al. 1999). This work was specifically supported in
part by the Microsystems Technology Office of the Defense Advanced Research
Projects Agency (DARPA/MTO)—an indication of the military’s interest in the
technology.

EW is not confined to ground and air anymore and space EW is quickly
becoming a trend for militaries. SiGe, conveniently, also offers advantages when
used in the harsh space environment and is superior to GaN and GaAs in this
respect.

1.9 SiGe and Radiation (Space EW)

The distinctive features of SiGe bandgap-engineered devices offer various key
merits to operate these devices in extreme environments such as space. These key
elements are evident in SiGe HBTs with very little to no process modifications and
provide a broad spectrum of applications in commercial and defense technologies
(Cressler 2013). Applications where devices operate in extreme environments, as
outlined in Cressler (2013), include satellite systems in earth orbit supporting the
global communications infrastructure, on-engine automotive electronics, various
weapon systems, space exploration platforms, various sensor systems, space-based
remote imaging systems for climate and resource mapping, energy exploration,
particle physics detectors and health imaging systems.

Space is considered an extremely unforgiving environment and electronic
components exposed to ionizing radiation and large temperature variations could
possibly fail when ionized. Digital electronic equipment can experience phenomena
such as bit-flips, a single-event upset (SEU) causing the hardware to enter an
unknown state and leading to system failure. For example, if a satellite is launched
into orbit and the antenna deployment hardware needed to initiate instructions is
corrupt, the antennas could fail to deploy, rendering the entire satellite ‘lost in
space’. These errors, generally attributed to single-event effects (SEE) and dis-
placement damage (DD) events, are especially likely in standard CMOS devices,
since these are lateral transport devices. Without special radiation hardening tech-
niques, susceptibility to ionizing radiation is high.

1.8 SiGe Integration into EW 19



Hardening techniques include hardening-by-process where changes are made in
the underlying fabrication techniques of the devices, or hardening-by-design where
devices, circuits and/or systems are optimized, generally through additional layers
of redundancy. Research by various authors and a discussion by Cressler (2013)
have proven that SiGe HBTs, because of being vertical transport devices as
opposed to CMOS, which is a lateral transport device, have a built-in tolerance to
total ionizing dose (TID) radiation and a unique ability to operate across large
temperature ranges. (Being a vertical transport device rather than a lateral one is not
the only reason, but an important consideration in the processing of components
and its dependence on lithography resolution.) Using SiGe HBTs for analog and RF
high-speed digital circuits, combined with CMOS for high-density and slower
sub-circuits (such as memory), enables cost-effective applications in extreme
environments. Reconsidering the fact that especially in EW (and in this case space
EW) technology failures can be fatal to the operator, such advantages cannot be
overlooked. Fleetwood et al. (2015) explore a modest (non-intrusive and no major
fabrication modifications) technique to optimize the vertical profile of SiGe HBTs
to reduce radiation effects. The profile is optimized for inverse-mode (IM) operation
and shows improvement of IM performance while having a minor impact on normal
active operation. It involves electrically swapping the emitter and the collector
terminals and has been shown to improve the radiation tolerance of SiGe HBTs to
single event transients (Fleetwood et al. 2015).

1.10 Radar and Countermeasures

Radar uses radio waves and echoing to determine the range, angle or velocity of
objects. Radar in EW systems must detect and characterize sources of electronic
noise such as RF jamming or co-location antenna interference and adapt perfor-
mance accordingly to compensate for that interference. Radar has been an intricate
part of military activity since shortly before World War II and continues along this
path today. Its applications in EW are crucial and it is used in air defense systems,
surveillance and guided missile target locating systems (tracking). In principle,
radar operates based on the fact that light travels approximately 300 mm each
nanosecond (1 × 10−9 s), measuring the time elapsed between the transmission of
the pulse and reception of the same pulse, to determine the distance of the object.
The received signal will undergo changes in amplitude, noise and possibly phase
and the receiver electronics are responsible for decoding and interpreting the
received signal with high-speed ADCs, for example. Generally, the transmitter and
receiver are co-located and co-axial on the same optical path. The design of a radar
in terms of its power output and frequency of operation requires parameters con-
cerning the SNR of the received signal, which gives an indication of the detection
range of the radar, assuming several background radiance and detector sensitivity
parameters.
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To determine the power returned to the receiving antenna in a radar configu-
ration, the radar range equation can be used. This equation can be written in many
forms, depending on the parameter of interest, and (1.1) shows the range equation
used to determine the received signal (SE) energy in watt-second,

SE ¼ PaveG2rk2TOT
4pð Þ3R4

ð1:1Þ

where Pave is the average transmitter power, G is the gain of the antenna in watt, λ is
the wavelength of the transmitted signal in meters, σ is the radar cross-section of the
target in square meters, TOT is the time that the pulse illuminates the target and R is
the range to the target in meters. In EW, however, it is more practical to consider
the received power in the radar receiver and this equation is generally used when
determining the jamming-to-signal ratio. The equation is given by

PR ¼ PTG2rk2

4pð Þ3R4
ð1:2Þ

where PR is the received power and PT is the transmitted power. Important to note
from (1.1) to (1.2) is the raised fourth power in the range, R4, in the denominator. It
shows that the amount of received power at the receiver attenuates at a very high
rate owing to the distance between the transmitter and the receiver. This is because
the signal must travel from the transmitter to the object and back again towards the
receiver. The received power can be increased by increasing the transmitted power,
the transmitting antenna gain, the radar cross-section or the wavelength (thus
lowering the frequency). Frequency shift also occurs due to the motion (moving
object) relative to the radar and the target, which changes the number of wave-
lengths between the reflective object and the radar transmitter/receiver (transceiver).
This change in the number of wavelengths due to motion is called the Doppler
effect and can be digitally corrected using electronic circuitry. This circuitry should
ideally operate at high speed (higher than the transmit frequency and exceeding the
Nyquist4 frequency) to offer real-time corrections and therefore accurate analysis of
the received signal.

Using radar techniques, there are four basic approaches to threat guidance:
active, semi-active, command and passive guidance.

For active guidance, a radar must be located on the missile as well. In active
threat guidance the missile is launched in the general direction of the target and uses
its on-board radar seeker to locate and guide itself to the target. There are several
advantages to using this technique. Firstly, the launch vehicle can leave the danger
area after the missile has been launched, since it is not used to guide the missile
towards impact. Secondly, with the large dependence of the received energy on the

4The Nyquist frequency in discrete-time systems is half of the sampling rate (or twice the operating
frequency) in signal processing.
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distance to the target, as seen in (1.1) and (1.1), the radar becomes more accurate
and difficult to jam as it approaches is target (owing to the R4 dependency). These
guidance systems, however, require large radar payload transmitters and receivers
and limit the explosive payload of the missile.

If only a receiver is located on the missile, it is a semi-active threat guidance
system. The launch vehicle transmits radar signals to the target, which are then
picked up by the receiver on the missile as it guides itself to the target. The launch
vehicle must therefore be in the vicinity of the target and its dependency on the
distance to the target is a function of the movement of the launch vehicle, which
would ideally aim to leave the danger area. These systems are generally used in
air-to-air attacks where a missile is launched from an aircraft.

Command threat guidance only requires that a radar sensor tracks and predicts
the path of the target and relays the information to the weapon. The weapon
therefore has no spatial information about the target and only follows the directions
received from the tracking radar, located on for example the launch vehicle.
Command threat guidance is generally found on surface-to-air missiles.

Finally, passive threat guidance relies only on the radiated signals from the target
and has no radiating transmitters of its own or on the launch vehicle. These radar
sensors track either IR radiation from heat signatures or the radiated energy from
the target’s radar. The launch vehicle is also able to leave the area once it has
launched the missile and the missile will follow the radiation emitted from the
target. Passive systems rely heavily on signal processing of the received radiative
signature to identify and follow their target. This is an important aspect of EW: the
identification and image-processing characteristics of the radiated target signature.
The radar scan characteristics of threat radar are designed with purpose and intent in
mind and include features such as radar scan, antenna beam width and antenna
beam pointing. Radar scan to an EW receiver is the time history of the signal
strength of the received signal (Adamy 2006) caused by the shape of the radar
antenna beam and its angular movement relative to the EW receiver. The radar uses
a narrow beam width to determine the azimuth and elevation of the target, where
the accuracy of the target acquisition is proportional to the beam width (narrower
beam width for more accuracy). The antenna beam pointing is related to the angular
pointing width towards the target. The angular area is high when locating the target
and once located, the beam-pointing area decreases to track the target.

Also covered in detail in subsequent chapters of this book are the threat radar
modulation techniques used in EW radar. Modulation is typically divided into three
main categories: pulse radar, pulsed Doppler radar and continuous wave
(CW) radar. The modulation techniques and carrier frequency are dependent on the
technology used in the digital circuitry. SiGe again offers unprecedented speed
advantages to increase the carrier frequency into the high-GHz domain without
allowing noise to dominate the signals. Figures 1.8, 1.9 and 1.10 depict the sim-
plified general operation of pulsed radar, pulsed Doppler radar and CW radar as
adapted from Adamy (2006).

In Fig. 1.8 short pulses are generated by a central processing unit and modulated
onto a high-power RF output signal. Since the system only generates short pulses,
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one antenna is used for both transmitted and received signals, which are shared in
the time-domain. The high-powered RF signal and received signal are separated and
sent to either the antenna or the receiver by the duplexer. Received signals are
passed back to the processor to update tracking information by analyzing the
incoming signal amplitude and keeping the weapon tracked to the target. A separate
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Fig. 1.8 Functional components of a pulsed radar modulation system
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Fig. 1.9 Functional components of a pulsed Doppler radar modulation system
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control line in the system handles operating modes and target selection. Information
about the target is displayed on a control and display unit. Doppler pulsed radar
operates similarly to pulsed radar and its simplified operation in shown in Fig. 1.9.

The difference in operation of Doppler pulsed radar as shown in Fig. 1.9 as
opposed to traditional pulsed radar is its ability to maintain phase consistency by
using coherent transmitted pulses. The transmitted pulses are therefore a continu-
ation of the same signal to keep consistent phase information. This type of mod-
ulation technique requires an additional antenna, one for transmitting and another
for the received signal. CW radar simplified operation is depicted in Fig. 1.10.

CW radar as shown in Fig. 1.10 also requires two antennas, one for the trans-
mitted CW signal and one for the received signal, since the transmitted signal is a
continuous wave and is therefore constantly present. The receiver compares the
frequency of the received signal to the frequency of the transmitted signal by also
having access to the CW generated signal and determines the Doppler shift as a
result of the relative movement of the target. The transmitted signal is modulated
onto a known HF carrier for information about the number of wavelengths received
back and therefore determining the range of the target. A processor is also present in
this system for control functions and used as an interface between the controls and
the displays of the system.

Further detail and mathematical derivations are presented in subsequent chapters
with the focus on SiGe as a potential underlying technology of radar and coun-
termeasures primary and supporting electronic circuitry.

This book often refers to weapons used in EW, especially the missile, and it has
consequently been decided to present a brief introduction to missiles. This intro-
duction does not reveal abundant detail regarding the mechanical and technical
functioning of such a device, but aims to present a general understanding of the
subsystems located on a missile and how these interoperate.

1.11 The Missile and EW

A missile is a self-propelled precision-guided munition system using various tactics
and a large portion of engineering principles to achieve its goal. A rocket, con-
versely, is an unguided or guided self-propelled craft not containing any munition
and has different applications, such as space exploration. There are four main
system components in a missile: targeting and guidance, flight mechanics, engine
and warhead (payload). The purpose of the missile depends on the intent of the
application and is determined by its operation: surface-to-surface, air-to-surface,
surface-to-air, air-to air and anti-satellite weapons. To present the simplified
workings of a missile graphically, consider Fig. 1.11.

The missile in Fig. 1.11 consists of various subsystems including its launch
motors, link antennas, flight mechanics, the warhead (primary payload), a
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seeker-head, guidance and targeting electronics and microelectronics, the fuel tank
and of course its engine. Effective missile defense involves the detection, tracking,
interception and ultimately the destruction of an attacking missile. EW missile
defense systems use jamming, decoys, anti-radiation missiles and DE to defend
against enemy missiles and other weapons such as mortars. These techniques, if not
destructive such as anti-radiation missiles, interfere with the seeker, guidance and
link antennas, as seen in Fig. 1.11, to confuse, disrupt or redirect the enemy missile,
using its anti-electronics payload. Scientists at the Georgia Tech Research Institute
(Georgia Tech) are actively researching ways to incorporate SiGe in phased-array
radar systems such as theater high-altitude area defense radar to reach the same
level of functionality as current GaAs implementations. According to Georgia Tech,
current GaAs systems use vast amounts of energy to power many modules and ICs
to direct radar beams electronically. Their philosophy of smaller is better aims to
improve on currently available consumer electronics using SiGe and to miniaturize
these EW systems physically, increase functionality per die area, lower power
consumption and also the cost compared to GaAs and InP technologies, which have
long been used in radar systems. SiGe is also compatible with conventional silicon
IC manufacturing, which in addition decreases the cost penalty of migrating to a
new technology. The major drawback of using SiGe in radar systems, according to
Georgia Tech, is the total amount of power it can generate. SiGe can generate
approximately one-tenth the power of traditional GaAs technology. These limita-
tions can, however, be overcome when considering the increase in the number of
individual elements that can be manufactured on an equal-sized die. In missiles, for
example, power capabilities are limited by the size of the radar payload and the
brute computing performance gained by using SiGe, at low power consumption,
can lead to smarter and more intelligent radar systems, as opposed to following a
strategy of constantly increasing radar output power.

A technology that has shown much promise in the field of EW is using an optical
carrier in radar and EW applications, a research field in microwave photonics.

Warhead

Seeker

Flight 
me-

chanics

Engine

Launch 
motor

Link 
antennas

GuidanceFuel tank

Fig. 1.11 Functional components of a CW radar modulation system
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1.12 Microwave Photonics

“Microwave photonics is an area that studies the interaction between microwave
and optical waves for applications such as radar, communications, sensor net-
works, warfare systems [EW] and instrumentation” (Yao 2012). Yao (2012)
identifies four topics in microwave photonics,

• photonic generation of microwave signals,
• photonic processing of microwave signals,
• photonic distribution of microwave signals, and
• photonic ADC conversion.

Fiber-optic functionalities in laser radar and EW can be found in various sub-
systems and on system level in EW. Driven by the communications sector and
because of the constant evolution of technology, microwave photonics promises
(and has occasionally delivered) some cost versus performance benefits compared
to traditional analog RF carriers. These advances have been used in multifunctional
AESA (M-AESA) antennas for the timing and control functions and the digital
beam-forming networks (D-BFN) wideband radar systems. Very short-haul optical
digital transport technology offers high compliance against electromagnetic inter-
ference (EMI) and high data rate signal generation in excess of 10 Gbps (Pierno
et al. 2015). The potential of photonics in EW can be realized using these systems
and present high power and linearity benefits and low noise operation. Advances in
photonics relate to decrease in cost, which is a large driver to realize microwave
photonics-based systems in EW.

1.13 Conclusion

This chapter introduces aspects of EW related specifically to the underlying tech-
nology, which enables fast and powerful ECM and offensive electronic attacks. The
chapter provides an introduction to EW and lists major aspects concerning its
implementation. The central theme of this book is re-imagining and re-inventing the
seemingly old space of engineering in EW by introducing leading-edge technolo-
gies that are currently researched and developed. The worldwide shift towards the
information age has changed EW in many aspects compared to its traditional
existence; the movement of information to a digital age has created additional facets
of EW, one such being IW. The war of information is not only focused on main-
taining one’s information safely, but also on techniques to intercept, acquire or
corrupt the information of the enemy.

More traditional EW techniques are also presented in this chapter; ECM, DEW
and UAVs (albeit a more recent addition) are introduced and the basic principles of
each of these are discussed. Categories of ECM such as radar jamming (electronic
as well as mechanical) and target deception are rapidly changing with advances in

26 1 SiGe Based Re-engineering of Electronic Warfare Subsystems



technology. High-speed, high-power and low noise electronic circuits are the driver
towards more powerful ECM. The electronic weapons space is also evolving and
EHF applications are introducing new and more powerful ways to generate vast
amounts of energy towards enemy electronics and even radiation levels harmful to
humans. Launch strategies of these weapons are shifting towards UAVs and similar
applications. The ability to launch high-powered electronic weapons from a safe
distance from the target has many benefits that decrease the risk of human casu-
alties. These weapons, as well as communication systems, command stations and
remotely controlled vehicles, all require specific and licensed frequency usage. This
chapter briefly introduces the availability and designation of military spectral bands
to give an idea of the types of equipment used in EW and its frequency
requirements.

A central theme in this book is using newer and more advanced technologies to
design HF devices. Traditional radar and electronics in EW have been using
technologies such as GaN, superseded by GaAs, but SiGe offers advantages that
cannot be achieved by the older generation technologies. High speed and device
miniaturization are among these advantages, and this book aims to identify tech-
niques that can harness the power of SiGe and overcome its shortages, such as its
lower power output capabilities. This chapter introduces SiGe and highlights
parameters applicable to improving EW through effective radar and countermeasure
tactics.

The missile is an important offensive and defensive weapon in any military and
is also a large driver towards developing improved EW. The missile in its simplified
representation is also given in this chapter and subsequent chapters explore this
component in further detail to expose its strengths and weaknesses to EW. Finally,
microwave photonics, deemed an upcoming technology that is also set to change
EW in many ways, is discussed in this chapter, as it is set to become an integral
technology in building subsystems of EW equipment, especially where even
high-speed analog electronics such as SiGe cannot compete. Interconnection
between fiber optics and analog circuitry is another active research field that is
discussed in this book.
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Chapter 2
Charged Particle-Beam Acceleration
and Lasers: Contextualizing Technologies
that Shaped Electronic Warfare

2.1 Introduction

In 1931, Nikola Tesla, famous inventor and the father of alternating current (AC),
publicized at a media conference that he was on the brink of discovering and
presenting a totally new source of energy. Regarding this invention, he stated: “The
idea first came upon me as a tremendous shock … I can only say at this time that it
will come from an entirely new and unsuspected source”. Nikola Tesla was known
to be strongly anti-war and his inventions were inspired by the desire to put an end
to warfare. By 1937 war in Europe was inevitable, as tensions were rising, and
World War II started in September 1939. A discouraged Tesla distributed his
technical paper titled, “New Art of Projecting Concentrated Non-Dispersive Energy
through Natural Media” to the United States, Canada, England, France, the Soviet
Union and Yugoslavia to generate interest and financing for his idea. This paper
described a method (although never implemented) to direct high-velocity air
through an open-ended vacuum chamber; today the basis of charged particle beam
weapons. The first research conducted to realize a DEW, a particle beam accelerator
aimed at incoming missiles, was undertaken in 1958 by the Advanced Research
Projects Agency (ARPA, founded in 1958), two years before the successful
demonstration of the laser built by Theodore H. Maiman at Hughes Research
Laboratories (the research arm of Hughes Aircraft, established in 1960). A charged
particle-beam accelerator, as the name suggests, uses EM fields to accelerate ion-
ized particles to nearly the speed of light and to contain these particles in a narrow,
defined beam. A laser emits coherent radiation in a narrow and diffraction-limited
beam.

This chapter describes the principles of operation of charged particle-beam
acceleration and its potential applications in EW, followed by the principles of
operation of lasers and its uses in EW and other military applications.
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2.2 Charged Particle-Beam Accelerator

The history of charged particle-beam accelerators (shortened to particle accelerators
in this book) arguably began with the evacuated tube and spark coil of
W.K. Roentgen, which accelerated electrons and resulted in the discovery of X rays
in 1895 (Woodyard 1948). In 1897, J.J. Thomson discovered the electron using a
particle accelerator known as a cathode ray tube by measuring the mass of the
cathode rays and showing that the rays consisted of negatively charged particles
smaller than atoms. Ernest Rutherford discovered in 1911 that an atom has a
positive center, which contains most of its mass, and in 1920 proposed that the
particles be called protons. A few years later, in 1932, James Chadwick was able to
prove that the nucleus of an atom also contained a neutral particle, later called the
neutron. Charged particle-beam accelerators are designed to accelerate protons to
speeds approaching the speed of light; primarily to collide the particles against one
another and study the collision (particle physics). Particle accelerators can be
classified into three categories by adapting the work of Woodyard (1948), namely
firstly according to the form factor of the accelerator, secondly according to the
electric principles used to obtain an electric field in the generator, and thirdly
according to the types of particles that are accelerated. These categories are depicted
in Fig. 2.1.

As seen in Fig. 2.1, each category can be subdivided into two types. The form
factors of the typical generators include linear and circular devices. To obtain a
strong electric field, either direct current (DC) static fields or AC electric fields can
be used. Distinguishing between the two types of particles that can be accelerated
involves using light or heavy particles.

Charged particle beam 
accelerators
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generator
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Principle of 
obtaining 

electric field

Type of 
particle 

accelerated

Circular
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static 
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electric 

field
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particles

Heavy 
particles

Fig. 2.1 Classifying the categories of charged beam particle accelerators (adapted from
Woodyard 1948)
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Linear accelerators push charged particles along a straight line through an
electric field. The energy transferred to the particle is related to the length of the
device and the voltage slope along its path. The Van De Graaff generator is an
example of a linear particle accelerator.

Circular accelerators work on a similar principle, except that the particles travel
around a circular path, allowing for smaller devices’ routing particles to complete
many revolutions within the same path. Electromagnets guide the particles in cir-
cular paths. Circular accelerators include the cyclotron, betatron and synchrotron.
Cyclotrons, first conceived in Germany in the late 1920s, are the earliest operational
circular accelerators. The first operating cyclotron was invented by E. O. Lawrence
in 1929 at the University of California, Berkeley. Cyclotrons were the most pow-
erful particle accelerators until the 1950s, superseded by the betatron and syn-
chrotron. Particles are kept on a spiral trajectory by a DC static magnetic field and
accelerated by a high-frequency RF electric field. The RF field is applied to two
D-shaped sheet metal electrodes inside a vacuum chamber. These electrodes are
placed face to face with each other with a narrow gap between them. Charged
particles are injected into the center of this space. Electromagnets perpendicular to
the electrode plane cause the particles to bend in a circle because of the Lorentz
force perpendicular to their direction of motion. Synchrotrons synchronize to a
particle beam of increasing kinetic energy to bend the charged particles into a
closed path. A synchrotron therefore varies the strength of the magnetic field in time
according with the particle gain energy, as opposed to varying the field in space.
Synchrotrons typically receive pre-accelerated proton particles from cyclotrons or
lower-energy synchrotrons. Betatrons, invented in 1940, accelerate the charged
particles by induction from an increasing (similar to synchrotrons) magnetic field.
The particles behave as if they are the second winding of a transformer and
accelerate owing to the change in magnetic flux through its circular orbit.

A guideline of the required kinetic energy (K) in eV to accelerate a proton with
rest mass of 0.938 GeV/c2, where c is the speed of light (299,792,458 m/s), to a
percentage of the speed of light is given by the European Organization for Nuclear
Research (CERN), in a summary of the accelerators used at CERN (2009). These
values are given in Table 2.1.

In Table 2.1, the linear accelerator 2 (Linac 2) at CERN generates 50 meV
kinetic energy to accelerate proton particles to 31.4 % of the speed of light. The
proton synchrotron booster (PS booster) is able to accelerate particles to 91.6 % of

Table 2.1 Relationship between the required kinetic energy and speed of a proton, achieved by
CERN machines only (adapted from CERN 2009)

Kinetic energy of a proton (K) Speed (percentage of speed of light) Accelerator

50 meV 31.4 Linac 2

1.4 GeV 91.6 PS Booster

25 GeV 99.93 PS

450 GeV 99.9998 SPS

7 TeV 99.9999991 LHC
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the speed of light using 1.4 GeV energy. The proton synchrotron (PS) accelerates
proton particles either received from the PS booster or heavy ions from the low
energy ion ring (LEIR) to reach 99.93 % of the speed of light by applying 25 GeV
of kinetic energy. The super PS provides particle beams for the large hadron col-
lider (LHC) at 450 GeV to achieve 99.9998 % of the speed of light, amplified to a
total of 7 TeV in the LHC to reach 99.9999991 % of the speed of light. It is
theoretically not possible to accelerate a particle with mass (m) to the speed of light.
This can be mathematically presented by using Einstein’s theory of relativity, where
a particle’s energy (E) is described by

E ¼ mc2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=c2

p ð2:1Þ

where v is the velocity of the particle along the axis of its movement (along a vector
r). If the velocity of the particle is zero, (2.1) simplifies to Einstein’s equation of the
theory of relativity for a particle at rest, given as

E ¼ mc2: ð2:2Þ

No particle with a non-zero mass can reach the speed of light, no matter how
much energy is added to the particle. Famously, Einstein (1905) proposed that “If a
body gives off the energy L in the form of radiation, its mass diminishes by L/c2”.
Einstein used the letter L for energy and in subsequent work the symbol E was used
to rewrite it in the form E = mc2. In (2.2), c is constant, therefore adding energy to
the particle increases its mass. By theoretically increasing the energy infinitely the
mass of the particle would proportionally also increase infinitely, which is practi-
cally impossible and it cannot reach the speed of light by applying this principle. If
the particle is moving, it has kinetic energy (K) and the total energy of the particle is
the sum of its rest energy and its kinetic energy, given by

E ¼ mc2 þK: ð2:3Þ

The kinetic energy of the particle can be calculated by rearranging (2.3) to

K ¼ E � mc2

¼ mc2
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� v2=c2
p � 1

 !
:

ð2:4Þ

If the velocity of the particle is much lower than the speed of light (v ≪ c), then
the kinetic energy in (2.4) can be simplified to

K � 1
2
mv2 ð2:5Þ
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which will be transferred to any object that it collides with at this speed, called the
translational kinetic energy (Et). Nature produces the highest energies compared to
any anthropogenic particle accelerators in the form of cosmic rays. The most
energetic cosmic ray ever observed was a proton accelerated in excess of
1 × 1020 eV and the source of such ultrahigh energy cosmic rays is still being
investigated. In nuclear and particle physics, particle accelerators have contributed
in many inventions, discoveries and applications.

The LHC beneath the border between France and Switzerland built by CERN is
a 17 mile (27 km) long circular tunnel with depths ranging from 164 to 574 ft (50–
175 m) underground. It uses superconducting magnets and is the largest particle
collider in the world. The LHC can potentially generate a total of 14 TeV (two
high-energy particle beams generating 7 TeV of energy in ultrahigh vacuum each)
of energy to accelerate and collide protons. Initial tests of the LHC were conducted
at lower energy levels following a magnet quench incident, which damaged the
superconducting magnets. The proton collisions are studied at four research stations
of the LHC, named CMS, ATLAS and LHCb to investigate the particles that are
detected during the collisions. One of the largest drives for building the LHC was
the aspiration to find and identify the Higgs boson, which would prove or disprove
theories such as supersymmetry and the existence of the multiverse. A Higgs boson
of mass 125.3 GeV was identified on 4 July 2012 through experiments (initially
estimated at 115 GeV to support the theory of supersymmetry or at 140 GeV to
support the theory of a multiverse) on the LHC; however, scientists are still con-
firming whether this discovery is the true Higgs boson or if there is a possibility that
multiple Higgs bosons may exist.

In Barbalat (1994) several examples of applications of particle accelerators are
described. These applications are still in use today, with additional uses especially
in scientific research emerging. These applications are listed in Table 2.2.

The applications and benefits of particle accelerators, as shown in Table 2.2,
have been expanding with advances in technology in recent years. The operating
principle of particle acceleration remains constant. Current research focused on
electron and proton/ion particle acceleration through lasers to unprecedented
energies in the high GeV range is receiving high amounts of attention. Research
activity in this field aims to accomplish the development of high-quality and
low-cost, versatile and small form-factor proton sources for research, medical
applications and EW. In an article published by Extreme Light Infrastructure, the
following abstract is taken from the website: “… the dramatic rise in attainable
laser intensity has generated an even more dramatic emergence and now evolution
of the fields of research associated with non-linear laser-matter interaction.
Production and acceleration of electrons up to 1 GeV over accelerating distances
around 1 mm (100 meters for conventional accelerators) and hadron acceleration
to 100 meV, are the clearly visible results of this evolution”. The increases in
brightness and decrease in pulse duration of particle beams are methods to sig-
nificantly change and improve on the investigation of particle matter, which will
also lead to improvements and new applications of particle acceleration. Berkeley
Labs published a world record in December 2014 for a compact particle accelerator
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using a powerful laser (Berkeley Lab Laser Accelerator—BELLA) to accelerate
subatomic particles to 4.25 GeV in a 3.54 inch (9 cm) long tube. The traditional
means of accelerating particles by use of electric fields have a limit of approxi-
mately 100 meV per meter, as is the case for the LHC at CERN. Laser acceleration
of subatomic particles have clearly overcome this limitation by an order of mag-
nitude. Laser accelerators (also referred to as laser-plasma accelerators) inject a
laser light into a short and thin cavity, which contains a specific plasma. The beam
effectively creates a channel through the plasma as well as waves that trap free
electrons and accelerate them to high energies. The acceleration gradient, EA, for a
linear plasma wave can be determined by

EA ¼ c
ffiffiffiffiffiffiffiffi
meq
e0

r
ð2:6Þ

where c is the speed of light in a vacuum, me is the mass of an electron, ρ is the
plasma density in particles per cubic meter and ε0 is the permittivity of free space.

As an introduction to DEW and particle-beam weapons, the concept of lasers is
discussed in the following sections. A primary goal of this book is to explore and
research the advantages and possibilities of using SiGe in various aspects of EW.

Table 2.2 Applications of particle accelerators (adapted from Barbalat 1994)

Field Examples of applications

Scientific research Nuclear physics (exploring the nucleus)
Particle physics (building blocks of matter)
Cosmology and astrophysics (cosmic observations)
Atomic physics
Condensed matter physics
Chemistry/biology (chemical characteristics of molecules/cancer
therapy)

Industrial
applications

Semiconductor ion implanting
Micro-photolithography
Material surface modification
Plasma-etching
Scanning electron microscopes

Medicine X-rays
Nuclear magnetic resonance (used in X-rays)
Gamma-ray therapy
Neutron/heavy charged particle therapy
Positron emission tomography
Deoxyribonucleic acid (DNA) research

Radiation Food preservation
Sterilization of toxic waste
Polymerization of plastics
Explosive detection

Power engineering Nuclear waste disposal
Inertial confinement fusion
Plasma heating
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Its significance becomes apparent when considering the principles behind the
technologies that enable it to make a contribution in these areas. Radar principles
are also crucial to understand, interpret, highlight and identify the possibilities of
SiGe as enabling technology and will be discussed in the following chapter. The
following section first describes highlights in the history of the laser.

2.3 The History of the Laser

Historically, before the invention of microwave/molecular amplification by stimu-
lated emission of radiation (maser) in 1953, usable and practical light emanated
predominantly from spontaneous and scattered emissions from sources such as the
incandescent bulb (first demonstrated in 1878) and other types of electromagnetic
radiation such as IR, ultraviolet (UV) or gamma rays (Townes 1965). The maser
was envisioned as a concentrated light source through research conducted by
Charles H. Townes, Nikolay Basov and Alexander Prokhorov, leading to its
invention in 1953. The maser is based on the theoretical principles of stimulated
emission proposed by Albert Einstein in 1917, suggesting that excited atoms can
radiate at specific wavelengths, including at visible light. To generate microwave
energy for the maser, positive feedback by a resonant circuit is required to ensure
that the gain in energy is greater than the circuit losses (Townes 1965). Masers are
still used in various applications today, including satellite communication, radio
telescopes, radar tracking, as oscillators in low-noise applications and as
high-precision frequency references for atomic clocks. Masers, however, are his-
torically associated with unwieldy machines requiring active cooling and producing
small amounts of usable power as light. Maser research is still conducted; for
example, in August 2012 Oxborrow et al. (2012) reported new interest in maser
technology when scientists succeeded in exciting pentacene (C22H14) molecules by
using a high-power laser and releasing microwave particles.

The maser is the predecessor of the laser. “A laser consists of an amplifying
atomic medium occupying all or part of the volume of a suitable resonator. The role
of the resonator is to maintain an electromagnetic field configuration whose losses
are replenished by the amplifying medium through induced emission” (Yariv and
Gordon 1963). In 1960, Theodore H. Maiman succeeded in operating the first
pulsed ruby (chromium in corundum; Al2O3:Cr) laser. The original paper in August
1960 (Maiman 1960), a single-page article in Nature, reported that “an optical
pumping technique was applied to a fluorescent solid resulting in the attainment of
negative temperatures and stimulated optical emission at a wavelength of 6943 Å1”
(694.3 nm). The first CW laser, a gas-based laser using helium (He) and neon, was
demonstrated by the Iranian physicist Ali Javan in January 1961. The results are
recorded in Javan et al. (1961).

11000 angstroms (1000 Å) = 100 nanometres (100 nm).
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During the 1960s researchers focused largely on the mechanisms to improve
ruby-pulsed lasers and gas-based CW lasers. The US Army Electronics Research
and Development Laboratory developed and demonstrated a ruby laser Q-switching
technique involving the use of a revolving mirror mechanism, which generated
single pulses of megawatt power, in August 1961. In Porto (1963) a technique to
measure ruby laser outputs by reflecting the laser light in a barium sulfate (BaSO4)
diffuse reflector was presented and led to improvements to measure laser output
wavelength. Bhawalkar et al. (1964) presented work on investigation of the spike
pulses from the relaxation oscillator in a pulsed laser and Evtuhov and Neeland
(1965) reported on measurement and interpretation of the frequency separation
between transverse modes in ruby lasers. Military interest in using laser
rangefinders was mentioned as early as 1965 (Benson and Mirarchi Benson and
Mirarchi 1964) in a publication in which the limits to the range and accuracy of
early lasers because of random and low-energy pulsed energy in these systems are
addressed. The principle of the laser was already well-established in the 1960s and
as seen from these early research papers, focus on its improvement received much
attention from scientists. From the first pulsed ruby laser, many variations and
different types of lasers have emerged, each with its own set of advantages, dis-
advantages and intriguing characteristics. Before discussing the types of lasers used
in commercial, research and military applications and research, the basic principle
of laser physics is presented.

2.4 The Basic Principles of Laser Physics

In the most general terms, a laser uses a mechanism that amplifies and guides light
signals at a specific wavelength through a narrow and concentrated beam or cavity.
Light is guided by either stimulated emissions or optical feedback, where oscilla-
tions of the light beam are typically provided by reflector mirrors. A simplified
schematic representation of a laser system is given in Fig. 2.2.

Anode Cathode

Laser 
beam

Output 
coupler

Reflector 
mirror Pump source

Optical resonator

Amplifying medium

Fig. 2.2 Simplified representation of a laser system and the path of the light beam
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As shown in Fig. 2.2, the laser consists of a gain or amplifying medium, also
called the lasing material, to energize the light. The lasing material can be a crystal,
gas, semiconductor or liquid dye and this is where stimulated emission occurs.
A pump source, connected electrically by its anode and cathode, adds energy to the
lasing material and the electrons that are added are excited to a higher energy level
in a process known as population inversion. The process that induces population
inversion in one form or another is called pumping. Pumping can be supplied by an
electric current, by a light at a different wavelength than the generated output light
or by another laser. Excited electrons then reside in an unstable condition and
rapidly decay into its original energy state. The decay of these electrons occurs in
two ways, either falling to its ground state while emitting randomly directed pho-
tons (light) or from spontaneously decaying electrons striking other excited elec-
trons, causing them to descent to their ground state. The stimulated change releases
energy as photons of light that travel at the same wavelength and phase as well as in
the same course as the incident energies. Emitted photons move back and forth in
an optical resonator and a set of mirrors feeds the light back into the amplifier to
increase the developing beam in the optical cavity continuously. At the back of the
laser is a fully reflecting mirror to ensure that the beam cannot escape the device at
this end and in the front, a portion of the beam is emitted out of the device and a
portion is reflected back into the loop through an output coupler. This systematic
approach eliminates the possibility of the generated light radiating in all directions
from the source and ensures that it has a focused trajectory in a single direction.

Optical amplification in the gain medium can be described by its energy level
diagram, showing how the pump source induces transitions of ions from an excited
state towards lower states. Quantum mechanical forces in atoms force electrons to
take on discrete positions in orbitals around the atom nucleus. A simplified rep-
resentation of the quantum mechanical effects that induce emission of light is given
in Fig. 2.3.

Figure 2.3 shows the three distinguished states of a stimulated electron and the
stages of spontaneous emission. If the electron is excited by an external source it
takes on an excited state, depending on the energy applied to the system (ΔE). It
therefore moves from a ground state E1 to the excited state at E2. The change in
energy intensity is due to the incident photons directed at the material, such that

E2 � E1 ¼ DE ¼ hv ð2:7Þ

where h is Planck’s constant (4.135 × 10−15 eV s = 6.626 × 10−34 J s)2 and v is
the velocity of the incoming light. The energy added to the system can be either
through incident photons (light) or incident heat/radiation (phonons) and the energy
is transferred to the electrons, while in the excited energy state the electrons must
naturally decay back to the ground state if the incident energy is removed or
lowered. This fact highlights the reason why in ‘pulsed’ lasers, electrons are given a

21 Joule (1 J) = 6.242 × 10+18 electron-volts (6.242 × 10+18 eV).
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fair chance/time to decay. During this stage, as the electrons decay, emission of
light occurs with a wavelength dependent on the gas, solid or liquid material.
The pulse of incident energy must be longer than the inherent time constant of the
decaying transition to allow the electrons to reach the lower energy level. If the
electron finds an unoccupied state in the lower energy level it emits a photon and
this is called spontaneous emission. This photon again has an energy of hv and is
spectrally defined at a wavelength. The photon exhibits random phase properties
and multiple photons that are emitted without any phase relationship, therefore in
random directions, are called fluorescence and thermal radiation—a random
occurrence.

In Bäuerle (2013) the thermal and non-thermal processes (thermo-physical,
thermochemical, photochemical and photo-physical3) of the excitation energy are
described using the relaxation time τT (molecules moving from E2 to E1 in Fig. 2.3)
and structural rearrangement time τR (molecules moving from E1 to E2 in Fig. 2.3)
of atoms or molecules within the surface of the material. For a thermal laser process
it should hold true that τT ≪ τR and a source must be used with hv > Eg to excite
electrons to a higher state. Laser-driven heat sources follow the same
thermo-physical and thermochemical processes as conventional heat sources; a
significant difference in these heat sources is the ability to induce temperature
increases localized to small volumes in space and time by focused laser beams.
Short and high-powered driver pulses add to thermal emissions through kinetic
energy transfer as well.

Photochemical lasers operate under the condition that the thermal excitation
energy time constant is relatively slow compared to the natural transition times,
therefore when τT ≥ τR. This process assumes that molecules are already absorbed
in the top layer of the material and can interact and react with photolytic chemicals
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ΔE
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Incident 
photon

-
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-

hv
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Atom in excited 

state

Atom in ground 
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Fig. 2.3 Quantum mechanical effects showing the electron states before, during and after
stimulated emission

3Photo-physical processes are defined as processes where thermal and non-thermal mechanisms
contribute to the overall processing rate (Bäuerle 2013).
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to transfer charge between states. Under a laser irradiation source these reactions
typically show small variations in temperature over time. Bäuerle (2013) presents a
model of the total reaction rate as the sum of the thermal channel (WT) and the
photochemical channel (WPC) such that

W ¼ WT þWPC ¼ kA ~NA 1þ kA�

kA
1þ hv

rIsT

� ��1
" #

ð2:8Þ

where A and A* characterize the system in the ground state and excited state
respectively, σ is the excitation cross-section, ki is the rate constant of the system
state (τi

−1), I is the intensity of the incident radiation and Ñi is the quasi-stationary
density of species at its occupying state. The relevance of (2.8) is specifically found
in its ability to characterize the process as thermal or photochemical through the
time constant τT. For very small constants (τT ≪ τR) the total reaction rate depends
primarily on kA and the thermal channel dominates. As the time constant rises in
relation to the rearrangement time, the interaction and competition between thermal
and photochemical processes become significant. The heat distribution of fixed laser
parameters within the irradiated zone can be modelled by the heat equation,
assuming the absence of thermal radiation and heat transport by convection. The
heat equation in a Cartesian coordinate system that is fixed with the laser beam is
given in Bäuerle (2013) through the first law of thermodynamics (conservation of
energy) such that the spatial energy in the system Q(x, t) is given by

qðTÞcpðTÞ @Tðx; tÞ
@t

�r jðTÞrTðx; tÞ½ �
þ qðTÞcpðTÞvsrTðx; tÞ ¼ Qðx; tÞ

ð2:9Þ

where ρ(T) is the mass density and cp(T) is the specific heat at constant pressure, vs
is the velocity of the medium relative to the heat source and κ is the thermal
conductivity. In the most general case T ≡ Y(x, t) = T(xa, t) is a function of both the
spatial coordinates xa and the time t (Bäuerle 2013).

To achieve stimulated emission and increase the probability of an atom entering
a transition state called absorption where the incident photon is destroyed, an
external electromagnetic field at a frequency associated with the transition is added
to the system. Population inversion is essentially the redistribution of atomic energy
levels in a system and what makes laser emissions occur. In a simple two-level
energy system, it is not possible to obtain a population inversion with optical
pumping, as the atoms in such a system are in thermal equilibrium and there are
effectively more atoms in the lower energy state than in the higher energy state. If
atoms in a two-level energy system are excited from the ground state to the excited
state, statistical equilibrium will eventually be reached in response to spontaneous
and stimulated emissions. Equal population of the two states can be achieved,
which results in optical transparency but without remaining optical gain. To achieve
non-equilibrium conditions, an indirect method of populating the excited state must
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be used. The minimum pumping power (Pmin) for a pumping process that is
assumed to be 100 % efficient, i.e. only the energy lost by radiation needs to be
replenished, can be determined by

Pmin ¼ Nmhc
kLtc

ð2:10Þ

where Nm are the finite number of modes of the laser within its finite bandwidth, the
energy in the given mode is characterized by the average lifetime tc and the
operation wavelength is given by λL. The rate of stimulated emission is proportional
to the difference in the number of atoms in the excited state (N2) and in the ground
state (N1), which depends on the average lifetime of the atoms in the excited state
and the average lifetime of the emission in the laser cavity. Mathematically this is
represented by

DNm ¼ N2 � N1 ¼ Nms
tc

ð2:11Þ

where the atoms with an excited state have a lifetime of τ if placed inside a cavity.
For an electron bound to a nucleus and residing at an atomic orbital, its energy level
is related to its state by

Em ¼ �hcR1
Z2

N2
m

ð2:12Þ

where R∞ is the Rydberg constant (R∞ = 1.097 × 107 m−1 and hcR∞ =
13.605 eV) and Z is the atomic number. If there are more atoms in the upper level
than in the lower level, the system is not in equilibrium and the distribution of
atoms between the levels is given by Boltzmann’s law as

N2 ¼ N1xe
E2�E1

kTð Þ ð2:13Þ

and in this case, N2 is always less than N1. To create a situation where atoms are not
in equilibrium, an external factor is required to vary the energy levels between
states. In lasers, this is called the pumping stage (electrical, optical or chemical),
raising atoms to an excited, upper energy level. Light can only be amplified if
N2 – N1 > 0. In optical pumping there must be at least three distinct energy levels to
create a population inversion. The energy-level diagram of a three-level system is
given in Fig. 2.4.

Figure 2.4 shows the pumping transition between E1 and E3 and laser transition
as the atoms decay from E2 and E1. The transition between E3 and E2 is a rapid
decay from the highest energy state to the metastable energy level but does not
contribute to laser radiation. This transition between E3 and E2 limits the possible
systems that allow population inversion in three-level systems. Although this rep-
resentation of energy transitions seems simple to achieve, the ground state of the
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energy system has a large population of atoms at thermodynamic equilibrium. The
practical implementation of achieving such a system is more complex and requires
high-powered pumping energies. The metastable energy level (E2) must be able to
store atoms decaying from E3 and ensure that spontaneous non-radiative emissions
become less likely. It also requires great pumping energy to excite atoms from E1 to
E3. The first ruby laser demonstrated in 1960 used Al2O3:Cr, an aluminum crystal
matrix doped with Cr3+, whose energy levels match such a three-level system and
create the laser effect.

Another example of a spectroscopic system is the four-level laser. The four-level
system is depicted in Fig. 2.5.

In the four-level system in Fig. 2.5 the optical pumping transition and the laser
transition occur over a pair of distinct levels (E1 to E4 for the pumping and E2 to E3

for the laser transition). E2 is chosen to be sufficiently far away from the ground
state E1 to ensure that the thermal equilibrium at thermodynamic equilibrium is
negligible. Atoms do not stay in E4 or E2 and atoms excited to E4 rapidly decay to
E3 with non-radiative emissions and from E2 to E1 due to natural depopulation, also
a non-radiative transition. As soon as an atom moves to E3, a population inversion
occurs and the medium becomes amplifying. To maintain the population inversion,
atoms should not accumulate in E2, but must rapidly decay to E1. A known
compound commonly used that operates as a four-level energy-level system is
neodymium YAG, given by Nd:Y3Al5O12, and emanates at a wavelength of
1064 nm.

An example of a spectroscopic system using an electrical pumping mechanism
and energy transitions is a He-neon (HeNe) gas system. Such a system is depicted
in Fig. 2.6.

In the HeNe system shown in Fig. 2.6 the neon transitions are used for the laser
transitions and He is the intermediary gas capable of transferring energy from the
electrons to the neon particles through collisions. It should be noted from Fig. 2.6
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Fig. 2.4 Energy level diagram showing the principle of a three-level system
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that the lower levels of the laser transitions occur relatively far from the ground
state and this favors population inversion as opposed to thermal population. He has
an additional characteristic in that it has two metastable states where atoms can stay
for longer periods of time before falling to the ground state. He atoms are trans-
ported to the excited state through collision with electrons. Energy is transferred to
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Fig. 2.5 Energy level diagram showing the principle of a four-level system
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Fig. 2.6 Energy level diagram of a HeNe gas system using electrical pumping to transition
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the neon particles when the atoms collide because these metastable levels of He
coincide with the excited states of the neon. The process of population inversion
can simplistically be represented by

He� þNe ¼ HeþNe� ð2:14Þ

where He* and Ne* represent the atoms at excited levels. The transfer of energy
occurs while atoms decay to lower energy levels. HeNe systems can emit radiative
laser light at 543, 632.8, 1152, 1523 and 3391 nm; 632.8 nm radiation is most
commonly used in commercial applications such as optical laser-disc readers. A list
of commonly used laser materials with various energy-level systems and their
corresponding wavelengths and applications are given in Table 2.3.

The optical power output of a laser is dependent on the in-lasing threshold. This
threshold is the lowest excitation level at which the output is dominated by stim-
ulated emission as opposed to spontaneous emission. This depends heavily on the
material used and its band gap (discussed in more detail in the following section).
The optical power output of a laser beam is its continuous power output of CW
lasers or the average power for a pulsed laser. The energy of a laser (Elaser) is the
output of a pulsed laser and is related to the maximum attainable power output
(Ppk), where

Elaser ¼ Ppk � t ð2:15Þ

where t is the duration of the laser pulse in seconds. The average power (Pavg) of a
pulsed laser is the pulse energy multiplied by the frequency (f) of the laser repe-
titions per second, such that

Pavg ¼ Elaser � f : ð2:16Þ

Therefore, at constant average power levels, short pulse lengths (pico- to fem-
toseconds) result in high peak output powers with relatively low pulse energy,
whereas long pulse lengths (milliseconds) result in low peak power but high pulse
energy.

In Marshall and Burk (1986) the parameters to determine the optical link per-
formance between a transmitter and a receiver through an optical channel are
described. In this article the detector sensitivity and required signal calculations are
not considered in the optical link performance and are determined purely from
analytic models of the system components concerning the laser. The link param-
eters are listed in Marshall and Burk (1986) as part of a block diagram of an optical
communications transceiver consisting of a laser, communications detector, optical
assembly and a receiving telescope (optics) and are adapted and given as

• laser average output power (Pavg),
• laser wavelength (λ),
• transmit telescope aperture diameter (Dt),
• transmit telescope obscuration ratio (γt),
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Table 2.3 Commonly used laser materials and their formulas, emitted wavelengths and example
applications

Laser
material

Formula Wavelength
(λL) in nm

Applications

Alexandrite
(chrysoberyl)

BeAl2O4 755 Laser hair removal

Argon 457–528 Photocoagulation in ophthalmology,
limited lifetime applications

Argon
fluoride
(exciplex)

ArF 193 IC production (photolithography), eye
surgery

Carbon
dioxide

CO2 10,600 High-power CW applications, cutting,
welding, engraving, military
range-finding, LIDAR

Carbon
monoxide

CO 5000–6000 Glass, metal and ceramic processing, skin
resurfacing, surgical cutting

Copper vapor CVL 510.6/578.2 Analytical instruments, spectroscopy

Erbium:Glass (CR14 or
EAT14)

1540 Skin resurfacing, optical fiber
communication

Frequency
doubled Nd:
YAG

see Nd:YAG 532 Ophthalmology, oncology, laser peeling,
laser rangefinders and designators

Helium
cadmium

HeCd 325 (UV)/
442 (blue)

Spectroscopy, stereo lithography

Helium neon HeNe 632.8 (most
used)

Laser disc players, laser alignment,
particle measurement, velocimetry

Hydrogen
fluoride

HF 2700–2900 High-power CW applications (military
and space—missile defense)

Krypton
fluoride

KrF 337.5–799.3 Photolithography

Laser diodes – 405–950 Fiber-optic communication,
DVD/Blu-ray readers, laser
printing/scanning, laser pointers

Nd:YAG Nd:Y3Al5O12 1064 Laser-induced thermotherapy, scientific
research

Rhodamine
6G

C28H31N2OCl 450–650 Dye lasers, tunable lasersa (wide
bandwidth research applications)

Ruby Al2O3:Cr 694.3 Laser range-finding, holographic
portraits, hair removal, tattoos

Ti:Sapphire Ti:Al2O3 690–1100 Scientific research (due to tenability and
ultrashort pulses)

Xenon
fluoride

XeF 351 Photolithography, micro-machine plastics
and composites

Xenon
monochloride

XeCl 308 Dermatology, micro-machine organic
tissue, precision surgery

aColdren et al. (2004)
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• transmitter optics throughput (ηt),
• transmitter pointing bias error (εt),
• transmitter jitter (σt),
• receiver telescope aperture diameter (Dr),
• receiver telescope obscuration ratio (γr),
• receiver optics throughput (ηr),
• narrowband filter transmission (ηλ),
• receiver point bias error (εr),
• receiver jitter (σr),
• narrowband filter spectral bandwidth (Δλ), and
• detector diametrical field of view (θ).

From the parameters listed above the transmitter and receiver optics throughput,
transmitter and receiver pointing bias error and jitter, the receiver telescope aperture
diameter and the receiver telescope obscuration ratio can be calculated from the
reflection and transmission coefficients of the components in the optical system.
Marshall and Burk (1986) state that to determine the link performance accurately,
the system operational parameters must also be defined. These parameters include
the

• data rate R,
• pulse-position modulation (PPM) alphabet size M,
• PPM slot time τs,
• link range L,
• atmospheric transmission loss factor La, and
• background radiance B.

A convenient method to determine the number of received signal photons per
PPM word for a laser pulse NS as a normalized value of received power Pr in watts
and the PPM word rate is presented in Marshall and Burk (1986) as

NS ¼ Pr
log2 M

R
k
hc

: ð2:17Þ

It follows that the number of received background photons per PPM slot time is
given by

NB ¼ PBsS
k
hc

ð2:18Þ

where the collected background power from point sources such as stars and
extended sources such as scattered light is given by PB and represented as

PB ¼ BLa
pD2

r

4
1� c2r
� � ph2

4
Dkgrgk: ð2:19Þ
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The equations to determine the number of photons per laser pulse assume that
the type of laser and therefore the wavelength of the operation are known. The
following section highlights the types of lasers used in commercial, research and
military applications and the differences in operating modes between the types.
Types of lasers including gas, chemical, liquid dye, metal-vapor, solid-state and
semiconductor lasers are presented and discussed with precedence given to semi-
conductor lasers, since the context of this book is predominantly aimed at semi-
conductors and microelectronic technologies. SiGe can be used as lasers emitting in
the THz spectral range (Kelsall and Soref 2003) and the technology is present in
fast-switching electronic support circuitry and laser drivers (Knochenhauer et al.
2009 and Moto et al. 2013) discussed in the following chapter. Electroluminescence
signals observed from the intersubband transitions in SiGe heterostructure
quantum-cascade (QC) lasers have only been realized in the past decade and
applications such as free-space communication within the atmospheric window and
detection and trace analysis of organic metals (Tsujino et al. 2006) are among the
primary fields that can benefit from this technology. Semiconductor lasers are only
one category of several types of lasers and these types are discussed below to
distinguish between the various alternatives.

2.5 Types of Lasers

Lasers operate on the principle of guided luminescence as a result of stimulation of
a material and specifically exclude the luminescence resulting from the temperature
(radiation) of the material (Ivey 1966). Luminescence may occur in gaseous, liquid
or solid materials; solids offer the most practical means of implementation, pri-
marily owing to the containment methods of the material. The three main categories
of laser types are further divided into sub-categories, as shown in Fig. 2.7.

Gas

Chemical

Atomic

Molecular

Excimer Solid-
state

Semi-
conductor

Crystal/
Glass

Liquid

Dye

(a) (b) (c)

Fig. 2.7 Three main categories of lasers a gas, b solid-state and c liquid lasers and sub-categories
of each

46 2 Charged Particle-Beam Acceleration and Lasers …



In Fig. 2.7 the three main categories of laser types are given, these being gas,
solid-state and liquid lasers. Figure 2.8 distinguishes further between some of the
most well-known examples of each type of laser.

Types of luminescence are distinguished based on the source of input excitation
energy (photoluminescence, cathode luminescence and electroluminescence).
Photoluminescence occurs in response to optical radiation, cathode-luminescence is
generated by electron beams in cathode rays and electroluminescence is generated
by electric fields or currents applied to the material. The source of the excitation
process can differ; however, the physics of the transitions as a result of excitation
remains the same across excitation methods. Adapted from Ivey (1966), there are
three main categories of emitting transitions, which depend on the material and the
conditions. These categories are defined by Ivey (1966) as

• transitions involving chemical impurities or physical defects (conduction band
to acceptor, donor to valence band or donor to acceptor),

• inter-band transitions (intrinsic emission corresponding in energy to the band
gap and higher energy emissions involving hot carriers, also called avalanche
emissions), or

• intra-band transitions involving hot carriers (also called deceleration emissions).

It should also be recalled that not all electronic transitions are radiative and are
reliant on the radiative qualities of the material. Electroluminescence of semicon-
ductors are generally spontaneous and random, giving incoherent radiation.
Emissions of photons initiated by source photons occurs in phase with the stimu-
lating source to generate coherent emissions. For coherent emissions the number of
electronic states available for emission must exceed the number of states available
for absorption (population inversion of active states). Optical gain is achieved if the
stimulated emissions can overcome the optical losses in the material. Radiative
semiconductors take advantage of its inherently high index of refraction to reflect
light generated inside the material to follow a cavity or optical path naturally. If
oscillations in the material take place in response to optical gain, the radiated light
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Fig. 2.8 Sub-categories of the types of lasers and common examples of each
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will demonstrate spectral narrowing, phase coherence and beam directivity. The
earliest recorded laser experiments were achieved in the early 1960s by injecting
carriers in a forward-biased p-n junction using the direct band gap material GaAs
(Nathan et al. 1962; Quist et al. 1962). GaAs was considered the most efficient and
most common material used to conduct initial semiconductor laser experiments.
Following the experiments conducted on GaAs, Bell Laboratories started
researching phase chemistry and liquid epitaxy of AlxGa1-xAs injection lasers.
A structure consisting of a layer of GaAs between n-type and p-type layers of
AlxGa1−xAs showed simultaneous characteristics of acting as an optical waveguide
and as a confinement region for the carriers injected in the GaAs laser in
forward-biased conditions (Patel 1984). This led to the first room-temperature CW
semiconductor laser at 880 nm in 1970 (Silfvast 2004). The following sections
describe the operation principle of semiconductor lasers, solid-state, gas, chemical
and liquid dye lasers in varied degrees of detail. Semiconductor lasers are used as
the reference benchmark to elaborate further on the principles of laser operations
since solid-state, gas, chemical and liquid dye lasers share many of their operating
principles where primarily the pumping method and optical gain differ.

2.5.1 Semiconductor Lasers

Semiconductor lasers operate on the principle of semiconductor gain media, a
condition induced by stimulated emission at an interband transition when the
conduction band is at a higher carrier density. The gain in a semiconductor is a
phenomenon where photon energy above the semiconductor band gap energy can
excite electrons into a higher state in the conduction band. As the electrons reach
this higher energy level they rapidly decay to states near the bottom of the con-
duction band. During this period, holes generated in the valence band move to the
top of the valence band and electrons in the conduction band can recombine with
these holes. During this recombination, photons are emitted at an energy near the
band gap energy of the semiconductor. The energetic bands mentioned in the
description of gain media above are classified as empty, filled, mixed or forbidden
in semiconductor physics. Figure 2.9 depicts the band structures for insulators,
semiconductors and conductors (metals).

The energy levels in Fig. 2.9 are occupied by electrons, starting at the lowest
energy level. Electrons contributing to electronic conduction are situated in the
higher energy bands. Electrons occupying the highest energy band in equilibrium
are known to exist within the valence band. The insulator energy band structure in
Fig. 2.9 indicates that the energy separation between the valence and conduction
band is the largest and these materials do not conduct electrons under normal
circumstances. Semiconductors have a smaller band gap between the valence and
conduction bands and by applying an energy (electric field) higher that the band gap
to the anode and cathode of the material initiates conduction of the material. In
conductors such as metal, the conduction band and valence band overlap and there
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is no band gap between these energy levels. These materials conduct electrons
under normal circumstances.

In semiconductor lasers the external energy to excite the electrons to higher
states are applied by means of an electric field across its p and n junctions. If the
electric field is applied, the electrons in the semiconductor structure acquire directed
velocities in the opposite direction of the applied electric field. Each electron has
momentum of

p ¼ m�v ð2:20Þ

where m* is the effective mass of the electron moving in the lattice and having a
different mass compared to a free electron due to its additional kinetic energy E (and
its effective mass may also be negative—Einstein 1905). To relate the momentum,
p, of the electron to its wavelength, the Broglie relation of

p ¼ h
k

ð2:21Þ

can be used where h is Planck’s constant and λ is the wavelength. The momentum,
kinetic energy and the wave vector k can be related by
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Fig. 2.9 Energy band structure of solid insulators (non-conducting materials), semiconductors
and conductors (metal)
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E ¼ 1
2
m�v2 ¼ p2

2m� : ð2:22Þ

It is shown in Gilmore (2004) that in momentum conservation the wave-function

U1ðxÞ ¼ eþ ikx ð2:23Þ

represents a particle to the right of a region with constant potential (electric field)
V < E with a specific momentum and if

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðE � VÞ=�h2

q
ð2:24Þ

and the reduced Planck constant ℏ is given by

�h ¼ h
2p

ð2:25Þ

and

p ¼ �hk ð2:26Þ

then (2.22) can be rewritten as

E ¼ �h2k2

2m� ð2:27Þ

used to draw the energy bands as parabolas on an E-k diagram. The E-k diagram
(see Fig. 2.10) shows the relationship between the energy and momentum of
available quantum mechanical states for electrons in a material. In semiconductor
materials it shows the band gap of the material, which is the difference in energy
between the top valence band and the bottom conduction band and the effective
mass of holes and electrons in the material through the curvature of each band in the
diagram. It also indicates how the electron states are equally spaced in the k-space
—in essence showing the density of states depending on the slope of the curve.

Semiconductors can be classified as direct band gap or indirect band gap
materials. Defining the band gap for semiconductors is important in determining
physical properties such as photoconductivity (photodetectors) and electrolumi-
nescence (lasers).

Semiconductors that can emit photons (crucial for laser operation) fall in the
direct band gap category, since the crystal momentum of the electrons and holes is
the same in the conduction and valence band. This means that an electron in the
lowest-energy state in the conduction band can shift towards the highest-energy
state in the valence band with zero change in crystal momentum.

In an indirect band gap semiconductor, the electron must first pass through an
intermediate state and transfer momentum to the crystal lattice; photons are not
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likely to be emitted from the lattice. The crystal momentum responsible for the
photon emission is described by the k-vector in the Brillouin zone defined as the
plane boundaries of reciprocal lattice structures. Interactions between electrons,
holes, photons and phonons must fulfil the conservation of the energy theorem and
crystal momentum principles—thus the conservation of the total k-vector (Seo and
Hoffman 1999). A photon with energy near the semiconductor band gap has close
to zero momentum. Models used to describe free-carrier dynamics in the conduc-
tion band include the Boltzmann equation, the Fokker-Planck equation,
Monte-Carlo methods, Stuart’s single rate equation for the free-electron density and
the multi-rate equation model (Gulley 2011). The direct and indirect band gap
structures and the k-vector are depicted in Fig. 2.10 (Seo and Hoffman 1999).

There are various methods to determine if a solid semiconductor material has a
direct or indirect band gap. These methods include plotting the optical absorption
coefficient with varied wavelengths, spectroscopy, the Tauc plot (Tauc 1968) to
determine direct/indirect and allowed/forbidden transitions and the shapes of the
highest occupied molecular orbital and the lowest unoccupied molecular orbitals of
constituent monomeric conjugated organic molecules.

In principle, a semiconductor/diode laser can be manufactured from any type of
direct band gap material, but the efficiency of electrically injected lasers is
dependent on precise doping concentrations of the active layers and require
lattice-matched materials to facilitate molecule interaction between layers. Most
commercial lasers used in for example pumping fiber amplifiers in telecommuni-
cations use III-IV compounds such as GaAs and InP heterojunction
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Fig. 2.10 Direct and indirect
band gaps and the k-vector;
showing the change in
momentum for indirect band
gap solid materials that cannot
emit photons freely (adapted
from Seo and Hoffman 1999)
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semiconductors. These materials present good lattice matching and efficient trans-
port. Longer wavelengths of up to approximately 10 µm require other materials
such as antimonide (Sb) as an alloy; for smaller wavelengths in the near-UV band
(approximately 400 nm) epitaxial layers such as GaN are used. Defense and
security applications often use vertical stacked lasers manufactured in II-IV com-
pounds (ZnSe and ZnS for example) with light intensities of up to 2 kW (Laser
Enterprise 2016). Common materials used in semiconductor lasers and for other
optoelectronic devices are listed in Table 2.4.

Table 2.4 gives an indication of the wavelength of the laser light when imple-
mented in various semiconductor materials. The equation used that relates the
bandgap (Eg) and the cut-off wavelength (λco) is given by

kco ¼ hc
Eg;ðeVÞ ð2:28Þ

where h is Planck’s constant and c is the speed of light in free space in m/s. In
ternary and quaternary semiconductor compounds such as AlxGa1-xAs as in
Table 2.4, the band gap can be varied by changing the content of the materials. The
content of the material is defined by x where 1 ≤ x ≤ 0. Another example in
Table 2.4 is InxGa1-xAs, where if x = 0.53 then the compound is defined as
In0.53Ga0.47As with Eg,300 of 0.75 eV.

Variant configurations of semiconductor layers produce different laser types;
these include single-spatial-mode, multimode, bars and stacks, single-mode dis-
tributed feedback (DFB) and less commonly used lasers such as vertical cavity
surface-emitting lasers (VCELs), distributed Bragg reflectors (DBRs) and tunable
DFB lasers.

The simplest form and also the most commonly used one in commercial lasers is
the single-spatial-mode laser. It is also called the single transverse mode laser

Table 2.4 Energy band gap and cut-off wavelengths of commonly used materials in semicon-
ductor direct band gap lasers defined at 300 K

Material Symbol Eg,300 (eV) λco (nm) Band

Aluminium gallium arsenide AlxGa1−xAs 1.42–2.16 575–875 Visible

Gallium arsenide GaAs 1.42 875 Visible

Gallium nitride GaN 3.4 365 Near UV

Gallium phosphide GaP 2.26 555 Visible

Germanium Ge 0.66 1800 Short IR

Indium antimonide InSb 0.17 5700 Medium IR

Indium arsenide InAs 0.36 3400 Medium IR

Indium gallium arsenide InxGa1−xAs 0.73–0.47 1700–2600 Short IR

Indium gallium arsenide In0.53Ga0.47As 0.75 1 655 Short IR

Indium gallium phosphide InGaP 1.90 655 Visible

Indium phosphide InP 1.35 919 Near IR

52 2 Charged Particle-Beam Acceleration and Lasers …



because of the implication that the beam can be focused to a diffraction-limited
spot. Figure 2.11 shows a typical single-spatial-mode laser with a relatively narrow
waveguide bounded by cleaved facets (Photonics Handbook 2015).

The single-spatial-mode laser in Fig. 2.11 shows a heterostructure with a narrow
waveguide to guide the output laser beam. This waveguide can be achieved by a
ridge-structure or a buried index step during processing. A single optical mode is
supported in such a structure. The width of the waveguide is typically limited to 2–
5 µm, depending on the actual waveguide structure. At the output facet the emitted
laser light is typically around 1 µm high and 3–4 µm wide—again depending on
the actual structure and application (Photonics Handbook 2015). As the laser light
leaves the output facet, it naturally diverges into vertical and horizontal directions.
The vertical divergence is perpendicular to the junction plane; it typically diverges
about 20–30° and is referred to as the fast axis. The horizontal divergence is
approximately 5–10° and called the slow axis. Since the divergence in the two
planes is different (anamorphic), the output beam forms an oval shape. The output
beam can also be somewhat astigmatic,4 but both of these effects can be corrected
through optics. Single-spatial-mode lasers are ideal when a diffraction-limited focus
point is required, such as in optical data storage, thermal printing, fiber commu-
nications and laser pointers. Maximum average power output is limited in these
lasers by the narrow waveguide generating significant local power density and
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Fig. 2.11 Representation of a double-heterostructure single-transverse-mode semiconductor laser
configuration

4Astigmatism in an optical system is when the rays propagating in two perpendicular planes have
different focus points.
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thermal dissipation. Trading off spatial coherence, to increase the average power
output, the width of the waveguide can be increased to several hundreds of microns.
These lasers are called broad-area or multimode lasers.

Multimode lasers cannot be focused to a diffraction-limited spot or efficiently
coupled into a single-mode fiber (Photonics Handbook 2015). The output power
also does not increase proportionally with the increase in the width of the
waveguide. Applications that do not require diffraction-limited focus include
external-drum thermal printing techniques and pumping solid-state lasers using
high average output power (up to 6 watts at the expense of spatial coherence). To
achieve even higher average output power in the order of 100 W, bars and stacks of
multimode lasers are combined in a single structure and optically corrected at the
output. Bar dimensions can be in the order of 1 cm high and 0.5–2 cm wide and a
single bar can emit between 20 and 60 W of output power in CW mode and up to a
100 W in pulsed mode. Applications for high-powered pumping solid-state lasers at
commercial wavelengths (785, 792, 808, 915 and 940 nm) typically use these
configurations. To increase power further, bars are stacked in series and can thus
use the same input voltage requirements with matched output impedance to the
driver electronics; however, these configurations generally use large and costly
high-current sources. These bar-stacked lasers are actively cooled (mostly
water-cooled) during operation as a result of their high-current usage, can be used
with or without optics depending on the application, found in applications for
material processing where high beam quality is not required (welding, hardening,
alloying or cladding of metals) and extremely high-power solid-state lasers.
Single-mode DFB lasers offer low noise and narrow frequency spectrum charac-
teristics and are becoming more common in optical transmission systems.

DFB lasers do not rely on mirrors to provide optical feedback; they use corru-
gated structures such as gratings close to the waveguide in the epitaxial layers. Each
ripple in the grating offers a small amount of internal feedback and since the device
uses a single frequency, each feedback from the gratings adds up in phase, which
naturally decreases partition noise found when longitudinal modes in
multi-frequency lasers interfere with each other. Noise levels of −150 dB/Hz are
commonly seen in these DFB lasers. Applications in fiber-optic transmission sys-
tems requiring lower power but also very low-noise characteristics use DFB lasers
to match high gain-bandwidth products (GBPs) of fiber amplifiers. DFB lasers are
also found in interferometric and spectroscopic applications and have been
demonstrated at wavelengths from 633 nm to upwards of 2000 nm. Other less
common laser structures include VCEL, DBR and tunable DFB lasers.

In VCSELs, light propagates perpendicularly to the wafer and is emitted from its
surface. To implement the required mirrors for optical feedback, mirrors are grown
as multilayer dielectric stacks above and below the quantum well active layer.

VCSEL multilayer stacks must have reflectivity as high as 99.8 % and the layer thicknesses
must be precisely controlled to ensure that the resonator frequency falls within the gain
bandwidth of the quantum well (Photonics Handbook 2015).
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The growing and manufacturing of these devices are simpler compared to more
traditional lasers and can be tested at wafer level, therefore making them more
cost-effective and easier to control in terms of the quality and yield of the devices.
VCSELs have low divergence and nearly circular beam profiles and are ideally used
for coupling to optical fibers. DBR lasers provide a higher CW output power
compared to DFBs at the cost of introducing mode hops with the drive current
(Photonics Handbook 2015). Tunable DFBs can be achieved by having multiple
grating structures introduced into the semiconductor, giving it a discrete tunable
range, although increasing the manufacturing cost.

2.5.2 Solid-State Lasers

Semiconductor lasers also fall into the category of solid-state lasers (Figs. 2.7 and
2.8), but another type of solid-state laser is based on crystals or glass doped with
rare earth or transition metal ions for the gain media. Another term for solid-state
lasers, which specifically exclude semiconductor lasers, is doped insulator lasers.
These can be manufactured in the form of bulk lasers, fiber lasers or other types of
waveguide lasers. Commonly used solid-state lasers are mostly optically pumped
with flash lamps or arc lamps and can achieve relatively high powers of tens of
kilowatts. Drawbacks of solid-state lasers include low efficiency coupled with high
thermal losses in the gain medium. As a result of the low efficiency and moderate
lifetime due to thermal heating, laser diodes are often used for pumping solid-state
lasers and actively cooled. These systems are called DPSS lasers and provide a
good beam quality and better lifetime and are relatively compact systems.

Solid-state lasers present long lifetimes of radiative upper-state transitions,
leading to efficient energy storage. This characteristic of solid-state lasers makes
them suitable for Q-switching lasers that have extremely high peak powers.
Solid-state lasers are generally not associated with large tuning bandwidths;
rare-earth-doped laser crystals present a low tuning range, whereas rare-earth-doped
glass lasers present a larger tuning range.

2.5.3 Gas Lasers

A gas laser is identified by the fact that the gain medium in the laser system is a gas
that can be pumped by an electric discharge, RF waves, photons or e-beams. The
gain medium consists of a narrow tube filled with a combination of gases (for
example He and Ne). At its ends, an anode a cathode facilitates a high-current
discharge through the tube, while mirrors at the ends of the tube provide optical
feedback. Electrons from the discharge collide with the abundant gas atoms and
excite these atoms to an upper metastable energy level. Through further resonant
impacts the energy is transferred to the minority gas particles and raises these atoms
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to nearly identical energy levels. These minority particles can then decay back to
the ground state to facilitate population inversion. Particles generally follow dif-
ferent routes towards the ground state and as a result of these different paths also
generate various wavelengths during radiation emissions. Rare-gas ion lasers
achieve stimulated emission when the discharge current is high enough to ionize the
gas and through the electron-ion interactions excite the ions from the ground state to
the metastable states.

At IR wavelengths it is possible to achieve high-power lasers from molecular gas
such as CO2. These lasers generate stimulated emissions from the low-energy
transitions between vibration and rotation states of molecular bonds. High-powered
molecular lasers are generally used in electrically discharged pumping techniques
but can use RF excitations as well. According to Endo and Walter (2006), some
advantages of gas lasers are the ability of the gas to adopt the cavity shape quickly,
scalability, long lifetime if in a high-quality vacuum, recyclability of gas, homo-
geneity, stability, possible use of isotopes to shift the radiation spectrum and the
wide spectra covered by varying gas types.

Metal vapor lasers are also gas lasers that vaporize metal (such as copper) at high
temperatures and use this vapor as the gain medium in an optical cavity. The high
temperatures required to vaporize the metal make it difficult to implement metal
vapor lasers practically and require the optical cavity and mirrors to withstand high
temperatures. Materials other from pure copper, such as copper nitrate or copper
acetylacetonate, can help to achieve lower temperature operation and make these
systems realizable at lower cost and with increased modularity. Typically, to
achieve population inversion in metal vapor lasers, two successive energy pulses
are required to dissociate vapor molecules, followed by a pulse to cause the dis-
sociated ions to lase. There are two main types of metal vapor lasers: ionized metal
(such as He-Cd) and neutral metal (such as Cu) vapor lasers; both operate by
vaporizing metal in a container.

2.5.4 Chemical Lasers

Chemical lasers use chemical reactions as opposed to light or electrical sources as
the pumping source. The COIL laser presents high efficiency and high average
power and has proved to be an important laser in antimissile defense systems.
A major advantage of chemical lasers is the relatively small power generation
required, which is a valuable commodity on mobile air defense systems such as
missiles to initiate a chemical reaction. Most of the energy required for the lasing
action is stored in the fuel/chemicals themselves. The basic principle of the COIL
laser is therefore that a fuel such as Cl2 gas is mixed with an oxidizing agent such as
hydrogen peroxide (H2O2) in a combustion chamber and a spark is ignited to
activate the reaction. The product of this reaction is the excited molecular oxygen.
This reaction is mixed with an iodine vapor and flashed through a nozzle where the
components interact to produce excited iodine atoms. The lasing activity is
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achieved in an optical cavity across the expansion chamber. For atmospheric aerial
applications, an iodine laser is ideal, since its 1300 nm wavelength falls in the
atmospheric transmission window. For space-based applications, for example, HF
lasers are considered to be more efficient.

2.5.5 Liquid Dye Lasers

The gain medium of liquid lasers is optically pumped liquids, typically at room
temperature. The most common liquid lasers are dye lasers, which consist of
organic dyes in liquid solvents. Dye lasers can generate a large bandwidth of laser
light from the excited states of these dissolved dyes. The output types of these lasers
can be either pulsed or CW and span across spectra from near-UV to near-IR,
depending on the dye used (LaserFocusWorld 1995). The principal operation of dye
lasers involves optically pumping the organic molecules to excited states through
arc lamps, flash lamps or cascaded laser sources. Typical laser sources used in dye
laser pumping include frequency-doubled Nd:YAG lasers, CVL, Ar+, N2 and
excimer lasers. The dye solution is usually pumped transversely through the laser
cavity and is contained by a transparent chamber, which is called a flow cell. The
broadband laser emissions originate from interactions between the vibrational and
electronic states of the dye molecules, which split the electronic energy levels into
broad energy bands similar to those of vibrational lasers. In order to tune the laser to
a desired frequency, wavelength-selective cavity optics are used (LaserFocusWorld
1995). Dye lasers have high efficiency, good tuning abilities, broadband operation
and high spatial coherence.

2.5.6 Other Types of Lasers

Various other types of lasers exist with variations on pump sources and applica-
tions. Such lasers include

• FELs,
• gas-dynamic lasers,
• Raman lasers,
• nuclear-pumped lasers, and
• laser-driven plasma accelerators.

A FEL uses high-speed electrons that can move freely in a magnetic field as its
lasing medium. These laser types have the largest tunable frequency range of all
laser types and span from microwave, THz-radiation, IR, visible and UV to X-ray.
The pump source is a relativistic electron beam with emission wavelength (λn) from
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an undulator5 with a large number of periods, interference effects in the radiation
produced at a large number of essentially co-linear source points in a spectrum with
quasi-monochromatic peaks given in Brown et al. (1983) as

kn ¼ ku
2nc2

1þ K2

2
þ c2h2

� �
with n ¼ 1; 2; 3; . . . ð2:29Þ

where θ is the angle of observation relative to the average electron and direction,
n is the harmonic number, λu is the spatial period of the magnetic field (the
undulator wavelength), γ is the relativistic Lorentz factor and the wiggler strength
K is given by

K ¼ eB0kuffiffiffi
8

p
pmec

ð2:30Þ

where B0 is the applied magnetic field, me is the electron mass, c is the speed of
light in a vacuum and e is the electron charge.

Gas-dynamic lasers take a hot and high-pressure mixture of gases, typically CO2,
N2, H2O or He, and expand the mixture rapidly through a supersonic outlet. During
the expansion the gas is transformed into a laser medium and population inversion
is generated. The gas then passes into a laser cavity and the beam is split per-
pendicular to the flow of the gas through mirrors placed on both ends of the cavity.
The gas stream then enters a diffuser where it releases energy and is decelerated to
subsonic speeds and exhausted out of the cavity. The non-equilibrium flow through
the nozzle and its behavior through the laser cavity determines the distribution of
molecules and the conditions where population inversion in the expanding gas
occurs. Gas-dynamic lasers are very high-powered and high-efficiency devices with
average output power in the hundreds of kWs.

Raman lasers use stimulated Raman scattering to achieve light amplification as
opposed to the more traditional electrically induced stimulated transitions. Raman
scattering is the inelastic scattering of photons during excitation as opposed to the
more general, elastic (Rayleigh) scattering where the photons have the same energy
(frequency and wavelength) of the incident photons. Raman lasers are optically
pumped, but this optical pumping does not produce population inversion. Pumped
photons are absorbed and transitions to lower-frequency laser light. Theoretically,
any Raman laser wavelength can be achieved through specifying the pump
wavelength, provided both wavelengths are within the transparency region of the
material and a sufficiently high non-linearity and/or optical intensity is reached.

If a laser is pumped with energy of fission fragments, it falls under the category
of nuclear pumped lasers. The lasing medium is surrounded by a tube lined with
uranium-235. To achieve lasing, the medium is subjected to a high neutron flux in a

5A periodic structure of dipole magnets forcing electrons to undergo oscillations and resulting in
radiated energy.
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nuclear reactor core. Nuclear pumped lasers can, for instance, be used to pump
X-ray lasers and energize EMP weapons used in EW offensive tactics. Nuclear
pumped lasers can scale to very high energy levels, upwards of 100 MW CW beam
power, and historically dominates military research. The size and scale of nuclear
pumped lasers are extremely large to accommodate the nuclear reactor cores and
since these lasers are predominantly CW, the power densities required are very
high, but the energy densities emitted are lower compared to electrically charged
gas lasers. The most well-known nuclear pumped laser project was Project
Excalibur—an X-ray laser used as a DEW for ballistic missile defense. Project
Excalibur was officially abandoned in 1992 and research resources were redirected
to space-based laser satellite concepts.

Laser-driven plasma accelerators use large electric fields formed within plasma
waves to accelerate charged particles to high energies in smaller distances com-
pared to traditional particle accelerators. If a laser pulse propagates through a
plasma the non-linear force in an inhomogeneous oscillating electromagnetic field
(ponderomotive force) pushes electrons away from the front and back of the pulse
and forms a trailing longitudinal density wave. The ponderomotive force in
laser-driven plasmas Fp in newton is expressed by

Fp ¼ e2

4mx2 r E2� � ð2:31Þ

where ω is the angular frequency of oscillation of the electromagnetic field and E is
the amplitude of this field. e and m are the electron charge and mass respectively.
These forces allow plasma accelerators to achieve acceleration gradients in the
order of 100 GeV/m compared to the approximate 100 meV/m of traditional par-
ticle accelerators such as the LHC (Esarey et al. 2009). Calculation of the driven
electron plasma waves (wakefields) generated by non-evolving drive laser pulses is
presented in Esarey et al. (2009).

Optimization of laser technology involves improving on current technologies
and laser types to increase the average power output of devices using the same (or
lower) power sources. The following section introduces some optimization tech-
niques based on principles that can be applied to most laser types.

2.6 Laser Optimization

Since the early era of laser research and even today, researchers gave pursued
various fundamental goals in improving laser technology. These goals are both
technology and application specific and aim to improve the throughput and effi-
ciency of laser pumping through a variety of applications. No single laser can
satisfy all the requirements for the vast applications of lasers and research into
improving single laser technologies for their associated applications is necessary.
A list of general goals of laser advances are improving on
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• the type of applications requiring different spectra of luminous light and finding
efficient and cost-effective ways to implement it,

• technology advances aimed at increasing the maximum average output power of
laser types,

• technology advances aimed at increasing the energy of the peak pulse,
• increasing the output power of the peak pulse,
• improving on the enabling technologies and supporting circuitry to allow higher

frequency laser pulse throughput,
• techniques for achieving higher power efficiency, and
• ultimately lowering the cost and decreasing the physical size of lasers.

The classification of lasers differs on the intended end-use of the laser; however,
the most general classification that reveals most information is considered to be the
state of the lasing medium (gas, solid or liquid). Another consideration when
classifying a laser, albeit a somewhat reversed methodology, is classification by its
wavelength of operation. This is, however, a common way to determine which laser
is right for a certain application when the intended application defines the wave-
length required and the type of lasing medium is chosen based on this requirement.
Bhatia and Kumar (2002) further classified laser types in terms of their suscepti-
bility to EMI and lists categories that influence interference in operation:

• The physical construction of the laser is decisive; Bhatia and Kumar (2002)
stated that more voluminous and longer dimensioned laser tends to be better
suited for radiated EMI emissions.

• High-powered lasers contribute to larger conducted noise levels and the oper-
ating power as a function of input power should be limited through more effi-
cient lasers.

• Considering the operating mode, CW lasers are generally less noisy compared to
their pulsed mode counterparts because of the lower frequency activity in its
electrical drivers. Pulsed lasers, especially very high frequency/short pulses,
contribute more to noise at the output;

• The optical pumping method influences the generated noise and interference in
the laser output and it is generally found that gas lasers, because of their
complex electrical requirements and high frequencies, generate higher levels of
noise compared to for example flash lamp pumping.

• Any additional accessories used for the laser pumping and supporting circuitry
adds to the generated noise levels in the output signal.

Chen et al. (1996) highlight the fact that in optically coupled lasers, the pump
source and the laser resonator do not interfere with each other (optical versus
electrical characteristics), which lowers the total output noise of the system. Also
mentioned is the fact that a fiber-coupled system has significantly lower brightness,
since the brightness of the output beam is always lower or at best equal to the
brightness of the input beam, measured in W/cm2.sr (where steradian (sr) is the unit
of the solid angle). Chen et al. (1996) found that the optimum focus position of the
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pumping light in optically coupled systems depends on the pump-beam quality,
pump spot size and the laser mode size.

In optically pumped lasers the slope efficiency σs (or differential efficiency) is
typically used to determine the efficiency of the output power (Pout) versus the
pump power (Pin) of the laser. If third-order effects such as quasi-three-level
characteristics of the gain medium or other thermal effects do not dominate laser
operation, the slope efficiency plots are generally linear. If the slope efficiency curve
displays significant non-linear behavior due to, for example, thermal lensing or
overheating of the gain medium, the slope is often determined in pre-defined and
normal operating condition sections. The gradient of a non-linear efficiency curve is
primarily determined by

• the power of the beam passing through the output mirror compared to the total
losses in the cavity, and

• the ratio (between 0.0 and 1.0) of the pump wavelength to the laser wavelength.

Slope efficiency graphs also have a distinct point on the pumping power axis
where the output power becomes a non-zero value and this point is referred to as the
oscillation threshold (Pth). The optimization of the laser output power involves
trade-offs between high slope efficiency and low threshold pump power. A typical
slope efficiency graph is given in Fig. 2.12.

The efficiency slope as shown in Fig. 2.12 can be determined through

rs ¼ Pin � Pth

Pout

ðhvÞlaser
ðhvÞpump

ð2:31Þ

where (hv)laser and (hv)pump are the wavelengths of the laser and the pump
respectively. The highest theoretical slope efficiency could exist if the pump
wavelength and the laser wavelength are exactly equal and the slope in Fig. 2.12
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Fig. 2.12 A typical linear
slope efficiency curve of
pumping power versus output
power in optically-pumped
lasers
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equals 45°. Practically, slope efficiencies are in the range of 5 % or less and can
reach up to 30 % for diode pumped lasers. Laser diode performance parameters and
experimental procedures to determine and interpret certain parameters are given in
Mobarhan (1999). The laser diode parameters include:

Output light versus input current and threshold current: This parameter can be
considered one of the most important characteristics of a laser diode, describing the
magnitude of the light emitted by the laser as a current injected into the device. The
commonly used output light power (Pout in watts) versus input current (Iin in
amperes) (known as the LI curve, which is similar to the efficiency slope) curve is
generated by measuring the stimulated radiation to the input current. The LI curve
also has a threshold current Ith, where the device starts radiating. The slope of the
curve is determined by the ratio of ΔPout/ΔIin at its nominal operating points,
determining its effective slope efficiency in this way. Ideally a diode laser should
only require small variations in input current for large variations in output light
power, therefore have a large slope efficiency. The LI curve is also typically a linear
curve except if third-order effects are dominant during operation at the limits of the
device, particularly above the threshold current position and below its maximum
input current rating.

Threshold current density: The threshold current of the laser diode, Ith, is a factor
of the quality of the semiconductor material and the geometric design of the optical
waveguide. It furthermore depends on the size and the absolute area of the diode
laser—important to consider when comparing lasers, since a higher threshold
current could be purely due to a larger device. To avoid confusion in directly
comparing threshold current between devices that may occupy a larger or smaller
area, the threshold current density Jth is used instead. Jth is a better indication of the
quality of the semiconductor material from which the device is manufactured. The
transparency threshold current density (JO) is used to compare threshold current
density between different batches of semiconductor processes. JO is found by
plotting threshold current density versus the inverse of optical cavity length and
finding the intersection with the vertical axis of the linear fit line of the data points.
JO can therefore be regarded as the threshold current density of a theoretically
infinitely long laser cavity with no losses at its mirror facets used to compare
semiconductor process characteristics during diode laser manufacturing.

External differential quantum efficiency: This figure of merit (FOM) parameter
of a device indicates the efficiency of the device to convert injected electron-hole
pairs to photons emitted from the device (Mobarhan 1999). The external differential
quantum efficiency (ηd) can be determined by the slope efficiency with

gd ¼
Pout

Iin

qk
hc

ð2:32Þ

where q is the elementary electron charge (1.6 × 10−19 C). In (2.32) the term Pout/
Iin has units W/A and qλ/hc has units A/W—therefore the external differential
quantum efficiency is unit-less—a percentage of injected electron-hole pairs con-
verted to actual emitted radiative photons. Mobarhan (1999) also highlights the
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importance of specifying the type of laser in terms of wavelengths emitted and
number of reflective mirrors, since these parameters influence the absolute slope
efficiency that can be achieved in a system.

Cavity length dependence on Jth and ηd: In order to determine a viable average
of the threshold current density and the external differential quantum efficiency for
various cavity lengths and to define the material quality and semiconductor process
for a batch of laser diodes accurately, a variety of cavity lengths should be mea-
sured and compared. Having broad area lasers with clearly defined geometries
simplifies these measurements to determine the average values.

Internal quantum efficiency: This parameter, ηi, specifies the efficiency of a diode
laser to convert electron-hole pairs into photons within the diode structure itself (not
accounting for actual radiated photons) independently of the geometrical properties
of the device. The inverse of the internal quantum efficiency is a measure of the
injected current converted into other forms of energy, such as thermal energy (heat)
and not applied to light photons. To eliminate the influence of cavity length on the
efficiency to convert electron-hole pairs to photons, ηi is typically determined by
plotting the external differential quantum efficiency versus the cavity length and
finding the inverse of the intercept point of the linear fit line from the set of data
points with the vertical axis. Graphically, this procedure is presented in Fig. 2.13.

The external differential quantum efficiency is always less than, based on a value
of between 0 and 1, the internal quantum efficiency, since not all photons generated
in the device ultimately exit the device again as radiated photons and can become
trapped or lost inside the device. The ratio of ηd/ηi specifies the number of photons
emitted from the laser to the number of photons generated in the laser (Mobarhan
1999).

Characteristic temperature: High-powered lasers inevitably cause the operating
temperature of the device to rise. The temperature sensitivity T0 of the device
specifies the amount of change in external differential quantum efficiency and
threshold current density with increasing temperature and translates to the thermal
stability of the device. T0 can be determined by

Cavity length (μm) 

1/
η d

measurement 
points

1/ηi

Fig. 2.13 Determining the
internal quantum efficiency of
a diode laser from the external
differential quantum
efficiency and the cavity
length
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T0 ¼ DT
D ln Jthð Þ ð2:33Þ

where ΔT is the difference in temperature between two measurements of
measured/calculated threshold current density Jth.

Spectrum and peak wavelength: The number of spectral outputs that a laser is
capable of emitting is a function of the optical cavity structure and the operating
current (Mobarhan 1999). As a result, multimode lasers exhibit multiple spectral
outputs around their center wavelength. Optical cavity lengths are designed with
respect to the output wavelength and are typically chosen at lengths of λ/2 multi-
plied by the oscillations, m. The center wavelength of a laser diode is also pro-
portional to the temperature where the output wavelength increases with increasing
temperature. This becomes a useful characteristic of laser diodes when tunable
lasers are required. The output wavelength can in addition be tuned by changing the
input current, generally displaying discrete changes in wavelength. This phe-
nomenon is known as mode hopping and is evident in single-frequency laser
diodes.

The following paragraph concludes the discussion on particle accelerators and
laser physics, types and optimizations.

2.7 Conclusion

This chapter focuses on particle acceleration technology, its history and its con-
tribution to other technologies such as lasers. Lasers are found in various appli-
cations, commercial and military, and this chapter introduces the basic principles of
lasers, the types of lasers and laser optimization. In the following chapter, the
supporting circuitry to drive lasers is discussed, with the emphasis on the role of
SiGe in these devices. The following chapter further investigates the uses of
fast-switching, low-noise, compact and efficient SiGe laser drivers in military
applications, such as laser rangefinders, laser DEWs, IR countermeasures (IRCM)
and laser detonators.
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Chapter 3
Electronic Warfare Laser Driver
Principles: High-Powered Directed Energy
Beam Generation

3.1 Introduction

The ability to control and manipulate the electromagnetic spectrum is a major
advantage, both defensively and offensively, for military operations. Modern EW
weapons employ radio, radar, IR, optical, UV, electro-optical and laser technolo-
gies. Directed energy weapons do not necessarily cause irreversible damage to
enemy troops and technologies, as the heat ray targets the skin of enemies and
creates unbearable conditions, forcing them to retreat. The heat ray is an active
denial system (ADS), a non-lethal DEW primarily aimed at crowd control and
developed by the US military. Although its effectiveness is doubtful (because of
strong RF dissipation in rain/snow/fog, possibly only effective on exposed skin and
its inability to target individuals in large crowds), the principle of using such a
DEW in non-lethal operations is still valuable for militaries.

Semiconductor laser diodes offer compact size systems, ruggedness and high
efficiency and are expected to have a significant impact on the future of DEWs.
Diode-pumped solid-state lasers offer significant potential in optical countermea-
sure systems in the visible spectrum with higher efficiencies compared to
frequency-shifted lasers. Research into identifying improved gain media for these
lasers is actively pursued to take advantage of the potentially high-powered laser
drivers offered by technologies such as GaAs, InP and SiGe. Energy from HELs can
be delivered to a target at the speed of light, much faster than traditional supersonic
or subsonic speeds from missiles. Another advantage of HELs is the low
shot-to-shot costs involved. Traditional missiles are expensive and only have a
single shot before they are destroyed, whereas lasers (that also have high devel-
opment cost) can be used more than once. A challenge for researchers is creating
lasers that use high enough power to destroy a target partially while tracking
numerous objects simultaneously (Coffey 2014). In addition, these weapons should
be able to withstand environmentally harsh conditions where dust and humidity
attenuate the main beam significantly, and to be fired from compact and modular
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platforms. Lasers can target UAV optical sensors used as intelligence surveillance
and reconnaissance and can disable these sensors with relatively low power at long
range. High power and electrical efficiency are obtainable when sufficient cooling
of these devices is available and research projects to develop electric fiber lasers as
opposed to conventional solid-state technology are pursued by companies such as
Lockheed Martin. The following section briefly introduces ongoing military and
defense ventures in high-energy laser research. The applications of these lasers
vary; however, a common EW theme is evident throughout these projects.

3.2 Laser Systems Markets in Military and Defense
Environment

Laser systems are commonly used for military and defense applications and the
global military laser systems market’s compound annual growth rate is estimated to
be 7.97 % over the period 2014–2019. The leading vendors in laser systems
identified by researchandmarkets.com are four companies that have dedicated large
amounts of resources to researching and developing new technologies and testing
technologies to identify the limitations of current-generation systems. The largest
contributors to date are:

• BAE Systems,
• Lockheed Martin,
• Northrop Grumman and the
• Thales Group.

Other prominent vendors in laser systems are also making significant headway in
modern laser system research and include a list of companies that are not neces-
sarily military-based, but are also providing valuable insight into a research field
that has gained traction in recent years, with semiconductor laser becoming more
prevalent. These companies include:

• 3SAE Technologies (USA),
• American Laser Enterprises (USA),
• Boeing (USA),
• Coherent (USA),
• Creaform (USA),
• Electro Optic Systems (Australia),
• Eurolaser (Germany),
• Faro Technologies (USA),
• General Atomics (USA),
• IPG Photonics (USA),
• Jenoptik (Germany),
• Kratos Defense & Security Solutions (USA),
• L-3 Advanced Laser Systems Technology (USA),
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• Newport Corporation (USA),
• Trumpf (USA),
• UTC Aerospace Systems (USA),
• Vectronix (USA), and
• Visotek (USA).

Applications of laser systems with the highest levels of interest and within the
military operation framework as listed by researchandmarkets.com are

• airborne laser mine detection,
• range finding,
• target designation,
• anti-missile systems, and
• neutralizing enemy weapon systems (EW and DEW).

The growth in international arms trade, varying warfare tactics and preference
for reduced sized weapons are among the factors driving the research field and
markets of laser energy systems. Laser systems are also becoming prevalent in
military communications and laser-based ground-to-air laser communication pro-
vides quick mine detection abilities. Coffey (2014) listed numerous ongoing (as of
2014) HEL projects with details on the average output power of each project, either
envisioned or practically implemented.

As seen in Table 3.1, these projects include laser solutions using COTS
fiber-laser components, diode-pumped solid-state lasers, FELs and liquid lasers. In
Coffey (2014) the benchmark and goal for military-based laser applications is given
as approximately 100 kW where lower-power but more mobile systems ranging in
the 10 s of kW output powers are also being demonstrated. Laser weapons
(specifically HEL) have matured in the past decade and have reached various
milestones, which are pointing to an increase in power, decrease in size and
improvement in efficiency and ruggedness. These systems are not far from being
commonly deployed as EW countermeasures, hand-off systems and possibly
offensive weapons by military operations.

This chapter will focus on the technologies required and fundamental properties
of the semiconductor laser driver used to feed these laser devices with high currents.
The enabling technology of such circuits can be crucial in achieving not only
high-powered lasers, but also energy-efficiency, compact, rugged and mobile sys-
tems. Presenting the laser drivers from an electronic circuit and component per-
spective enables researchers to identify important characteristics required from the
enabling technology, such as SiGe, which provides many of these characteristics as
a modern and commercially available, relatively low-cost solution. However, before
discussing the laser driver fundamentals, a brief overview of the laser diode and its
electronic equivalent model is presented, since it will be referred to during the laser
driver discussion.
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3.3 Optoelectronic Communication

This chapter focuses on the optoelectronic communication components required to
achieve high-speed, low-noise and high-powered optical transmission through an
optical medium. A typical laser optoelectronic communication link is given in
Fig. 3.1.

According to Fig. 3.1, the optoelectronic communication link typically consists
of an optical transmitter stage comprising a laser driver and a laser diode, an optical
medium, which could be free space, optical fiber or waveguides, and an optical
receiver stage comprising a photodetector and a trans-impedance amplifier. Within
the optical transmitter, a laser driver is required to convert a modulated source
signal into a large current used to modulate the optical source (laser diode). Laser
drivers use amplified currents as opposed to voltages to drive the laser diode. The
laser diode can then transmit the modulated signal into the preferred optical med-
ium, where guided cavities such as optical fibers or waveguides are generally
preferred to converge the signal towards the receiver. The signal will inevitably
undergo deterioration, a decrease in amplitude and additive noise while travelling
through the optical medium and can be corrected at the receiver. The optical
receiver converts the incoming light (photons) at the desired wavelength to elec-
trical pulses using a trans-impedance amplifier (current-to-voltage converter) and
feeds the amplified signal for further signal processing. Possible technologies in
which high-speed trans-impedance amplifiers with operation above 40Gb/s can be
implemented typically include GaAs, InP and SiGe (Weiner et al. 2003). The
further processing involves demodulation of the incoming signal with the common
carrier frequency and extracting the information as data, sound, video or com-
mands. Depending on the application and wavelength, such a system can be
implemented on a single chip, between chips or over longer distances through
optical fibers with the help of repeaters. The laser diode and the photodetector can
be manufactured from the same material to ensure that both devices operate (peak)

Laser driver Photo-
detectorLaser diode

Trans-
impedance 
amplifier

Optical transmitter Optical receiver

O
pt

ic
al

 m
ed

iu
m

Modulated 
input

Modulated 
output

Fig. 3.1 A typical laser optoelectronic communication link showing the optical transmitter stage,
optical medium and the optical receiver stage
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at similar wavelengths. Material characteristics and peak wavelengths were dis-
cussed in Chap. 2. In this chapter the laser driver and the laser diode are discussed,
with a brief discussion on the typically expected attenuations in various optical
mediums as a function of operating wavelength.

The first discussion presented relates to the laser diode and its equivalent circuit.
This discussion effectively introduces the most crucial parameters when considering
laser drivers. The optical medium and the photodetector will not be discussed in
detail, since they fall outside of the scope of this book; and the trans-impedance
amplifier principles are furthermore presented in this chapter.

3.4 Laser Diode Equivalent Models

For most applications of laser diodes, especially high-frequency operation com-
bined with electronic components such as drivers and amplifiers, a precise repre-
sentation of the laser diode electrical impedance is crucial to match the device
effectively to its supporting circuitry. For this reason, modeling the laser diode as an
electrical equivalent circuit is the preferred method to determine its impedance
characteristics and frequency limitations. Equivalent circuit modeling is used in
many electronic designs and gives researchers and designers a baseline to derive the
ideal circuit operating parameters and achieve the most efficient transfer of energy.
Electronic circuits such as the laser driver can be realized in many CMOS and
BiCMOS technologies with varying node sizes providing their own set of advan-
tages and disadvantages. Using small node sizes such as 180 nm and smaller
provides fast-switching characteristics and low-power operation, whereas larger
nodes such as 350 and 600 nm provide higher power capabilities for the active
devices and generally better 1/f noise performance, since this type of noise is
proportional to the gate length of the transistors. Equivalent circuit modeling in
addition gives researchers and designers a better understanding of the technology
that can be used to achieve the specified results of the system.

3.4.1 The Single Resonance Model

The elements of a single mode laser diode equivalent circuit can be derived from
the rate equations and have been used since the late 1970s (Kressel and Butler
1977) to represent the interactions between the optical intensity and the injected
carriers to estimate the electrical behavior of these devices. The Fabry-Pérot laser is
the most common type of single mode laser and the equivalent model of the single
resonance laser model is based on its operation. A Fabry-Pérot resonator is a linear
optical resonator (or cavity), which consists of two highly reflective planar mirrors
such that the resonator modes extend up to the edges of the mirrors and experience
some diffraction losses (Paschotta 2013). The resonance frequency can be tuned by
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varying the cavity length, therefore the distance between the mirrors, with a piezo
actuator, for example. “When the voltage applied to the piezo is periodically varied,
e.g. with a triangular temporal shape, and the transmitted power versus time is
monitored with a photodetector and an oscilloscope, the latter can directly display
the optical spectrum of the incident light, provided that the spectral width is smaller
than the free spectral range and the scan is slow enough to reach a quasi-sta-
tionary state of the resonator” Paschotta (2013). A Fabry-Pérot interferometer is
typically used to check if a laser operates in the single resonator mode or as
reference cavities. The spectral intensity of the quantum fluctuations of the photon
and electron population can be found by adding to the single resonance rate
equations Langevin source terms for electrons fN(t) and for photons fS(t), assumed
to exhibit shot noise features, such that

dn
dt

¼ i
q
� n
ss
� ECV � EVCð Þsþ fN ð3:1Þ

where n and s are the total number of electrons in the gain medium and photons in
the single lasing mode respectively (Harder et al. 1982). The pump rate is given by
i/q and τs is the spontaneous carrier lifetime in the laser. ECVs is the downward
stimulated emission rate and EVCs is the upward stimulated transition/absorption
rate. The gain in the medium is defined as ECVs − EVCs. The rate equation for the
spectral intensity of photons is given by

ds
dt

¼ ECV � EVCð Þsþ bn
ss

� s
sph

þ fS ð3:2Þ

where βn/τs is the spontaneous emission coupled to the lasing mode and τph is the
photon lifetime in the laser (Harder et al. 1982).

Modeling the laser diode can be an effective means to determine some of the
most crucial operating parameters of the device, where the current-voltage
(I-V) characteristics take precedence over many other parameters. Barnes and
Paoli (1976) already modeled the double-heterostructure diode model as an ideal
diode with an additional series resistance to account for the resistance of the bulk
material and the contacts. The I-V characteristic of their equivalent circuit is given
in an earlier work by Barnes and Paoli (1976) as

I ¼ V
Rsh

þ Is exp 1þ R
Rsh

� �
V � IR

� ��
gkT
q

� �
� 1

� �
ð3:3Þ

which can be rewritten in a more suitable form for the measurement of the
parameters η and R as (Barnes and Paoli 1976)

V ¼ 1
1þR=Rsh

IRþ gkT
q

ln
I
Is
þ 1� V

IsRsh

� �� �
ð3:4Þ
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where V is the applied voltage at the device terminals, Is is the junction saturation
current, η is the exponential parameter characteristic of the p-n heterojunction, Rsh

is the shunt resistance where possible leakage current can occur and R is the series
resistance of the bulk and the contacts. To determine the differential resistance at a
current I, the differential equation, simplified in Barnes and Paoli (1976), assuming
that the effect of the shunt resistance is negligible for currents above 100 pA and
assuming Is ≪ I, is given by

dV
dI

¼ Rþ gkT
q

1
I

ð3:5Þ

which represents a linear plot of dV/dI versus 1/I with a slope equal to ηkT/q and the
intercept at 1/I = 0 is equal to R. The importance of (3.3) becomes apparent when
characterizing the current I, which varies exponentially with the applied voltage
V by Paoli (1976)

I ¼ Is exp
q V � IRð Þ

gkT
� 1

� �
ð3:6Þ

where its second derivative is given by

d2V
dI2

¼ � gkT
q

1

Iþ Isð Þ2 ð3:7Þ

assuming that the parameters η, Is and R are not functions of current flow. Since Is is
much smaller than the current flow I, (3.7) can be simplified to

I2
d2V
dI2

¼ � gkT
q

ð3:8Þ

and the left-hand side of (3.8) is a direct measure of the effective value of η (since k,
T and q are known). By using this approach of characterizing the I-V characteristics
of a heterostructure diode, Morishita et al. (1979) proposed modeling the laser
diode as a parallel resistance-inductance-capacitance (RLC) circuit and this method
has been accepted and used since. In Katz et al. (1981) four different parallel RLC
circuits representing the equivalent model of a laser diode under different circum-
stances are given and these are adapted in Fig. 3.2a–d.

According to Fig. 3.2 the four different circumstances of the equivalent model of
a laser diode include a basic model where no spontaneous emissions are modeled,
(b) the model that includes the effect of spontaneous emission in the laser diode as
described in Chap. 2, (c) the model that includes spontaneous emissions and
self-pulsations and (d) the laser diode with an externally connected load resistance,
also accounting for spontaneous emissions and self-pulsations. The voltage squared
across the circuit is representative of the output power/stored energy in the circuit
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and the current generator is the equivalent current source, which represents the
spontaneous emissions of the laser diode (Irving and Carroll 1990). From the basic
model in Fig. 3.2a it can be seen that the diode is represented by three passive
components in parallel—a resistance, an inductance and a parallel capacitance. In
such a configuration the voltage across the terminals of the three passive compo-
nents is constant, as opposed to a constant current in a series RLC circuit. The total
impedance of such a circuit is calculated using the current of the circuit and the
current in each branch where the admittance of each component is calculated as
opposed to the impedance with series RLC circuits. The values of each component
in Fig. 3.2a can be calculated by the following set of equations:

R ¼ Rd
Ith
I0

� �
ð3:9Þ

L ¼ Rdsph
Ith
I0

� �
� 1

� �
ð3:10Þ

C ¼ ss
Rd

ð3:11Þ

where τs is the spontaneous carrier lifetime, τph is the photon lifetime, I0 is the bias
current of the laser diode, Ith is the threshold current and Id is a normalized current
given by

R
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L C R
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RSE

R

IIN L

CRSE
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R

IIN L
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(a) (b)

(c) (d)

Fig. 3.2 The equivalent circuit models of a laser diode representing a the basic model with no
spontaneous emission, b the model that includes the effect of spontaneous emission, c the model
that includes spontaneous emissions and self-pulsations and d the laser diode with an externally
connected load resistance
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Id ¼ N0
e

ss
aqd ð3:12Þ

where Ne
0 is the DC value of the injected electron density of a p-type material, a is

the diode area, d is the thickness of the active region and q is again the elementary
electron charge. The differential resistance of a diode Rd is given as

Rd ¼ 2kT
q

1
Id

ð3:13Þ

and in Katz et al. (1981) the effect of spontaneous emission and saturated
absorption or gain saturation and an improved equivalent model to possibly modify
the frequency response of the laser diode by electronic means are considered as
well. Katz et al. (1981) expand on these equations by taking into account sponta-
neous emission and self-pulsation. The parallel components as shown in Fig. 3.2b
with the additional series resistance Rse are given by

R ¼ Rd

n0ph þ 1
	 
 ð3:14Þ

L � Rdsph
n0ph

ð3:15Þ

C ¼ ss
Rd

ð3:16Þ

and

Rse � bRd
n0e

n0ph
	 
2 ð3:17Þ

where nph
0 and ne

0 are the normalized steady-state values of the photon density Nph
0

and Ne
0 respectively, given by

n0ph ¼ AssN
0
ph ð3:18Þ

and

n0e ¼ AssN
0
e ; ð3:19Þ

where A is a proportionality gain constant. For the RLC components in Fig. 3.2c, an
additional negative resistance is added in series with Rse to accommodate for the
self-pulsation of the laser diode and the value of this resistor is determined by
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Rsp � �Rdd
ns

1

1þ n0ph
ns

	 
h i2 ð3:20Þ

where ns is the normalized photon saturation density equal to

ns ¼ AssNs ð3:21Þ

and δ is a parameter denoting the strength of the non-linearity (generally equal to
approximately 0.02) and Ns is the saturation density of the photons. Finally, the
effect of the parallel resistance Rp is to decrease the resonance peak of the laser
diode by a ratio of approximately

RRp

RþRp
� � : ð3:22Þ

In order to determine the resonant frequency fr of the laser diode as depicted in
Fig. 3.2a–d, the following equation holds true for a parallel RLC circuit:

fr ¼ 1
2p

1ffiffiffiffiffiffi
LC

p ð3:23Þ

which shows that the resonant frequency of the laser diode can be adjusted or
manipulated by changing the values of the equivalent inductance or capacitance.
The intrinsic inductance and capacitance are, however, functions of the photon
lifetime τph, the photon density nph

0 and the gain coefficient A, which is dependent
on the electron density ne

0 as seen in (3.15)–(3.17). This translates to rewriting
(3.23) in a form that identifies the parameters that have a direct effect on the
resonant frequency such that

fr ¼ 1
2p

ffiffiffiffiffiffiffiffiffiffi
n0ph
sssph

s
ð3:24Þ

or in a more convenient form where the gain constant and the steady-state photon
density from (3.18) are part of the design equation such that

fr ¼ 1
2p

ffiffiffiffiffiffiffiffiffiffi
AN0

ph

sph

s
ð3:25Þ

to represent the equation of the relaxation oscillation frequency and effectively the
desired operating frequency of the supporting circuitry, such as the laser driver.
Determining the impedance of the laser diode from its equivalent circuit is equally
important during the design of the supporting circuitry to ensure effective transfer of
power between the electronic circuit and the laser diode. Using the above equations
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for the effective impedance of the inductor, capacitor and intrinsic resistances of the
equivalent model, the complex impedance of the laser diode as a function of
operating frequency Z(ω) where ω is the frequency in radians (ω = 2πf) is given in
Ozyazici (2004), as adapted from the original article of Tucker and Pope (1983) as

ZðxÞ ¼ VðxÞ
IðxÞ

¼ Rd

j xss þ
1þ nom�noe

sssph

�x2 þ j xss noph þ 1þ ss
sph

1þ nom � noe
� �h i

þ noph þ b noe 1þ 1=noph

� �
�nom

� �
sssph

ð3:26Þ

where V(ω) is the complex amplitude of the junction voltage and I(ω) is the
complex amplitude of the junction current. The differential resistance Rd in (3.26) is
determined by (3.13) and Id in (3.13) is a normalized current as in (3.12). A similar
approach is followed to determine the equivalent circuit for a multiple resonance
mode laser diode, which is presented in the following section.

3.4.2 The Multiple Resonance Model

The operation of the multiple resonance model for a laser diode is observed by first
presenting a circuit structure of a double resonance model, as adapted from Irving
and Carroll (1990) and given in Fig. 3.3.

As seen in Fig. 3.3, to determine the effects of a double resonance mode laser,
two single resonance mode laser diode equivalent circuits are placed in series and
the effects of this resultant circuit are investigated. The output voltage of the circuit
in Fig. 3.3 changes in amplitude, phase and rate of phase, since the input current
source is varying with these same parameters. The total admittance of the circuit

R2

IIN

L2 C2

R1 L1 C1

Fig. 3.3 Equivalent circuit
model of a laser diode
operating in double resonance
mode (adapted from Irving
and Carroll 1990)
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can be determined by solving combined differential equations of the circuit
admittance. This theory is then adapted to determine the circuit parameters for
multiple resonance models through the electronic rate equations of the equivalent
laser diode circuit. The two resonant frequencies of the circuit in Fig. 3.3, fr1 and fr2
are given by adapting (3.26) such that

fr1 ¼ 1
2p

1ffiffiffiffiffiffiffiffiffiffi
L1C1

p ð3:27Þ

and

fr2 ¼ 1
2p

1ffiffiffiffiffiffiffiffiffiffi
L2C2

p ð3:28Þ

and the impedance of the circuit is a series combination of the equation given in
(3.26), consequently the addition of each RLC combination. The equivalent circuit
of a multiple resonant circuit, including the parasitic components at the input and
the additional modes of spontaneous emission and self-pulsation, is given in
Fig. 3.4, which is adapted from Kim (2005).

According to Fig. 3.4, LW represents the bonding wire intrinsic inductance if the
laser diode is connected to the supporting circuitry and operating at high fre-
quencies, whereas RS and CS are the series resistance between contacts and the
contact capacitance respectively. The single resonance parallel RLC sections are
depicted in Fig. 3.4 and marked RLC1…RLCn, and Ls and Ct represent the
small-signal photon storage and active-layer diffusion capacitance respectively. RSP,

R1
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C1

Rn

Ln

Cn

IIN

RS1

LS

Ct
RSE

RSP

RS

LW

CS

Fig. 3.4 The equivalent circuit model of a laser diode operating in multiple resonance mode,
including intrinsic parasitic components and electrical DC characteristics and the optical intensity
of the laser diode (adapted from Kim 2005)
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RSE and R1 are related to the laser diode electrical DC characteristics and the output
voltage across RS1 represents the optical intensity of the laser. Each resonant fre-
quency for the n-stages (modes) is then simply determined by

frn ¼ 1
2p

1ffiffiffiffiffiffiffiffiffiffi
LnCn

p ð3:29Þ

where n represents the mode number and the resonance for RLCn. After considering
the equivalent circuit of the laser diode and presenting a brief theory on the design
parameters, the laser driver is presented in the following section. The laser driver
can only transfer maximum power to the laser diode if it is properly matched and
designed in accordance with the operating conditions of the laser diode.

3.5 Laser Drivers

An ideal laser driver can provide a constant, regulated and adjustable current to the
laser diode, has linear gain, does not vary with temperature and does not add noise
to the signal. Of course this is impossible to achieve practically, but these param-
eters should be the primary goals in laser driver design. In EW and military
operations, the tolerances on these parameters become small and this section
highlights these tolerances and considerations for improvements when imple-
menting a laser driver for a specific application. In a typical laser driver, temper-
ature changes from ineffective thermal dissipation (especially in CW lasers) can
shift the operating point of the laser diode by shifting the threshold current and
cause mode hopping. One key consideration in laser driver circuits is an adjustable
current source, primarily because of the large variations in temperature during
operation. The output stage is equally important to operate as a low-noise and high
GBP linear device. The configuration of the laser diode and the laser driver is the
third important consideration when implementing an optical laser transmitter. The
laser diode can be situated between the main power supply and the current source
(typically p-type laser diode) or between the current source and ground (typically
n-type laser diode), and this configuration depends on the application. Laser drivers
are essentially trans-conductance amplifiers, amplifiers that convert an incoming
voltage signal to a constant current output to drive the laser diode. One such circuit,
using a single transistor, is given in the following section.

3.5.1 Single Transistor Current Source

Laser diode drivers, which are essentially current sources with optimal frequency
response and specific input and output impedance, voltage or current gain and, can
be realized with a single transistor, although the overall operation is not optimized
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for the application. The three most basic active single transistor amplifiers are
common-base, common-emitter and common-collector amplifiers and the simpli-
fied schematics for each configuration are given in Fig. 3.5.

In Fig. 3.5, the three configurations are shown in their most simplistic form.
These configurations are given using BJT transistors, but CMOS implementations
have similar topology to realize common-gate, common-source and common-drain
amplifiers. For this discussion the BJT implementations will be used. In Fig. 3.5a
the common-base configuration requires the input voltage to be applied to the
emitter of the transistor and the output voltage is measured on the collector of the
transistor. The base of this configuration is grounded. The common-emitter con-
figuration in Fig. 3.5b requires an input signal on the base of the transistor, while
the output is again measured on the collector. The emitter is grounded (if no emitter
degeneration is implemented). For the common-collector amplifier, the input is
again applied to the base of the transistor, but the output is measured over the
emitter where the collector is directly tied to the positive supply voltage. Each
configuration in Fig. 3.5 is suited for specific applications because of its charac-
teristics of impedance, gain and frequency response. A summary of these charac-
teristics is given in Table 3.2.

The common-base amplifier is typically used as a current buffer since the current
gain is approximately unity (Table 3.2) or it is used as a voltage amplifier with an
approximate gain of gmRC. The common-base amplifier is commonly used for
circuits that require a low input impedance; as seen in Table 3.2 the input impe-
dance is approximately equal to the emitter resistance of the configuration, re,
generally a low value in the 100s of Ohms. This configuration in addition has high
isolation between the input and output, which leads to a circuit with relatively high
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VEE

VOUT
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VOUT

VIN

VEE

(a) (b) (c)

Fig. 3.5 Schematic representation of single transistor a common-base, b common emitter and
c common-collector amplifiers
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stability from the low levels of feedback from the output (Rogers and Plett 2003).
The output impedance is higher than that of other configurations such as the
common-emitter, and it is typically used in cascade with the common-emitter
amplifier, acting as the first current buffer stage. The common-base amplifier is used
ideally in high-frequency systems, since its input capacitance does not undergo the
Miller effect, which degrades the available bandwidth of the amplifier, as it does
with common-emitter amplifiers, for instance. As a result, the common-base
amplifier can be used as a current source whose current is nearly independent of the
voltage across its terminals (Gray et al. 2001).

The common-emitter amplifier, as seen in Fig. 3.5b, tends to have a relatively
low bandwidth due to the large effect of the Miller capacitance across its
collector-base terminals. There are, however, ways to reduce this effect, including
lowering the voltage gain by using emitter degeneration, using a common-collector
amplifier at the output to reduce the output impedance or a common-base amplifier
at its input to lower the input impedance or using a differential amplifier topology.
The common-emitter amplifier does, however, present a relatively high input
impedance, low output impedance and high voltage and power gains. These
characteristics, along with the fact that the current gain from the base to the col-
lector is typically high, make these amplifiers ideal for high-powered devices. For
these reasons the common-emitter amplifier is generally used in laser diode drivers
and because of its small size and high power output, the circuits are ideal for EW
and other military operations requiring modular and lightweight systems. Because

Table 3.2 Voltage and current gain, input and output impedance of the common-base,
common-emitter and common-collector amplifiers

Expression Approximate Condition

Common-base

Voltage gain gmro þ 1ð ÞRC

RC þ ro
gmRC ro � RC

Current gain rp þ bro
rp þ bþ 1ð Þro

1 b � 1

Input impedance re 1þ rb
rp

	 

re ro � Rc k RL

Output impedance RC k ro RC ro � RC

Common-emitter

Voltage gain �gm RC k roð Þ �gmro RC � ro
Current gain gmrp b0 constant

Input impedance b0=gm rp gm ¼ qIC=kT

Output impedance RC k ro ro RC � ro
Common-collector

Voltage gain gmRL
1þ gmRL

1 gmRL � 1

Current gain b0 þ 1 b0 b0 � 1

Input impedance rp þ b0 þ 1ð Þ RL k roð Þ b0RL b0 � 1; gmRL � 1

Output impedance RS þ rp
b0 þ 1ð Þ

1
gm

rp � RS;b0 � 1
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of the effect of the Miller capacitance, if used in its basic form, the common-emitter
amplifier is generally used in low-frequency and low-noise amplifiers (Mukai and
Yamamoto 1982).

The common-emitter amplifier with emitter degeneration is a similar topology as
in Fig. 3.5b, but with a resistor placed between the emitter of the transistor and
ground. This emitter effectively reduces the trans-conductance, increases the output
resistance and also increases the input resistance. These changes are introduced
owing to the feedback effect from adding this resistor. As the input signal increases
and the transistor conducts more, the collector current increases. As a result, the
voltage drop across the emitter resistor increases and this effectively decreases the
net value of the base-emitter voltage VBE, which forces the transistor into a
less-conducting state and normalizes the collector current flow.

The common-collector amplifier in Fig. 3.5c, also called an emitter-follower, is
typically used as a voltage buffer, since its voltage gain is approximately 1, as seen
in Table 3.2. The common-collector amplifier has a large input impedance and a
small output impedance, making its implementation useful to ensure the amplifier
does not load down the circuit it is connected to and it can drive low resistance
loads—also required for effective voltage buffer operation. The common-collector
has a large current gain between the input and output, as seen in Table 3.2, similar
to the common-emitter with a value of β0. A brief summary of the voltage-gain,
current gain, input impedance and output impedance of each of the three amplifier
configurations is given in Table 3.3.

From the above discussion it becomes evident that laser drivers, which require a
large and constant current to achieve population inversion, can be implemented
using either a common-collector or a common-emitter configuration. Since the
common-emitter amplifier in addition provides high voltage and power gain, it is
generally the preferred choice when implementing laser drivers. Variants of the
common-emitter circuit (such as its differential topology) are also used to realize
laser drivers and are also discussed in this chapter. Firstly, the basic principles of
operation of the common-emitter with emitter degeneration (since this modification
is generally added to increase circuit stability) is presented. A schematic repre-
sentation, which expands on Fig. 3.5b, shows the common-emitter amplifier con-
figuration, seen in Fig. 3.6. Transistor characteristics will be focused on in this
discussion in order to determine the viability, advantages and disadvantages of
using SiGe as the laser driver enabling technology.

Starting from the left-hand side of Fig. 3.6, the input signal Vin is a
low-amplitude (typically in mV) AC input signal, which may have a DC offset

Table 3.3 Summary of the voltage gain, current gain, input impedance and output impedance of
the common-base, common-emitter and common-collector amplifier topologies

Common-base Common-emitter Common-collector

Voltage gain High Medium Low

Current gain Low Medium High

Input impedance Low Medium High

Output impedance High Medium High
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coupled to the signal, depending on the source of the input signal. The frequency of
this AC signal determines the speed at which the transistor Q1 must be able to
switch on and off and is called the cut-off frequency fT.

fT indirectly gives valuable information about the quality of the vertical doping
profile of the transistor. Although fT is often used as a single figure of merit
(FOM) of the capabilities of a transistor, there are various other behaviors
describing the practical performance of the transistor, which are not taken into
account if one looks only at the cut-off frequency. These include the series resis-
tance of the transistor when a charge is flowing through it, which can have sub-
stantial effects on the frequency performance of the transistor in view of its intrinsic
RC-time constant. Moreover, the transistor presents a specific collector-substrate
capacitance based on the specific process and quality of the material and it is
important that this value be kept low for high-frequency applications; this parameter
is not extracted from only defining the transistor fT. A better approximation of the
transistor performance is its maximum frequency of oscillation, fmax. The definition
of fmax is essentially the frequency of operation where the unilateral power gain of
the transistor is unity. By relating the operating frequency of the transistor to its
admittance, the approximate solution of fmax becomes

fmax �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fT
8p rbb0 þ ree0 þ 1=gmð Þcl

s
ð3:30Þ

where rbb′ and ree′ are the effective base and emitter resistances respectively and cµ
is the intrinsic collector-base capacitance of the transistor.

The capacitor C1 acts as a DC-blocker for the DC offset on the source signal to
ensure that the transistor is modulated only by the incoming AC signal and not
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Fig. 3.6 Schematic
representation of the single
transistor common-emitter
amplifier with emitter
degeneration used as a simple
laser driver
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biased by a possibly variable DC value. The biasing of the transistor base is realized
by R1 and R2 where the voltage VB across the base is achieved by

VB ¼ VCC
R2

R1 þR2
ð3:31Þ

where VCC is the supply voltage to the circuit. This supply voltage also determines
the maximum collector current through RL, which can be replaced by the laser
diode, when the transistor is fully on and the collector-emitter voltage is zero
(VCE = 0 V). The transistor has a built-in gain factor β and the collector current
(generally required to be high for laser drivers) is the base-current multiplied by this
value and given as

IC ¼ bIB ð3:32Þ

where IB represents the base current. β can also be referred to as hFE, which is
known as the transistor forward current gain in the common-emitter configuration.
The addition of the emitter-resistor, which is used as a feedback to the net
base-emitter voltage and the emitter resistor voltage, can be calculated by

IE ¼ IC � IB ð3:33Þ

by following a simple Ohm’s law approach. Another way of determining the
emitter current is through

IE ¼ ðbþ 1ÞIB: ð3:34Þ

The maximum collector current IC(max) that can flow through this configuration
when accounting for the emitter-resistor is therefore given by

ICðmaxÞ ¼ VCC � VRE

RL
ð3:35Þ

where VRE is the voltage across the emitter-resistor, assuming that the transistor
operates in saturation mode (VCE = 0). The quiescent current of the
common-emitter configuration IC(quiescent), therefore the current flowing with no
input applied to the base of the transistor, is determined by

ICðquiescentÞ ¼
VCC�VRE

2

RL
ð3:36Þ

which is approximately half of the supply voltage divided by the load resistor. The
voltage gain AV of this configuration at low frequencies is determined by the load
resistance, the emitter resistance and the internal resistance of the emitter of the
transistor and is given by
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AVðlow frequencyÞ ¼ � RL

RE þRe
ð3:37Þ

where the negative value is due to the fact that the output signal is inverted from the
incoming input signal. At high frequencies, the bypass capacitor C2 in Fig. 3.6 can
short out the emitter resistance to ground and the voltage gain is higher, given as

AVðlow frequencyÞ ¼ �RL

Re
ð3:38Þ

since the internal emitter resistance Re is generally much lower than the added
emitter resistor RE. The output signal is measured at the collector terminal of the
transistor.

For laser drivers a constant current at the output is required, which does not vary
with small changes in the input voltage VB, which may occur in practical appli-
cations. A method to improve the stability and mitigate the variations on the output
current due to input voltage changes is to introduce a constant-voltage reference by
means of a diode to the base of the transistor, as shown in the common-emitter
amplifier topology in Fig. 3.7.

In Fig. 3.7 a forward-biased diode D1 is added to the base of the transistor to
maintain an approximate 0.7 V bias across the base-emitter junction of Q1. The
exact voltage of the diode is dependent on the current flowing through the diode
and the temperature and is evident from the first principles of diode operation where
the current through the device is given by

ID ¼ IS eqVD=nkT � 1
	 


ð3:39Þ
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Fig. 3.7 Schematic
representation of the single
transistor common-emitter
amplifier with emitter
degeneration and active
constant current
implementation
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where q is the elementary electron charge, VD is the voltage across the diode, n is
the non-ideality or emission coefficient (typically between 1 and 2), k is
Boltzmann’s constant and T is the temperature of the device in Kelvin. The current
through the diode is varied by varying the value of R1. Any change made to the
value of RBIAS will increase or decrease the voltage drop across the transistor
base-emitter junction and hence increase or decrease the emitter current by the same
proportion. Since the collector current is related to the emitter current by (3.32)–
(3.34), this variation will also be seen in the collector current. The collector current
therefore essentially mirrors the current through the diode based on the change in
output voltage of the diode. The diode can also be replaced by another transistor,
which is diode-connected (its collector and base terminals are connected) to
increase the matching between the driver transistor and the active current-mirroring
diode (transistor).

In order to achieve better temperature stability for the laser driver circuit realized
by the common-emitter amplifier topology, an additional transistor (apart from the
biasing transistor) should be introduced into the circuit. This changes the topology
from a single transistor current source to a dual transistor current source, as dis-
cussed below.

3.5.2 Dual Transistor Current Source

The common-emitter amplifier can be modified slightly to present higher temper-
ature stability, generally required for high-powered laser driver systems. The
temperature compensation circuit is given in Fig. 3.8.

Q1

RL

VOUT

IC

RE

R1

VCC

C1

Vin
C2IE

IB +

-

+

-

IC RL

Q2

R2

Fig. 3.8 Schematic
representation of a
temperature-compensated
active constant current
amplifier circuit
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The principle of operation of Fig. 3.8 aims to introduce a means to compensate
for any changes in temperature, which should not be noticeable at the output
current. For the circuit in Fig. 3.8, when assuming a current is flowing through R1

and to the base of Q1, the transistor Q1 is switched on and allows the output current
to flow through the load resistor and the emitter resistor. The current through the
emitter resistor induces a voltage drop across this resistor and if this voltage drop
reaches a value comparable to the VBE of transistor Q2, Q2 will also switch on and
start conducting. If transistor Q2 is switched on, it allows more current to flow
through R1 and the total current available from the supply is diverted between the
base of Q1 and the collector-emitter of Q2 towards ground. This effectively means
that Q1 will begin to conduct less current through its collector-emitter junction as it
starts switching off. This negative feedback reaches equilibrium once the voltage
drop across RE reaches a value of exactly VBE of Q2—which is also matched closely
to Q1 (through semiconductor layout and process parameter control). The current
through Q2 will be much lower compared to Q1, since the device is ‘barely on’ and
this means that the power dissipation and eventually the heat generated in Q2 are
very low. This means that the voltage drop across RE (which is equal to VBE of Q2)
remains constant together with the current through Q2. The circuit is, however, still
sensitive to the ambient temperature, as VBE of Q2 will vary with the temperature of
its environment, but if the ambient temperature is kept constant, Q2 will not heat up
and the current will remain constant since VBE is a function of temperature.

The differential amplifier using two common-emitter amplifier topologies is a
useful and commonly used configuration with various advantages over single-ended
amplifiers. These advantages include:

• It provides a voltage gain for differential signals on the inputs where the output
voltage is Vd = V1 − V2 and it attenuates interfering common-mode signals with
output voltage of Vc = (V1 + V2)/2.

• It provides the inverting and non-inverting inputs needed for operational
amplifiers (op-amps).

• It provides feedback to the input of the circuit to actively correct any variations
common to the inputs of the system.

The operational principles of differential amplifiers, since this configuration is
typically used in laser drivers, is discussed in the following section.

3.5.3 Dual Transistor Differential Current Source

The simplest form of the emitter-coupled differential amplifier using a common
resistor at the emitters of both transistors to induce a current flow through the tail of
the configuration is given in Fig. 3.9.
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In Fig. 3.9 there are two npn-transistors, each able to receive an AC input signal
and each biased to be fully on. The differential amplifier ideally only amplifies the
difference between the two input voltages such that

vod ¼ Admvid ð3:40Þ

where vod is the differential output voltage such that vod = vout1 − vout2, Adm is the
differential-mode voltage gain and vid is the difference between the two input
signals vin1 and vin2, therefore vid = vin1 − vin2. In practice, the differential amplifier
will also amplify the average of the two inputs, its common-mode input, given by

voc ¼ Acmvic ð3:41Þ

where voc is the common-mode output voltage given as voc = (vout1 + vout2)/2, Acm

is the common-mode voltage gain, and vic is the average of the input signals given
as vic = (vin1 + vin2)/2. The differential amplifier has an important FOM, which is
the common-mode rejection ratio (CMRR), and this is given by

CMRR ¼ Adm

Acm
ð3:42Þ

where a larger CMRR represents a better differential amplifier, which is given in
dB. For a purely differential input (vid ≠ 0 and vic = 0) a virtual AC ground is seen
at the transistor pair emitters and the voltage seen at both emitters does not fluc-
tuate. If the input signal is purely common-mode (vid = 0 and vic ≠ 0) the current
flowing through the emitter resistor is double that of the current flowing through
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Fig. 3.9 Differential emitter-coupled amplifier with resistive biasing
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each transistor and effectively the impedance seen from each side of the
emitter-coupled pair is also double. For purely differential and pure common-mode
input signals, the circuit in Fig. 3.9 can be split into two small signal half-circuits
representing each mode of operation, shown in Fig. 3.10.

When inspecting Fig. 3.10a, b, it is noticeable that the circuit presented in
Fig. 3.10a is a typical common-emitter amplifier without emitter degeneration
resistor with input voltage of vid/2 and output voltage of vod/2. If the output is taken
between the two collector terminals, the differential gain or double-ended output of
this circuit is therefore given by

Adm ¼ �gmRc ¼ �RC

re
ð3:43Þ

and if the output is taken between either collector terminal of the transistors and
ground, a single-ended output is measured and its gain is

Adm ¼ � RC

2re
ð3:44Þ

which is a half of the gain of the double-ended output. The input resistance in the
differential mode is effectively the equivalent resistance seen between the two bases
of the transistors. Since a virtual ground exists at the emitters of both transistors, the
input resistance is only rπ + rπ = 2rπ.

Figure 3.10b represents the common-mode half circuit of the differential
amplifier and when investigating the figure, it is noticed that the topology appears
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Fig. 3.10 Differential emitter-coupled amplifier with resistive biasing half-circuits representing
a purely differential mode and b purely common-mode
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similar to a common-emitter amplifier with emitter degeneration with a value of
2REE. Recalling the fact that 2REE || 2REE = REE, it means that the circuit is not
changed and represents one half of the common-mode circuit. The single-ended
common mode gain of this circuit is therefore

Adm ¼ � RC

2REE
ð3:45Þ

if it is assumed that 2REE ≫ re, which is a fair assumption. The common-mode
input resistance can be determined by

RinðCMÞ ¼ 2rp þ 2 bþ 1ð ÞREE ð3:46Þ

which can be approximated as

RinðCMÞ ¼ 2bREE ð3:47Þ

assuming β >> 1 and REE ≫ re. The value of the common-mode input resistance
can therefore become very large. By using these results of the differential mode gain
and common-mode gain reconsidering the CMRR in (3.42), the expression for the
CMRR in terms of circuit components can be derived as

CMRR ¼ Adm

Acm
¼ � RC

2re

� RC
2REE

¼ REE

re
¼ gmREE ð3:48Þ

which is normally expressed in dB as

CMRR ¼ 20 log gmREEð Þ: ð3:49Þ

In standard laser transmitters used in light wave communications in electronic
surveillance and countermeasures, the laser is driven by a combination of DC bias
current, which is adjusted by some feedback control circuit and a modulation
current based on the input data signal (Bosch and Swan 1985). In the normal
operation the DC bias current keeps the laser just below its lasing threshold, where
the laser acts as a light-emitting diode (LED) and the optical power in this current
range is low. The modulation current is added to the DC bias so that the laser is
turned on when a pulse corresponding to the input data appears. Above the
threshold current, lasing will occur and the optical output power will increase
linearly with increasing modulation current. The modulation current is generated, in
laser drivers, predominantly by using differential amplifiers and it is aimed at
operating the amplifier near its emitter-current density (Kaiser and Manz 1994). The
differential amplifier and therefore the quality of the driving transistors should be
able to switch at high frequencies to allow high-bitrate operation of the modulation
current of the lasing diode. It is important to consider transistors that have very
small and symmetric rise and fall times, since any discrepancies in the transistor
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will be reproduced in the output modulation current and in the quality of the optical
output signal. The variations that can occur in the total output current generated by
the emitter resistor will effectively also change the output level of the modulated
current during the on-and-off switching of the dual transistors. For this reason, an
improved approach is to use a constant-current source in the tail (or at the top—
depending on the application requirements) of the differential amplifier. Such a
configuration is shown in Fig. 3.11.

The emitter resistor in Fig. 3.9 is replaced in Fig. 3.11 with a constant-current
source using two additional npn-transistors at the tail of the differential amplifier.
The magnitude of the current is determined by the reference resistor RREF and this
current is mirrored from the diode-connected transistor Q3 towards Q4, which drives
the constant DC bias current of the differential amplifier. Variations of the differ-
ential amplifier to improve upon its pulse response and the quality of the modu-
lating current by employing a series of cascaded differential amplifiers have been
patented in Kaiser and Manz (1994), for example.

The differential amplifier forms the basis of op-amps, since it provides the ability
of having an inverting and non-inverting input to be used as a dual-input, single
input, dual output or single output amplifier, depending on the application.
Op-amps are therefore a critical building block of laser drivers and based on
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understanding of the basic principles of differential amplifiers, the principles of
operation of op-amps are discussed in the following section.

3.5.4 Op-Amp Current Source

Semiconductor diode lasers (laser diodes) are extensively used in a wide variety of
laser devices intended for tactical military applications, such as laser rangefinders
(Burns et al. 1991), proximity sensors, short-range laser dazzlers and laser aiming
devices. To recall, laser diodes primarily comprise a constant-current source that can
provide current to a forward-biased laser diode to bias the device just below its
threshold current. The modulated current from the intended input signal provides the
rest of the current to drive the laser into its lasing mode and provide optical output
power synchronized to the input signal. Temperature correction and stability are
important factors when designing laser drivers, since thermal variations are inevi-
table in these high-current inversion-type of applications and should be carefully
controlled irrespective of changes in the ambient temperature. Laser diodes generally
exhibit reliable operation under ideal operating conditions but are highly susceptible
to damage from too high drive currents, thermal transients and electrostatic dis-
charge (ESD), which can all influence the optical output signal. In many military
applications, a stable and constant-wavelength optical output is required and beam
divergence and failure to induce lasing action can have devastating results.

Laser drivers can be operated in either one of two possible topologies: a
constant-current or constant-power output drive. The preferred topology is that of
constant-current and precise control of the operating temperature. If no temperature
compensation is included in the circuit, the laser output can drop below its lasing
threshold and emit spontaneous light only or it can operate past its absolute max-
imum conditions, damage the device and produce unmodulated optical outputs.
Constant-current topologies therefore require a current-sensing element that con-
tinuously senses the drive current and with feedback, adjusts the input voltage
accordingly, compared to a carefully controlled and precisely maintained reference
voltage. The differential amplifier described in the previous section therefore has
many attributes ideal for achieving this type of operation. It is able to use a feed-
back signal at its second input to adjust the output current, has constant
output-current capabilities and allows for temperature compensation at its input
terminals. The op-amp, which is essentially a differential amplifier, can therefore be
implemented to achieve these capabilities as well. A simple op-amp-based
constant-current implementation with feedback and reference voltage used to
source the load with current is shown in Fig. 3.12.

The basic principle of the constant-current mode laser driver in Fig. 3.12 can be
described when considering the fact that a feedback voltage is fed to the inverting
input of the op-amp. The op-amp is used to amplify the difference between the input
signals and this difference can therefore vary as the current through the diode and
the driver transistor changes. The voltage-drop across R1 will change as the load
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current changes and this variation in voltage-drop is fed back to the op-amp where
the difference between the carefully controlled reference voltage and the feedback
voltage determines the output of the op-amp, fed directly to the base of the tran-
sistor Q1. The transistor will therefore switch more on or more off depending on the
voltage it receives from the op-amp and its biasing conditions. In Fig. 3.12 the laser
diode is connected directly to the positive voltage supply VCC, called a floating
load. It can also be connected between R1 and ground, which is called a grounded
load configuration and sinks the current through the load. This configuration is
shown in Fig. 3.13. Its operational principle is similar to that of Fig. 3.12.

The configuration in Fig. 3.13 operates on a similar principle as the floating load
configuration in Fig. 3.12 where the feedback voltage from a current flow through
RE appears at the inverting input of the op-amp. The difference between the
feedback voltage and the constant reference voltage VREF on the non-inverting input
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biased by R1 and R2 is amplified and fed to the base of the pnp transistor Q1. The
resultant current flows through the load and the laser diode and is varied based on
the voltage supplied to the transistor base.

Several variations on the op-amp configurations for laser drivers can be
implemented and can be found readily in literature and as SoC implementations at
online vendors. Listing all of these variations would be somewhat impractical to do
in this book and there are several resourceful alternatives, which present useful
techniques and design modification for improving the performance of
op-amp-based laser drivers. Three examples of such sources are Albaugh (2001),
Maxim Integrated (2004) and Erickson et al. (2008). A summary of typical per-
formance parameters of laser drivers implemented in different technologies is
presented in the following section.

3.6 Laser Driver Performance

Table 3.4 lists various performance characteristics of laser drivers implemented
historically in InP, GaAs and more recently, SiGe.

The laser driver implementations in Table 3.4 show the trends of technologies
and typical performance attained with each during approximately the past 30 years.
GaAs laser drivers were the focus of laser drivers during the late 1980s up to about
the early 1990s and their performance characteristics were praised during that time.
The typical data rates that were achieved with these devices ranged between about
1.5–5 Gbit/s with power consumption from about 500 mW to around 2 W. It is
difficult to report exactly on the power dissipation and other factors such as the area
of these devices, since many of the reports have supporting circuitry on-chip, which
adds to the total size and power of these devices. Some reports also use multiple
lines to achieve the maximum data rates so the actual data rates per channel are not
always known. Table 3.4 nevertheless gives a good approximation of the trends and
achievements of GaAs, InP and SiGe. GaAs technologies during the 1980s and
1990s used mostly 500 nm–1 µm channel lengths since this was approximately the
attainable technology during this time.

InP-based and InP/InGaAs technologies used for laser drivers received attention
in research after GaAs-only implementations and as seen in Table 3.4, this hap-
pened around the late 1990s to early 2000s. Throughput for laser drivers increased
to approximately 10–30 Gbit/s with InP/InGaAs implementations; however, power
consumption in these devices was relatively high, ranging between 240 mW and
higher than 2 W for active laser drivers. Importantly, transistor fTs increased to
higher than 50 GHz using this technology, which paved the way for high-frequency
devices and circuits in many fields, not only for laser drivers. Power consumption
using InP/InGaAs prevented this technology from being widely implemented in
mobile and low-power devices, although the advantages of its speed were not
overlooked. Research into improving on the technology through improvements in
other fields of measurement equipment, process manufacture and advances in
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physics has also produced high-speed InP/InGaAs devices. Kim (2007) reports
results of fT of 112 GHz and fmax of 307 GHz achieved in InP/InGaAs hetero-
junction bipolar transistors.

More recently, from about the mid-2000s until presently, SiGe has become the
preferred technology for high-speed and low-powered laser drivers. SiGe achieved
throughputs of between 2.5 Gbit/s already in 2003 to upwards of 40 Gbit/s. Power

Table 3.4 Technology implementations and performance characteristics of reported works of
InP, GaAs and SiGe laser drivers

Reference Technology fT (GHz) Channel data
rate (Gbit/s)

Power
dissipation
(mW)

Die
area
(mm2)

Moto et al.
(2013)

180 nm
SiGe
BiCMOS

200 25.78 160 6.49

Kim et al.
(2003)

350 nm
SiGe
BiCMOS

– 2.5 – –

Fattaruso and
Sheahan (2006)

SiGe
BiCMOS

90 4.25 *300 2.66

Morley (2005) SiGe SOI
bipolar

70 10.7 670 2.25

Knochenhauer
et al. (2009)

SiGe
BiCMOS

180 40 80 0.41

Reyaz et al.
(2015)

130 nm
SiGe
BiCMOS

300 Differential
amplifier

122 0.27

Riishoj (1993) 1 µm GaAs
MESFET

12 2.5 2000 –

Yamanaka and
Takada (1989)

500 nm
GaAs FET

– 1.5 927 4

Chen and
Bosch (1988)

1 µm GaAs
MESFET

(12) 1.7 500 –

Hakamata et al.
(1993)

GaAs
MESFET

Experiment 5 – –

Miyashita et al.
(1994)

800 nm
GaAs
MESFET

25 2.5 650 6.16

Meghelli et al.
1997

InP/InGaAs
DHBT

56 30 1800 –

Schneibel et al.
(1999)

InP/InGaAs
DHBT

79 8 >2000 –

Banu et al.
(1991)

InP/InGaAs
HBT

– 10 1350 –

Pradhan et al.
(2002)

InP-based
OEIC

45 10 240 –
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consumption of these circuits is also significantly lower compared to older tech-
nologies and ranges between 80 and approximately 700 mW, depending on the
structures of the circuits and the supporting circuitry implemented on chip. Die area
of these circuits is also inevitably smaller, averaging about 2.5 mm2 depending on
the implementation, where channel-lengths of 130 nm and smaller are not
uncommon and have become relatively cost-effective in recent years. To date, the
smallest commercially available technology node has a channel length of 14 nm
and is produced by Intel® Corporation in the Skylake range of digital processors.

3.7 Conclusion

This chapter briefly looks at the market size of laser systems in military applications
and the largest contributing companies in this field. A list is also provided of the
ongoing research and development of laser weapon projects around the world and
the corporations that are involved. The chapter aims to provide better understanding
of optoelectronic communication systems and their subsystems to enlighten the
reader about the crucial considerations when developing such systems and why
technology advancements are playing a large role in the power capabilities and
improvements in mobility of high-powered laser weapons. In order to achieve this
goal, the chapter gives an overview of the equivalent model of the laser diode to
identify the design considerations of the driver circuits. This follows a discussion on
laser drivers, typical topologies and first principle design considerations of such
systems. Since SiGe presents many advantages in terms of speed, power and size
for modern electronics, it can also be considered as an enabling technology for laser
drivers, as the subsystems of laser drivers require such components to transfer
output power effectively to the optical device. A discussion on basic differential
amplifiers is presented and followed by laser drivers achieved by op-amp circuits.

Literally hundreds of op-amp configurations are used in laser drivers and each
configuration has its own advantages and disadvantages, depending on the appli-
cation of the system when choosing the ideal topology. The goal of this book is not
to list and describe all of the possible configurations, but rather to describe the basic
principles to address when choosing a laser driver. This chapter should therefore be
used in conjunction with op-amp design strategies and various other sources when
designing a laser driver. The chapter also aims to discuss the building blocks of the
laser driver amplifiers and highlight the requirements of the semiconductor tech-
nology used to realize the circuits. Important considerations and FOMs to check
when operating a laser driver are the input voltage versus output power and output
current characteristics and the input impulse response of the circuit, as well as the
variation of these parameters with temperature. These parameters will give a good
estimation of the performance of the laser driver and its stability under operating
conditions.

The chapter furthermore aims to provide background information on the critical
requirements of differential amplifiers and op-amps, which will be used in
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determining the optimum enabling technology for these types of circuits and to
determine if SiGe is a well-suited alternative based on its performance parameters,
cost-efficiency and operating limitations. SiGe is the fastest growing semiconductor
process and continues to provide better and more reliable operation at very high
frequencies; military-based electronic components such as radar systems,
high-speed analog systems and devices operating in extreme environments can
benefit from this technology as much as the commercial sector has already gained
from it.

Finally, a list of laser driver performance characteristics is presented for various
technology implementations such as GaAs, InP/InGaAs and SiGe to identify the
trends and the performance improvements across the implementations.
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Chapter 4
Electronic Warfare Optoelectronic
Receiver Fundamentals: Applications
and Research Opportunities

4.1 Introduction

Optical technology in military and aerospace provides unsurpassed advantages in
speed, efficiency and radiation hardness. The combination of optical and electronic
technologies, generally referred to as optoelectronic systems, combine sensors,
communication systems and computing power to form highly reliable and
high-data-rate transfer of voice, data, audio, video and commands. The optoelec-
tronic realm and the use of optics in military systems include new and advanced
implementations for transmission across optical fibers, signal generation, analog
and digital signal processing and optical control of microwave devices. Realizable
and practical implementations of systems operating at high-GHz frequencies are
possible with optoelectronic combinations. Techniques used in these systems can
also be adapted to mm-wave application in military operations and therefore the
continuation of research and development in this field is crucial for even higher data
rate communication. Primary applications of optoelectronic systems include
applications based on enabling technologies such as

• light-emitting diodes for electroluminescence determined by the band gap of the
pn-junction diode offering high-efficiency and long-lifetime advantages to a
multitude of commercial and military applications,

• avalanche photodiodes to convert light into electrical signals through the pho-
toelectric effect, generally coupled with low-noise receivers,

• laser diodes,
• integrated optic circuits or photonic integrated circuits (PIC), which allow

integration of optically active and passive functions on a single chip where
commonly used materials are InP and InGaAsP alloys based on their wave-
length characteristics,
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• integrated optic-electronic circuits, which combine PICs and electronic circuitry
to realize full SoC implementations, and

• PIN photodiodes, a pn-junction photodetector with an additional intrinsic region
that requires a large reverse-bias to cause impact ionization.

These enabling technologies all have specific applications, which are expanding
rapidly in various fields. Optoelectronic systems are found in commercial
telecommunications, consumer electronics, data communication systems and mili-
tary and EW advances. Commercial telecommunications include applications such
as

• interexchange transmissions by electronic data interchange (EDI) standards on
peer-to-peer networking, value-added networks and the internet,

• undersea telecommunications where a submarine communications cable is laid
on the sea bed and carries signals between land-based stations either through
fiber-optic cabling or copper for electronic transfers,

• long haul fiber-optic networks by using repeater amplifiers and support for
high-bandwidth information transfer,

• loop distribution or fiber in the loop, essentially upgrading wired telephone
exchange services,

• private network bypassing, and
• upgrading traditional CAT-V coaxial television subscription infrastructures to

optic-fiber networks.

In consumer electronic equipment, optoelectronics can be found in

• optical disc readers,
• laser printers, and
• digital cameras.

Optoelectronics in data communication systems are also expanding significantly
with the decrease in initial capital to realize systems in the fields of

• commercial user-premise communications,
• intra-systems,
• local area networks,
• machine control,
• automotive applications,
• industrial applications,
• office equipment, and
• equipment interconnects realization.

Future trends in optoelectronic systems, which are showing significant promise
for the near future, include optical backplanes, photonic switching and fully optical
computers capable of processing data at light-speeds. Finally, and applicable to this
book, which investigates the technologies used in military operations and EW,
optoelectronic systems are found in applications such as
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• shipboard sea systems such as underwater autonomous laser velocimetry, marine
particle sensors, underwater acoustic sensors, seismic detection, non-acoustic
underwater imaging, non-acoustical submarine tactical communications,

• airborne systems such as fiber-optic weapons sights, passive fiber-optic com-
ponents to withstand extreme aircraft environments, optoelectronic IR sensors in
anti-air operations, airborne imaging spectroscopy,

• ground systems such as ground-based remote sensors, avalanche and transit time
devices, missile seeker transmitters,

• EW implementations such as focal place filters for IR detector arrays, low
probability of intercept or jammed voice and data links,

• surveillance and detection of wideband radar signals, secondary sensors for
anti-radiation missiles,

• navigation applications such as improved airborne infrared search and track
(IRST),

• guidance and control such as passive non-cooperative target recognition sensors,
and

• various radar applications such as radar cross-section validation or high-
effectivity radiated power transmitters.

Photonics essentially involves molding the flow of light by optoelectronic
devices through generation, transportation, detection and processing and manipu-
lation of light-waves. To understand and grasp the fundamentals of photonics
completely, a clear understanding of the propagation of a photon field, the inter-
action between photon fields and electron systems in insulators, semiconductors
and metals, quantum electronic device concepts and heterojunction devices is
required. This book does not aim to provide detailed and first-principle derivations
and discussion on each of these disciplines, but rather aims to provide the required
fundamentals to apply the physical interactions of photons and electronic devices.
This interaction is an important consideration when implementing military and
commercial applications and in addition provides benefits when choosing electronic
technologies that are capable of manipulating the incoming signals; especially
considering long-range communication in military operations where detection of
the source is of primary concern. Various sources, online articles, books and
journals provide detailed explanations of electromagnetic fields and waves, com-
monly used equations such as Maxwell’s equations, polarization, semiconductor
physics, band structures, pn-junction theory and physics and the physics of optics
and quantum mechanics. Referring to such material during the re-engineering of
electronic warfare systems can benefit the reader when identifying and under-
standing fundamental principles in system design. Light described as EM waves
with µm-wavelengths provides valuable insight into small-signal attenuation phe-
nomena, high directionality and efficient antennas by using lenses and mirrors, the
availability of sensitive receivers, high-propagation velocities and low dispersion
and the availability of low complexity (albeit slower) mechanical modulators such
as reticules. Historical pitfalls of light-wave technology are the lack of light sources
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that could be modulated at high data rates, line of sight (LOS) communication
requirements with high attenuation and scattering in dust, fog, rain and vegetation
and limitations of compact controlled transmission media such as optical waveg-
uides. Advances in technology in the past decade have improved upon all of these
limitations and are steadily providing relatively easy to integrate systems using
light-wave technology in conjunction with semiconductor processes. Two key
technology inventions of the previous century that have ensured progress and
expanding applications for optoelectronic systems are the invention of the laser and
low loss and compact optical glass fibers as transmission mediums. Laser diode
development has cemented new goals for high-speed communication and research
into lower operating currents, longer wavelength operation, >80 GHz bandwidth
capabilities for short-distance links and monolithic integration with photodetectors,
external modulators and semiconductor optical amplifiers (SOAs). If considering
bandwidth in optoelectronic systems, the electronic IC has become the bottleneck
for achieving data rates surpassing the most advanced fully electronic systems
currently and has become the primary driver for high-speed digital and analog IC
technologies. Technology considerations such as SiGe aim to decrease the bottle-
neck between optical bandwidth and electronic component capabilities. Integrated
systems such as low-noise preamplifiers, gain-controlled broadband power ampli-
fiers and driver circuits for power amplifiers for LEDs, lasers and modulators are
among the culprits introducing electronic limitations and bottlenecks from intrinsic
parasitic characteristics for achieving theoretical speeds. In this chapter the terms
photodetector and photodiode are used interchangeably.

4.2 Optoelectronic Communication

This chapter focuses on the optoelectronic communication components required to
achieve high-speed, low-noise and high-powered optical transmission through an
optical medium. The typical laser optoelectronic communication link as presented
in Chap. 3 is shown again in Fig. 4.1 to identify the focus components in this
chapter.

The optical medium is the transport vessel for the information signal sent from
the transmitting laser diode to the receiving photodetector. The optical medium will
introduce signal degradation based on the distance between the transmitter and
receiver and the wavelength of operation. A brief introductory discussion on the
attenuation in the optical medium is provided in the following paragraph; however,
it is not discussed in detail, since this discussion falls outside the scope of this book.
The attenuation and additive noise in the optical medium should be corrected at the
receiver and the photodetector should be able to distinguish between noise in the
system and the information. The considerations when combining a low-noise
amplifier with the photodetector receiver are discussed in detail in this chapter.
Chapter 3 focused largely on the laser diode and laser driver subsystems in Fig. 4.1,
the transmitting side, whereas this chapter focuses on the receiving side. For
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simplified insight into signal degradation through the optical medium, the following
paragraph is presented.

4.3 Optical Medium Signal Degradation

The optical medium in Fig. 4.1 is the material through which the electromagnetic
waves in a laser system propagate and is a transmission medium. The electro-
magnetic waves that propagate through the medium are influenced primarily by the
permittivity and the permeability of the transmission medium—if the signal attri-
butes are not considered. The intrinsic impedance η of any transmission medium
and the amount of resistance it presents to the flow of electromagnetic waves is
given by

g ¼
ffiffiffi
l
e

r
ð4:1Þ

where µ is the permeability and ε is the permittivity of the medium, assuming it has
no electrical conductivity and the electric field and magnetic field are negligible. If
considering the characteristics of the signal as well, the communication of an
optical device works on the same principle as any sound or light transponder
system, where the Friis free-space equation can be used to determine the distance
and power requirements of the system;

PrðdÞ ¼ PtGtGrk
2

4pð Þ2d2L ð4:2Þ
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Fig. 4.1 A typical laser optoelectronic communication link showing the optical transmitter stage,
optical medium and the optical receiver stage
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where Pr(d) is the power received by the receiving antenna (in watt) at distance
d (in m), Pt is the amount of power transmitted (in watt), Gt is the gain of the
transmitter and Gr is the gain of the receiver (dimensionless), λ is the wavelength of
the transmitted signal (in meters), and L is the system loss factor (L ≥ 1). A value of
L = 1 would suggest that there are no losses in the system due to transmission line
attenuation, filter losses, or arbitrary antenna losses. It is important to note that from
(4.2) the received power is attenuated proportionally to the square of the distance
(d) between the transmitter and the receiver. In a passive implementation, Gr would
represent a loss (as opposed to a potential gain) within the system. The frequency
f in Hz of the optical signal is related to the wavelength in m by

f ¼ c
k

ð4:3Þ

where c is the speed of light in a vacuum in m/s. Electromagnetic radiation interacts
with matter in different ways across the frequency spectrum. The scope of this book
does not include a detailed discussion on these interactions across the spectrum and
focuses instead on the electronic components within the transmitter and the receiver
of the optoelectronic communications system. The following section discusses the
optical link trans-impedance amplifier as shown in Fig. 4.1, with the focus on
considerations based on the technology used.

4.4 Optical Link Trans-Impedance Amplifiers

Using a photodiode in an optical sensor is a common method to transform incoming
pulses of data or commands to electrical outputs for light-based sensors and
equipment. Applications include absorption and emission spectroscopy, color
measurement, turbidity, gas detection and various military and EW applications
such as laser rangefinders (Burns et al. 1991) and radar, which are discussed in this
book in more detail. A typical goal to achieve in optoelectronic applications and
therefore the trans-impedance amplifier capability is the 40 Gbit/s transmission rate
as defined by the IEEE 802.3bm-2015 standard. All of these applications rely on
precision light measurements from efficient and accurate photodiodes where pre-
cision in reproducibility is key. Light striking the active area of the photodiode must
be converted to an electrical signal. Normally, trans-impedance amplifiers are used
to convert the generated photodiode current to a measureable and low-noise output
voltage. The following sections will discuss the operation of the trans-impedance
amplifier in terms of its gain, noise and stability to determine the possible benefits
of using SiGe BiCMOS technology in high sensitivity photodiode applications.
A simplified schematic representation of an inverting trans-impedance amplifier
using an op-amp is shown in Fig. 4.2.

In the amplifier in Fig. 4.2 a current is generated in the photodiode D1, which is
operating in photovoltaic mode (zero bias) and the op-amp keeps the voltage across
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the photodiode at zero volts. The diode current Id flows from the output of the
op-amp through the feedback resistor Rf and through the photodiode towards
ground. The output voltage VOUT is determined by

VOUT ¼ Id � Rf ð4:4Þ

which varies with the intensity of the incident light on the active area of the
photodiode (Orozo 2014). The I–V relationship of the photodiode is similar to that
of a regular diode; the only difference is that it shifts on the y-axis (amplitude of the
current) based on the photon-intensity of the light. A photodiode will output a small
amount of current even if no light is present. This is called the dark current. The
dark current increases as the applied reverse voltage on the photodiode increases
and is typically specified by manufacturers at a recommended reverse-biased
voltage for optimal operation. A common specification of the op-amp, which must
be minimized for trans-impedance amplifiers used for photodiode output genera-
tion, is the input offset voltage. The input offset voltage appears across the terminals
of the photodiode and increases the dark current, which leads to an increased
system offset error. An increased offset error in the system decreases the total
dynamic range of the amplifier. In addition, the op-amp used in this configuration
should have a low input leakage current, the amount of current that flows into the
input of the op-amp. In op-amp amplifier derivations this current is usually assumed
to be zero (negligible), but in practice a small current leakage will occur, which may
result in measurement errors. Implementation of trans-impedance amplifiers
therefore requires careful design and consideration of the op-amp specifications, as
well as external factors such as the printed circuit board (PCB) RF-design to
minimize any possibility of current leakage in the system.

Two considerations of an op-amp based trans-impedance amplifier for photo-
diode current conversion in the AC domain is its signal bandwidth, closed-loop
bandwidth and its equivalent noise bandwidth. The closed-loop bandwidth of the
trans-impedance amplifier depends on three primary parameters: the open-loop

Id

+

-
VREF

Rf

+-

D1

VOUT

Fig. 4.2 A simplified
schematic representation of an
inverting trans-impedance
amplifier using an op-amp
and feedback resistor to
provide gain
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bandwidth, the gain (feedback) resistor and the total input capacitance to the
amplifier inverting input. The total input capacitance depends on the capacitance of
the photodiode, the common-mode and differential capacitance of the op-amp input
terminal and any additional parasitic capacitance in the system, especially dominant
in high-speed operation. The capacitance of the photodiode is process-specific and
is determined by the manufacturing process, quality of materials and the manu-
facturing laboratory quality and cleanliness, although it can be compensated for
electronically and post-manufacture by a feedback capacitor. Introducing a capac-
itor at the input of the op-amp can cause the system to become unstable and
oscillate under normal operating conditions. Introducing a capacitor in the feedback
loop (Cf) limits the closed-loop bandwidth, but it increases the stability of the
circuit. The circuit configuration is adapted from Prokes (1996) and is shown in
Fig. 4.3.

Given the schematic representation in Fig. 4.3, to determine a first-order
approximation of the maximum possible closed-loop bandwidth that will result in a
45° phase margin1 and a stable circuit, the following equation can be used:

f45 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fu
2pRf CIN þCM þCDð Þ

s
ð4:5Þ
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CfFig. 4.3 A simplified
schematic representation of an
inverting trans-impedance
amplifier using an op-amp
and feedback resistor to
provide gain and
compensation feedback
capacitor

1The phase margin is the degree of freedom to choose between the amount of overshoot in the
impulse response and the recovery speed. Recovery speed and overshoot are trade-offs in system
design and reducing the phase margin decreases the overshoot at the expense of recovery time. The
feedback capacitor is used as compensation to achieve an optimum phase margin.
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where fu is the unity-gain frequency of the amplifier, CIN is the input capacitance,
which includes the photodiode capacitance, feedback capacitance and other para-
sitic capacitances seen at the input terminal, CM is the common-mode capacitance
of the op-amp and CD is the differential-mode capacitance of the op-amp.
Generally, it is practical to assume that the capacitance of the photodiode dominates
the total input capacitance of the system, especially at lower frequencies where
parasitic capacitances are less dominant.

In terms of noise bandwidth, two dominant contributors to output noise are the
input voltage noise of the amplifier and the Johnson (thermal/Nyquist) noise of the
feedback resistor. Although the resistor noise is not amplified towards the output of
the amplifier, increasing the resistor to increase the output voltage will inevitably
also increase the Johnson noise seen at the output of the amplifier. The Johnson
noise will, however, only increase proportionally with the square root of the resistor
value and therefore it is preferred for high-gain applications rather to increase the
size of the resistor as opposed to adding amplifiers in cascade, which will amplify
the noise throughout the cascade to higher levels. Applications operated in pho-
toconductive mode typically use two cascaded amplifiers, the first being the
trans-impedance amplifier to convert the current to a voltage, with a second stage to
amplify the voltage. This configuration can be designed to have high gain in the
second stage without compromising the bandwidth of the first stage. The second
dominant noise source is the noise of the amplifier itself. This noise level is the
input-referred voltage noise amplified by a factor determined by the gain of the
amplifier. This noise is not a constant value in the frequency spectrum, since it is
dependent on variations in the feedback network and on the input capacitors.

If a compensation capacitor is used in the feedback loop, parallel to RF as seen in
Fig. 4.3, the closed-loop operating bandwidth of the system after gain peaking
compensation (phase margin compensation) can be determined by

f3dB ¼ 1
2pRfCf

ð4:6Þ

where f3dB is the resulting closed-loop operating bandwidth in Hz. The equivalent
noise-bandwidth (ENBW) of a single pole system can be derived from the
closed-loop bandwidth by

ENBW ¼ p
2
� f3dB ð4:7Þ

which can be used to determine the RMS noise due to the feedback resistor and the
op-amp current noise. As mentioned, the Johnson noise of the feedback resistor will
appear directly at the output of the amplifier, where the current noise will appear as
an output voltage after passing through the feedback resistor. To determine the
Johnson noise (NoiseRf ) and the current noise (Noisecurrent), the following equations
are used:

4.4 Optical Link Trans-Impedance Amplifiers 109



NoiseRf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kTðENBWÞRf

q
ð4:8Þ

where k is Boltzmann’s constant in J/K and T is the temperature in Kelvin and

NoiseRf ¼ INRf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðENBWÞ

p
ð4:9Þ

where IN is the specified noise current density. The op-amp noise current is
determined by Rf as

IN
Armsffiffiffiffiffiffi
Hz

p
� �

¼
ffiffiffiffiffiffiffiffi
4kT
Rf

s
: ð4:10Þ

To determine the output noise, the noise that is amplified by the trans-impedance
amplifier by the noise gain from its input terminal is generally found by first
considering the basic op-amp inverting amplifier with a feedback capacitor for
stability compensation, as shown in Fig. 4.4.

The noise gain at the output node of the trans-impedance amplifier in Fig. 4.4 is
determined by

Noise gain ¼ 1þ Zf
Zi

ð4:11Þ

where Zf is the total impedance in the feedback loop considering the feedback
resistor Rf and the feedback capacitor Cf and Zi is the total input impedance of the
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Fig. 4.4 An op-amp inverting amplifier with feedback resistor and input resistor used to
determine the output noise amplitude
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system considering the reactance of the photodiode shunt capacitance Csh and shunt
resistance Rsh in parallel with the input capacitance across the inverting and
non-inverting inputs of the op-amp.

Derived from the discussion of the op-amp-based trans-impedance amplifier for
receiving and amplifying an incoming light signal at the photodiode and adapted
from Burr-Brown Corporation (2000), the following list highlights some design
considerations when implementing photodiode amplifiers. These considerations can
be used as general guidelines when implementing the trans-impedance amplifier
and using a compensation capacitor in the feedback loop. The list considers the
external circuitry and the optimum choices of these components to complement the
overall operation of high sensitivity optoelectronic receivers.

4.4.1 Photodiode Capacitance

The system bandwidth can be improved and the additive noise contributions
lowered by keeping the photodiode capacitance as low as possible. The photodiode
junction capacitance and the amplifier feedback resistor form an additional
noise-gain zero (feedback pole). In most cases the photodiode capacitance is
determined by the manufacturing process and cannot be modified, but choosing a
photodiode with the lowest capacitance that will suit the required application is
recommended.

4.4.2 Photodiode Active Area

To decrease the photodiode junction capacitance during manufacturing, the pho-
todiode active area should be as small as possible. This should again be a con-
sideration when choosing a specific photodiode and bandwidth is a critical design
specification. In addition, with a smaller active area, the shunt resistance of the
photodiode equivalent model increases and this is advantageous, since it increases
the signal-to-noise ratio of the integrated system as it lowers the noise generated by
thermal carriers. This relationship between the thermal noise and the shunt resis-
tance is given by

Ijn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4kTDf
Rsh

s
ð4:12Þ

where Δf is the noise measurement bandwidth. This noise is the dominant current
noise in photovoltaic (unbiased) mode. For applications that require higher optical
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gain, it is recommended to implement external optical gain by mirrors or lenses as
opposed to choosing a photodiode with a larger active area. Capacitance is kept
small by following this method and the advantage of adding essentially noiseless
gain to the system through external optics optimizes overall system performance.

4.4.3 Large Feedback Resistor

Consider using a large feedback resistor for the amplifier as opposed to cascading
amplifiers to achieve a higher gain, except when cascading a trans-impedance
amplifier with low gain and a high voltage gain second stage amplifier. The larger
feedback resistor introduces less thermal noise to the system compared to
input-referred and amplified noise through a series of amplifiers. This method
essentially increases the signal-to-noise ratio of the system by the root squared of
the resistor value. A large feedback resistor does, however, decrease the response
time of the circuit, since the time constant depends on the input capacitance of the
photodiode and the value of the feedback resistor, t = Cin × RF.

4.4.4 Low Bias Current

To achieve high sensitivity for converting incident photons to electrical energy, use
a low bias current for the op-amp. Op-amps are prone to present some value of
current leakage through their input terminals, albeit a very small percentage of the
bias current; if the bias current is increased, the voltage offset error will also
increase. The input offset voltage error also varies with temperature and in most
circuits, especially if operating in photovoltaic mode, the Johnson noise of the
feedback resistor dominates the system noise, which will be amplified if presented
at the op-amp input terminal.

4.4.5 High Photodiode Shunt Resistance

To reduce the gain of noise, voltage offsets and amplifier drift, the photodiode shunt
resistance should ideally be as high as possible. The noise and offset voltages are
amplified by a factor 1 + RF/Rsh, whereas if Rsh ≫ RF, the total gain simplifies to
only 1 V/V. If the photodiode shunt resistance is comparable to or smaller than the
feedback resistor, the input noise and offset voltages will introduce large and
unwanted components at the amplifier output.
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4.4.6 Photovoltaic Mode

If the application requires a high sensitivity circuit, it is advisable to operate the
photodiode in photovoltaic mode, therefore with zero bias voltage across its ter-
minals. Operating the photodiode at zero bias voltage effectively lowers the gen-
erated dark current leaked by the photodiode and dark current offset errors will
effectively be reduced. The photodiode will only be able to operate at much lower
frequencies in this mode to the advantage of higher sensitivity. Photovoltaic mode
is recommended for low-frequency applications. If high-frequency operation is
preferred, photoconductive mode is recommended.

4.4.7 Photoconductive Mode

If a fast response and high bandwidth are required, the photodiode should be
operated in photoconductive mode, with a reverse bias voltage across its terminals.
The photoconductive mode is generally the preferred mode of operating a photo-
diode, since fast response and high bandwidth are typically considered advanta-
geous in photodiode applications. This mode reduces the photodiode junction
capacitance by increasing the depletion region of the diode and also reduces the
slow rise time diffusion tail, which can become a limiting factor in longer wave-
length operation. This relationship between the junction capacitance Cj and the
reverse-biased voltage is given by

Cj ¼ ere0A
Wd

ð4:13Þ

where εr is the dielectric constant of the material, ε0 is the permittivity of free-space,
A is the diffused area of the junction and Wd is the depletion region width. The
depletion region width is determined by

Wd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ere0lq VA þVbið Þ

p
ð4:14Þ

where µ is mobility, ρ is the resistivity of the material, VA is the applied voltage and
Vbi is the built-in voltage of the pn-junction. From (4.13) to (4.14) it can be seen
that to increase the depletion region width, the applied reverse-bias can be
increased, which will decrease the junction capacitance in (4.13), effectively
increasing the response and bandwidth of the configuration. Photoconductive mode
does increase the dark current and introduces 1/f noise to the system, but these are
generally kept as low as possible for each device through advanced manufacturing
techniques and high-quality epitaxial materials on wafer level.
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4.4.8 External Shielding

External improvement to circuit and photodiode performance can be achieved by
shielding the photodiode in a metal housing. The photodiode has high output
impedance and therefore high sensitivity to spurious signals that may interfere with
the operation of the circuit. Power supply noise is a common source of interference
in many electronic circuits, especially high sensitivity circuits such as photodiode
systems, and the power supply should be shielded effectively from crucial/sensitive
devices.

4.4.9 Feedback Capacitor

Other common limitations and interferences (unplanned circuit operation) are
unstable poles and zeroes that induce spontaneous oscillations. To avoid oscilla-
tions, several techniques exist and the phenomenon of oscillations is described in
more detail in the following section. One method is to introduce a small capacitance
across the feedback resistor to ensure loop stability, albeit at the expense of overall
bandwidth.

Using bipolar transistors rather than MOS transistors in an amplifier generally
depends on the application where it is used. Since for this discussion the application
is a sensitive trans-impedance amplifier, which should ideally have high gain and
low noise distortion, certain design parameters can be compared when using either
bipolar or MOS transistors. Note that many of the inherent advantages of either
transistor, for whichever parameter, can typically be improved upon by supporting
circuitry and external optimization techniques. This essentially means that the
advantages offered by the type of transistor do not mean that it must be used for the
specific application; it depends on the advantages and trade-offs offered when
considering the transistor type. Some of the parameters that are most commonly
considered and compared when designing amplifiers, specifically trans-impedance
amplifiers, include the power consumption, noise performance, voltage offset, input
bias current, cost, chip area for comparable system performance, process deviations
and matching of components, accuracy, efficiency and reverse-current sensitivity.
These parameters will also be presented together with their mathematical deriva-
tions in subsequent sections to determine the dominant contributors of each
parameter.

4.4.10 Power Consumption

CMOS transistors generally use less power compared to bipolar implementations,
since CMOS transistors only draw current during the switching states, when the
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transistor changes its state from being on to being off, or vice versa. Bipolar
transistors, however, draw current in their idle state and therefore increase the
quiescent current consumption. The difference becomes less prevalent in
high-frequency applications, where the time that the transistor is idle becomes very
short. Therefore, as the bandwidth increases, the current consumption of CMOS
transistors increases dramatically and they may even draw more current compared
to their bipolar counterpart. In the case of trans-impedance amplifiers in opto-
electronic receivers, the switching frequency is high and therefore the bipolar
transistors with high cut-off frequencies, such as in BiCMOS processes, are
advantageous. At low-frequency applications, CMOS transistors are still used, since
the low quiescent currents are preferred in many applications, especially in mobile
and battery-operated devices. The high input impedance and consequently low
leakage current of CMOS transistors moreover count as an advantage in favor or
CMOS when considering power consumption.

4.4.11 Noise Performance

The noise performance of CMOS and bipolar transistors is primarily dependent on
process parameters and the physical construction of the transistors at wafer level. In
a CMOS transistor the current flow is near the geometrical surface of the device and
it is susceptible to possible defects on the surface of the semiconductor material.
The susceptibility to defects on the surface of the material increases the
low-frequency noise, such as flicker noise. Flicker noise is generally associated
with irregularities in the conduction path. Bipolar transistors have a conduction path
buried in the silicon and the irregularities at this level of the material are much less
pronounced compared to those at the surface, since very little material processing is
done at this level. At the surface, during wafer processing and semiconductor
manufacturing, various etching and implantation processes occur, which could
change and damage the surface of the material. Silicon is a well-defined and
extremely consistent material to process and could potentially present a smaller
probability of imperfections in the material, but in many other semiconductor
materials the process itself can cause surface imperfections and irregularities.
CMOS transistors also have lower transconductance compared to similarly sized
bipolar transistors and this effectively results in higher broadband noise.

4.4.12 Input Offset Voltage (Transistor Matching)

The input offset voltage of an amplifier is the difference in voltage between the
inverting and non-inverting input terminals and is primarily determined by the
mismatches between the input transistors. Temperature also influences the input
offset voltage, as a change in temperature may cause the offset voltage to drift,
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amplified by possible mismatches between the input transistors. Matching deals
with statistical differences between pairs of identically designed active or passive
components used in microelectronic circuit design. Mismatch is due to
time-independent random fluctuations in physical magnitudes of on-chip devices.
Types of mismatches that affect adjacent elements on a chip include process biases
(shrinking and expanding of an actual component during photolithography, etching,
diffusion and implantation), variations in etch rate, stress gradients and temperature
gradients. Accuracy of analog devices such as op-amps demand extremely
well-matched components to achieve the accuracy required in most applications.
Temperature drift is also becoming more prevalent in many circuits where millions
(up to billions) of transistors operate simultaneously and inevitably generate high
volumes of thermal dissipation. For MOS transistors, the mismatch of drain current
between adjacent elements may depend on the threshold voltage, body factor and
current gain factor. The main source of error is usually the threshold voltage and the
current gain factor because of the difficulty in controlling the diffusion process,
oxide thickness and surface charge formation. Bipolar transistor mismatch sources
include fluctuations in the base doping level, emitter junction area, densities of
recombination in the emitter-base depletion region and area-to-periphery ratio
variations. Base doping and recombination are process-specific, whereas the size of
the emitter junction and the periphery can be controlled during the circuit design.
Essentially, matching transistors can become an art form on its own and deter-
mining if CMOS or bipolar transistors offer better matching can become a complex
task. In Wong it is proposed that n-MOSFET transistors offer better matching
compared to n- and p-type bipolar and p-MOSFET transistors.

4.4.13 Input Bias Current

The input bias current in an op-amp must be as low as possible (ideally zero
ampere), since the current flow is through external impedances and produces
voltages that may add to system errors. The input bias current is therefore the
amount of current that flows into the amplifier input terminals to bias the transistors.
From the input offset voltage discussion, it is clear that the offset voltage is pro-
portional to the input bias current too, hence the requirement to keep the bias
current as small as possible. For bipolar transistors the input bias current is gen-
erally in the µA range, since these components are current-operated. CMOS tran-
sistors are voltage-operated and have very little current that appears at the gate of
the transistor. CMOS input bias currents are generally in the pA order and are
therefore inherently associated with smaller input bias current compared to bipolar
transistors. Again, as the operation frequency increases to the high-GHz range, the
input bias current for the bipolar and CMOS transistors become more comparable
and bipolar transistors may even present smaller input currents at extremely high
frequencies.
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4.4.14 Transconductance

A method to characterize the gain performance of a transistor in an amplifier such
as the trans-impedance amplifier is to determine its intrinsic gain, referred to as its
transconductance. The transconductance of a CMOS transistor depends on the gate
bias and can be quantified using the drain current (Id) and gate-source voltage (Vgs)
characteristic where

Id ¼ Kn Vgs � Vt
� �2 ð4:15Þ

where the equation for Kn is given as

Kn ¼ lCox

2
W
L

ð4:16Þ

where µ is the mobility, Cox is the oxide capacitance, W is the width and L is the
length of the gate. It can be shown that the transconductance, gm, of the MOS
transistor is proportional to the ratio

gm ¼ 2Kn Vgs � Vt
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2IDlCox

W
L

r
ð4:17Þ

where Vt is the threshold voltage. From (4.17) it can be seen that there is a square
root relationship between the output current and the gain of the transistor. The
intrinsic gain for bipolar devices is similarly equated by

gm ¼ qIc
kT

¼ Ic
VT

ð4:18Þ

where VT is the thermal voltage, a constant value if the temperature is kept constant.
From (4.18) it can be seen that the transconductance of a bipolar transistor is
proportional to the output collector current, not in a square root relation. This brief
analysis shows that bipolar transistors inherently have larger gain compared to
MOS devices. Similar to the distinct advantages of MOS devices when considering
the input bias current and voltage offsets, gain optimization can reduce the differ-
ence between the final gain at the amplifier output, but bipolar transistors have
better gain characteristics by design. Pawlikiewicz and Hess (2006) state that at the
peak operating current, the bipolar transistor achieves roughly three times the
transconductance and hence three times the drive capability of its MOS
counterpart. The bipolar transistor therefore always has a higher gain when biased
at the same current level as a MOS transistor.

4.4 Optical Link Trans-Impedance Amplifiers 117



4.4.15 fT and fmax

Process miniaturization by lateral and vertical scaling in CMOS and BiCMOS
processes leads to lower parasitic capacitances, which increase the cut-off frequency
fT and maximum operating frequency fmax. BiCMOS has an additional degree of
freedom in its ability to manipulate the doping concentration of the graded base.
Furthermore, the reduction in the epi-layer thickness increases the collector transit
time and further increases fT. The relationship of BiCMOS fT and its transcon-
ductance is given by

fT ¼ gm
2p Cp þCl

� � ð4:19Þ

where Cπ is the base-emitter capacitance and Cµ is the collector-base junction
capacitance. The CMOS transistor fT is given by

fT ¼ gm
2p Cgs þCgd þCgb

� � ð4:20Þ

where Cgs is the intrinsic gate-source capacitance, Cgd is the date-drain capacitance
and Cgb is the gate-bulk (substrate) capacitance of the MOS transistor. As seen in
(4.19) and (4.20), the cut-off frequency is largely related to the transconductance of
the transistor and the intrinsic capacitances, which are process-related. If it is
assumed that Cgs is much greater than (Cgd + Cgb), it is shown in Gray et al. (2001)
that the fT of the MOS device is

fT ¼ 1:5
ln

2pL2
Vgs � Vt
� � ð4:21Þ

where µn is the electron mobility and L is length of the transistor gate. Similarly, the
fT of the bipolar transistor can be given in another form, where

fT ¼ 2
ln

2pW2
B
VT ð4:22Þ

if it is assumed that the forward transit time τF is much greater than the term
(Cje + Cµ)/gm and using the Einstein relationship Dn/µn = kT/q = VT where Dn is
the channel length. The thermal voltage VT = 26 mV for bipolar transistors is
constant but the fT of a MOS transistor can be increased by increasing (VGS − Vt).
The base width of the bipolar transistor WB is a vertical dimension. It is determined
by diffusions or ion implantation depth and can normally be made considerably
smaller than the channel length L of a MOS transistor. The channel length of a
MOS transistor predominantly depends on the surface geometry and the accuracy
and resolution of the photolithographic processes. For these reasons, bipolar
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transistors typically have a higher fT compared to MOS transistors with similar
processing limitations.

Process miniaturization also decreases the intrinsic resistances of transistors and
therefore the fmax figure of merit. The fmax of the BiCMOS transistor is related to the
fT by

fmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fT
8pCbcRbð Þ

s
ð4:23Þ

where Rb is the intrinsic base resistance. For the MOS transistor, this relationship
between fT and fmax is

fmax ¼ 1
2

fTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pfTCgdRg þ Rg

ro

q ð4:24Þ

where Rg is the gate-resistance and ro is the output resistance of the MOS transistor.
In (4.24) the relationship of fT/√fT introduces an intrinsic limit on the maximum
oscillation frequency of the MOS transistor. This is shown in Fig. 4.5.

From Fig. 4.5 it can be seen that the effect of the fT/√fT relationship places an
inherent limit on the increasing fmax of MOS transistors and in general the fmax of
bipolar transistors can achieve higher values. This is advantageous in high-speed
trans-impedance amplifier applications and the choice of bipolar transistors in this
respect is usually a preferred alternative.

An average of the most commonly used FOM is presented in Table 4.1. These
weighted factors are compared between bipolar (BiMCOS) and MOS transistors for
implementation in trans-impedance amplifiers.

From Table 4.1, the weighted average of the CMOS versus bipolar technologies
for trans-impedance amplifiers indicates that bipolar technology is superior for
these applications. Note that the average derived in Table 4.1 is not based on

f m
ax

Frequency [Hz]

f •fT T/

Fig. 4.5 Intrinsic limitation of the maximum oscillation frequency of MOS transistors due to the
fT/√fT relationship
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scientific models, but rather gives a general indication of the advantages of either
technology and should not be used as a deciding FOM without considering all
tradeoffs for the specific application. Another non-technical consideration when
choosing the technology for an amplifier (or any application involving tradeoffs
between MOS and bipolar technology) is its economic benefits, as given in
Pawlikiewicz and Hess (2006).

4.4.16 Economic Considerations

For each technology improvement and device scaling—i.e. node miniaturization—
CMOS gate lengths have shrunk and gate-oxide thickness and power supply
voltages have decreased, all leading to higher performance of devices, especially
regarding the maximum operating frequencies. In addition, these advances have
increased the density of components on chip and have lowered the power con-
sumption when considering equal numbers of transistors for an application.
Unfortunately, passive components such as inductors, capacitors and resistors have
not been able to scale proportionally to the active devices and still take up sig-
nificant space when used in CMOS designs. The speed advantages of BiCMOS
processes are significantly superior to CMOS processes. A general observation is
that BiCMOS and CMOS performance is approximately equal if two scaled gen-
erations are compared (for instance a 180 nm CMOS versus a 600 nm BiCMOS

Table 4.1 Figures of merit when considering bipolar or CMOS transistors specifically for an
op-amp-based trans-impedance amplifier; weighting factors are awarded 1 for the lowest
contribution and 5 for the highest contribution

# Parameter Bipolar CMOS

1 Accuracy 3 3

2 Input voltage offset 2 5

3 Noise (high-frequency) 4 2

4 Noise (low-frequency) 4 3

5 Process degrees of freedom 5 4

6 Chip area 5 2

7 Voltage capability 3 4

8 Robust at high power/current 4 3

9 Current consumption (high-frequency) 5 3

10 Current consumption (low-frequency) 2 5

11 Reverse-current sensitivity 3 4

12 Cut-off and maximum operating frequency 5 3

13 Current gain linearity 5 2

14 Transconductance (gain) 5 3

15 Input impedance 2 4

Average 3.8 3.3
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process) in terms only of speed and not physical size. For a given node, CMOS
typically requires fewer masking steps compared to a BiCMOS process and this
decreases the overall cost of the CMOS process. The significance of the lower cost
from fewer masking steps decreases with device scaling, as CMOS process scaling
increases the number of masks to manufacture the smaller devices and BiCMOS
quickly becomes comparable in terms of process cost.

The considerations discussed for trans-impedance amplifiers are commonly used
to implement low-noise and high-gain amplifiers in optoelectronic systems. An
important consideration during amplifier implementation is the stability of the
amplifier and its probability of oscillating rather than amplifying the signal.

4.5 Oscillations in Trans-Impedance Amplifiers

To identify the circumstances where and why an amplifier circuit could oscillate,
consider the equivalent circuit of the photodiode in Fig. 4.6.

According to Fig. 4.6, Id is the current flowing through the ideal photodiode, Cj

is the junction capacitance of the photodiode, Rsh is its shunt resistance and Rs its
series resistance. In photodiode approximations, it is generally fair to consider the
series resistance Rs to be close to zero Ohm and simplified as a short-circuit and for
the shunt resistance to be infinitely large, simplified to an open circuit. Considering
these simplifications, the equivalent circuit of the photodiode, which will benefit in
determining the nature of possible oscillations, is given in Fig. 4.7.

+

-

Id

VOUTRshCj

RsFig. 4.6 Simplified
equivalent circuit of a
photodiode representing its
series and shunt resistance
and the junction capacitance

+

-

Id

VOUTCj

Fig. 4.7 Simplified
equivalent circuit of a
photodiode where the series
resistance is assumed to be
zero and the shunt resistance
infinity
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The only component that therefore has a substantial effect on the frequency
transfer function and cannot be assumed negligible is the junction capacitance Cj of
the photodiode. To investigate the possible sources of oscillation, first consider the
frequency-dependent open-loop voltage gain response (AOL(jω)) of the amplifier. Its
single-pole response is determined by the output voltage and input voltage
relationship

AOLðjxÞ ¼ 20 log
VOUTðjxÞ
VINðjxÞ

ð4:25Þ

which translates mathematically to

AOLðjxÞ ¼
AOL

1þ j x
xPD

� � ð4:26Þ

where AOL is the DC open-loop gain, ωPD is the dominant pole frequency in radians
per second and ω is the operating frequency, also in radians per second. The
feedback network adds another pole in the frequency response, comprising the
feedback resistor RF and the total input capacitance Cin, which is the parallel
combination of the amplifier input capacitance and the photodiode junction
capacitance. Mathematically, the frequency-dependent feedback factor β(jω) is
given by

bðjxÞ ¼ XCin

ZF þXCin

ð4:27Þ

where XCin and ZF represent the total impedance of the input capacitance reactance
and the resistance of the feedback resistor, respectively, essentially forming a
resistive-divider network. By simplifying (4.27) the feedback factor can be repre-
sented in a form that is practical to plot on the same frequency-versus-amplitude
Bode plot similar to (4.26), and results in

bðjxÞ ¼ 1
1þ jxRFCin

ð4:28Þ

where its reciprocal, 1/β(jω), represents the response curve of the feedback network.
The open-loop gain and the reciprocal of the feedback factor are plotted on a
frequency versus amplitude Bode plot, as shown in Fig. 4.8.

According to Fig. 4.8, the open-loop gain response AOL of the op-amp is con-
stant from DC up to the dominant pole corner frequency, where it decreases by
20 dB per decade until it reaches the second pole corner frequency (Graeme 1993).
For the reciprocal of the feedback factor 1/β, the frequency response is a flat
unity-gain curve at low frequencies where the resistive feedback dominates and it
rises at 20 dB per decade from the corner frequency fF. The Barkhausen stability
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criterion states that if the closed-loop trans-impedance amplifier circuit gain does
not have a sufficient phase margin for AOLβ ≥ 1, or put another way, AOL ≥ 1/β, the
oscillation can occur in the circuit and compromise performance (Graeme 1993).
This means that the intersection of the two curves denotes a critical intercept point
for stability analysis. “At lower frequencies the phase shift in the feedback signal is
180° due to the inverting nature of the negative feedback. As the frequency
increases into the −20 dB per decade slope region of AOL, the dominant pole of the
op amp can add up to 90° of phase shift to the amplifier. Similarly, the pole
introduced by the feedback network can add another 90° of phase shift, thus
producing a phase shift of about 360° at AOLβ = 1. If the phase shift is 360°, self-
sustaining oscillations will result. If the phase shift is close to 360°, heavy ringing is
observed” (Bhat 2012).

A commonly used method to provide compensation in the circuit and guarantee
sufficient phase margin is a bypass capacitor placed in parallel with the feedback
resistor. Mathematically, this can be represented by replacing the feedback resistor
term in (4.26) by the parallel combination of the resistor and the added capacitor,
such that

bðjxÞ ¼ XCin

ZF XCF þXCink ð4:29Þ

where XCF is the frequency-dependent reactance of the feedback capacitor CF.
Simplifying (4.29) leads to the following equation for the feedback factor,

bðjxÞ ¼ 1þ jxRFCF

1þ jxRFðCin þCFÞ ð4:30Þ

which accounts for the added phase-compensation capacitor. The feedback
capacitor, CF, therefore introduces an additional zero in the feedback factor β(jω).
This zero effectively compensates for the phase shift initially presented by the
feedback network. The addition of this capacitor will also reduce the available
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Fig. 4.8 The open-loop gain
and the reciprocal of the
feedback factor for a simple
trans-impedance amplifier
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bandwidth in the circuit and it is therefore recommended to determine the minimum
value of the feedback capacitor, which will serve as phase compensation and thus
eliminate the possibility of oscillation but also not significantly decrease the system
bandwidth. To achieve this, determining the intercept frequency fi of the open-loop
gain and the feedback factor, therefore where AOLβ = 1, by solving for

fi ¼ 1
2pRFCF

ð4:31Þ

which has two unknowns at this point, the intercept frequency fi and the feedback
capacitor CF. Essentially through geometric manipulation presented in Bhat (2012),
it can be shown that the second equation for the intercept frequency is

fi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

GBWP
2pRFðCF þCinÞ

s
ð4:32Þ

where GBWP is the unity gain-bandwidth product of the amplifier (usually taken as
60 % of the value on the op-amp datasheet to account for variations over process
corners) (Bhat 2012). By substituting (4.31) and (4.32), CF can be found as

CF ¼ 1
4pRFGBWP

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 8pRFCinGBWP

p� �
ð4:33Þ

which therefore represents the minimum value of CF required to compensate for the
phase margin without unnecessarily limiting the system bandwidth. The loop gain
of the amplifier is the difference between the open-loop gain (AOL) and the noise
gain. The loop gain is an indication of the amount of negative feedback that can be
applied to the amplifier. A functional block diagram showing the relationships of
the open-loop gain and feedback factor is given in Fig. 4.9.

β

+

-
AOL

Input Output

Closed-loop gain

Feedback factor

Fig. 4.9 The open-loop gain and the noise gain for a single-pole trans-impedance amplifier Bode
plot
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Figure 4.10 represents loop gain, open-loop gain, noise gain and closed-loop
gain of an amplifier in a generalized Bode plot (Ramus 2009).

From Fig. 4.10, a logarithmic frequency versus noise in dB Bode plot, it is seen
that the gain of an op-amp generally has a flat band gain at DC (and very low
frequencies), which is determined primarily by the feedback resistor. This gain is
the open-loop gain of the amplifier, the combined closed-loop gain and loop gain
where the open-loop gain starts dropping at the open-loop breakpoint and follows a
−20 dB per decade slope from this point onwards. As the gain passes through the
closed-loop breakpoint frequency fCL, the closed-loop gain can be determined at
this point and the loop gain is the difference between the noise gain of these two
points. The transfer function intersects the vertical axis at unity gain (0 dB) and this
point determines the gain-bandwidth product of the amplifier. The noise in a
trans-impedance amplifier, as briefly defined in (4.8)–(4.11), can either be amplified
by the system, or appear directly at the output of the amplifier. The bandwidth and
accuracy of the trans-impedance amplifier degenerate with excess noise at the input
and output of the system. The following section discusses the dominant noise
sources in the trans-impedance amplifier used to convert the current generated by a
photodiode to an output voltage. The noise in the system also depends on the mode
of operation of the photodiode, either used in photovoltaic (zero bias) or photo-
conductive (negative bias); this is also highlighted in the following section.
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Fig. 4.10 The loop gain, open-loop gain, noise gain and closed-loop gain represented on the same
Bode plot
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4.6 Noise in Trans-Impedance Amplifiers

The accuracy of the input signal and the minimum acceptable input signal in a
photo-receiver system are dependent on the noise within the system. Stringent
limits on the detection of photons are placed on many military-based optoelectronic
devices and analyzing and modeling the noise accurately helps to predict the
operating limits of the system. Determining the particular effects and dominant
source of noise in any system can be a cumbersome task, since many external
factors contribute to noise and are likely to be random occurrences. This section
focuses on the noise analysis of only the trans-impedance amplifier used in the
optical receiver to amplify the incoming signal at the photodiode.

Noise is a arbitrary quantity and the average voltage noise of a source is nil;
however, the average power of the noise is not zero and adds to the degradation of
the output signal. In Morikuni et al. (1994) the traditional method of determining
the optical receiver noise as originally presented by Personick (1973) is presented in
a logical approach. Consider the trans-impedance amplifier equivalent circuit given
in Fig. 4.6. The most common method of approaching a noise analysis is to refer all
noise sources resulting from the preamplifier circuit to the receiver input, hence the
term input-referred noise. The dominant types of noise in an amplifier are the
Johnson noise given by

i2n
	 
 ¼ 4kT

R
Df ð4:34Þ

where Δf is the frequency bandwidth where the noise is measured. The second
dominant noise source is shot noise, which is a disturbance caused by a constant
presence of random discrete events such as the flow of carriers across a potential
barrier or the detection of single photons in a photodetector in low-light conditions.
The equation for the shot noise is given by

i2n
	 
 ¼ 2qIDf ð4:35Þ

where I is the current flow and q is the elementary electron charge. The third large
contributor to amplifier noise is low-frequency flicker noise, or 1/f noise. The
equation for determining the flicker noise is given by

i2n
	 
 ¼ kdIa

f b
Df ð4:36Þ

where kd is a semiconductor device constant and can vary even by orders of
magnitude between devices on the same wafer. Typically, MOS transistors have a
larger kd compared to bipolar transistors. The variable I is again the current flowing
through the device where its raised power, α, is the fabrication constant and ranges
between approximately 0.5 and 2. Δf is the frequency bandwidth and β is a constant
ranging between approximately 0.8 and 3. As mentioned, by convention, the noise
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quantities are referred to the input of the amplifier and represent the amount of noise
that would appear at the input and cause a resultant noise at the amplifier output,
where further signal processing is required. To model the noise sources in an
op-amp circuit, the voltage noise and current noise sources at the inputs of the
op-amp can be represented by voltage and current sources as shown in Fig. 4.11,
adapted from Burr-Brown (1994).

In Fig. 4.11 the noise currents can be expressed as voltages if the current flows
through a resistor, typically applicable in the feedback circuit and if the photodiode
is connected to the amplifier and operated in photoconductive mode. For the
trans-impedance amplifier, the input-referred voltage noise (eN) and the
input-referred current noise (iN) contribute to the noise behavior at the output in
some way. The input-referred noise voltage consist of flicker noise at lower fre-
quencies and thermal noise dominates at higher frequencies. The 1/f corner fre-
quency of an amplifier refers to the transition frequency where thermal noise starts
dominating the flicker noise. The input-referred current noise at the inverting input
of the op-amp is not amplified by the circuit, whereas the input-referred current
noise at the non-inverting input and the input-referred voltage noise are amplified
by the system gain. The system gain is dependent on the feedback resistor value and
the feedback capacitor, if present. Table 4.2 identifies the type of gain that each
noise source experiences towards the output of the amplifier.

From Table 4.2 it can be seen that the input voltage noise and the non-inverting
input noise current are amplified by the amplifier gain. The non-inverting input
resistor also adds noise to this terminal, which is amplified to the output, whereas
the source resistor (generally 50 Ω) has a negative gain, as seen at the output of the

+

-

VOUT

eN

iN+

iN-

Noiseless amplifier

Amplifier with noise

Fig. 4.11 Equivalent noise model of an op-amp with feedback resistor to determine the total noise
at the output terminal
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amplifier. The complete circuit of the trans-impedance amplifier as it is typically
used in optoelectronic receivers, with the photodiode represented as its equivalent
model, and all the contributing noise factors, is given in Fig. 4.12.

The output voltage noise eO of the amplifier shown in Fig. 4.12 can therefore be
determined by

eO ¼ en
AOL

1þAOLb

� �
: ð4:37Þ

Note that for a large loop gain (AOLβ ≫ 1), (4.37) simplifies to

eO ¼ en
1
b
: ð4:38Þ

In lieu of the performance characteristics of the trans-impedance amplifier as
discussed in this chapter, specifically based on the type of technology, CMOS or

Table 4.2 Noise contributions at the output of the trans-impedance amplifier

Noise source Noise type Noise gain

Input voltage noise eN 1 + RF/RG

Inverting input noise current iN− × RF 1

Non-inverting input noise current iN+ × R1 1 + RF/RG

Feedback resistor Johnson noise √(4kTRF) 1

Source resistor Johnson noise √(4kTRG) −RF/RG

Non-inverting input resistor Johnson noise √(4kTR1) 1 + RF/RG

+

-

eO

eN

iN- +

Id

RshCj

Rf

Cf

Photodiode equivalent circuit

Fig. 4.12 Equivalent noise model of an op-amp with feedback resistor and feedback capacitor
including the equivalent circuit for the photodiode at the amplifier input (adapted from Jiang and
Yu 1998)

128 4 Electronic Warfare Optoelectronic Receiver Fundamentals …



BiCMOS, the following section lists examples of implementations of
trans-impedance amplifiers in both technologies.

4.7 Performance Characteristics of Trans-Impedance
Amplifiers

The list of implementations of trans-impedance amplifiers given in Table 4.3
highlights the most crucial characteristics when considering implementing CMOS
or BiCMOS technologies. In EW and military operations such as laser rangefinders,
radar applications, command and control and fiber-optic weapon sights, the choice
of technology and performance limitations become crucial to ensure accurate,
low-noise and high-speed applications. The parameters included in Table 4.3 are
3-dB bandwidth specified in GHz, trans-impedance in dBΩ, noise performance in
pA/√Hz, input capacitance in pF and power consumption in mW. The technology
type and technology node are also specified in Table 4.3 for comparative analysis.

Various implementations of trans-impedance amplifiers in CMOS and BiCMOS
nodes are presented in Table 4.3. From these results, it can be noted that BiCMOS
implementations generally present relatively low power consumption at high fre-
quencies because the CMOS transistors use more power when fast switching is
required. The BiCMOS trans-impedance amplifiers also present very low noise

Table 4.3 Technology implementations and performance characteristics of trans-impedance
amplifiers

References Bandwidth
(GHz)

ZT
(dB Ω)

Noise
(pA/√Hz)

Cin

(pF)
Power
(mW)

Technology

Scrodinger et al.
(2002)

1.25 63.5 16 – 40 350 nm CMOS

Park et al. (2007) 2.1 64 32 2 50 180 nm CMOS

Jiao et al. (2013) 2.7 70 2.44 0.6 73 350 nm
BiCMOS

Lu et al. (2010) 7 55 17.5 0.3 18.6 180 nm CMOS

Takashi et al.
(2009)

25.8 70 3.2 µArms – 74 65 nm CMOS

Li and Palermo
(2013)

26 53 21.3 – 28.2 250 nm SiGe
BiCMOS

Sedighi and
Scheytt (2012)

28 71 18 – 57 250 nm
BiMCOS

Kim and
Buckwalter (2010)

29 50 51.8
(simulated)

– 45.7 130 nm CMOS

Jin and Hsu (2006) 30.5 51 34.3 – 60.1 180 nm CMOS

Knochenhauer
et al. (2011)

34.2 65.2 25 – 80 130 nm SiGe
BiCMOS

Units are specified at the top of the table, unless differently specified in the table
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characteristics, a major advantage in optoelectronic applications. Table 4.3 there-
fore defends the hypothesis that BiCMOS (specifically SiGe) is an increasingly
important technology consideration for these types of applications and benefits not
only military applications but also commercial devices.

4.8 Conclusion

The optoelectronic communications link as described in Chap. 3 typically uses a
trans-impedance amplifier at the receiver end to convert and amplify variations in
the photodetector voltage as incident photons fall on the detector. The inherent
degradation of the transmitted signal through an optical medium is not discussed in
detail in this book, as it falls outside the scope of the book. Focus is placed on the
discussion of the electronic characteristics of the trans-impedance amplifier with
emphasis on the transistors used to realize the trans-impedance amplifier. Op-amps
are typically used to design trans-impedance amplifiers and the characteristics
related to the semiconductor process are discussed, such as the noise considerations,
possible oscillations in these circuits and how to compensate for them, as well as
the gain of the circuit as a function of the transistors. The concluding sections of
this chapter list trans-impedance amplifier implementations in CMOS and BiCMOS
technologies and these comparative results point to SiGe BiCMOS being a superior
alternative for current and future implementations.
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Chapter 5
Electronic Countermeasures and Directed
Energy Weapons: Innovative
Optoelectronics Versus Brute Force

5.1 Introduction

The relatively near future of EW will show significant advances in laser designators
and new technologies in the offensive and defensive high-intensity laser pulse
domain. Apart from the active research fields in various disciplines attaining laser
and radar technology, the military laser systems market was estimated to be worth
US $3.03 billion in 2015. The market share is estimated to reach US $4.63 billion
by 2020 at a compound annual growth rate (CAGR) of 8.86 % from 2015 to 2020.
The primary driving elements influencing the growth are the need for
high-precision weapons and growing use of high-speed lasers in communication
networks, as well as high-powered and short-pulsing penetrative lasers. Advances
in the commercial sector are also offering new growth opportunities in the military
as miniaturization and CMOS technology improvements are becoming more
accessible through the commercial and military sectors. The US Army revealed
plans in March 2016 to have laser weapons on the battlefield by 2023, able to shoot
down artillery shells and missiles in flight. Lockheed Martin demonstrated a mil-
itary laser in March 2016, named ATHENA, which is able to burn a hole through a
military vehicle from more than 1 mile (1.6 km) away, directing a beam of 30 kW
of energy downrange. The major advantages are that unlike traditional missiles and
anti-aircraft weapons, these beams travel at the speed of light, are silent and a single
round costs orders of magnitude less that firing traditional missiles. Lockheed
Martin’s chief technology officer said in a statement that “Fiber-optic lasers are
revolutionizing directed energy systems” and that “We [Lockheed Martin] are
investing in every component of the system—from the optics and beam control to
the laser itself—to drive size, weight and power efficiencies. This test represents the
next step to providing lightweight and rugged laser weapon systems for military
aircraft, helicopters, ships and trucks.” These are important statements for several
reasons, but in the case of this book, it highlights the fact that this market is in need
of a dominant technology to achieve its goals regarding size, weight and power
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efficiency. A system is only as good as the sum of its parts; the optics, beam control
and the laser itself must all be designed with these goals in mind. The Naval
Research Laboratory (NRL) was established in 1923 to fulfill Thomas Edison’s
vision of a government research laboratory that could develop and translate sci-
entific knowledge into effective military systems in times of war. The NRL Plasma
Physics Division was established in 1966 to create X-ray simulators for testing the
effects of nuclear weapons on materials and components of military hardware, to
study the physics and effects of high-altitude nuclear explosions, and to perform
nuclear fusion research (Melhorn 2014). A detailed and descriptive study on
national security research in plasma physics and pulsed power is presented in
Melhorn (2014) and reading this article is highly recommended to understand the
development of these technologies on their way to a weaponized state.

In terms of optoelectronic communication, Chap. 3 of this book presents the
optical transmitter with a technical review on the laser driver circuit. Chapter 4
focuses on the transimpedance amplifier in the optical receiver. Both these chapters
highlight the requirements of high-speed, high-power capabilities, as well as
low-noise, adaptable, modular and small footprint technologies—characteristics
that make SiGe advantageous to use in these applications. This chapter describes
the system design of a laser rangefinder to summarize the requirements for the
supporting electronic equipment. The concepts presented for the laser rangefinder
can be adapted for various other laser systems, such as laser designators, laser
scanners, satellite laser ranging and laser altimetry. Also covered in this chapter is a
relatively new and promising technology that enables terahertz radiation. Terahertz
radiation is an important technology that allows devices to see through various
materials, which has not been possible without this technology, and to identify
various materials. Si/SiGe is one of the enabling technologies in this field and the
limitations and progress of terahertz radiation are highlighted in this chapter. The
following section presents the building blocks and environmental considerations of
laser rangefinders.

5.2 Laser Rangefinders

In this section, laser rangefinders are discussed to highlight the common consid-
erations and design and research procedures for low-energy laser transmissions for
applications in military operations and EW. To present the relevant concepts of a
laser rangefinder, the system block diagram is given in Fig. 5.1.

The system block diagram in Fig. 5.1 shows the general subsystems of a typical
laser rangefinder. According to Fig. 5.1, an oscillator (typically a crystal oscillator
for high stability) and system timer set the pulse frequency and generate a start
pulse periodically. If this system timer is activated, it triggers a pulsed laser source
and initializes the range counter. A collimated laser beam travels to the target
through the transmitter objective lens and a portion of the laser beam is reflected by
the target object. The receiver objective lens receives this partial signal, after which
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it is filtered in the required spectral band and focused onto the photodetector. The
received signal is amplified and threshold-detected at the photodetector output
signal. The range counter, a time-to-digital converter (TDC), is triggered to stop
counting and the time between the transmitted and received signal is converted to
distance. The clock frequency is not the same as the frequency of the light source
and depends on the capabilities of the electronic IC. The frequency of the TDC
clock signal is proportional to the accuracy of the measurement and the minimum
measurable difference. SiGe, for example, can provide high clock frequencies in the
GHz range without adding significant noise and interference to the system, allowing
very small signals to be detected at the receiver. A further and more detailed
discussion on TDCs is given in the following section.

5.2.1 Time-to-Digital Converter

The traditional method of implementing a TDC is to first convert the time interval
into an analog voltage and then convert the voltage to a digital representation using
an ADC. Essentially, the TDC performs the function of an accurate stopwatch and
measures the time that elapses between a start pulse and (typically, multiple) stop
pulses. A simplified block and signal diagram of a basic TDC is given in Fig. 5.2.

For the ADC in Fig. 5.2, the maximum time interval that can be measured and
the maximum number of bits N of the ADC, i.e. the dynamic range (DR), are
determined by a trade-off equation (Henzler 2010).

Pulsed laser 
sourceRange counter

System timer

Receiver Detector Optical 
filter

Transmit 
lens

To target

From targetRx

Tx

Fig. 5.1 The system block diagram of a typical laser rangefinder system
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DR ¼ 2N � TLSB ð5:1Þ

where TLSB is the minimum time interval that can be resolved by the system.
Assuming the dynamic range is kept constant, the minimum time interval and the
maximum resolution of the ADC are tradeoffs in this equation. Advancements in
CMOS and BiCMOS technologies improve upon the analog limitations of ADCs
and typically improve upon the DR of a TDC. Additional improvements made to
these circuits when technology advances are not considered include two-stage
approaches where a coarse and a fine quantization are used or to integrate up and
down periodically, effectively increasing the DR without compromising the

Integrator ADCPulse generator

Time shift

start

stop

start

stop

Vp

Vp

Veq

output

output

Veq

t0 t1

Fig. 5.2 The simplified block diagram of an analog time-to-digital converter (top) and the signal
diagram showing its operation (bottom). Adapted from Henzler (2010)
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minimum time interval. A coarse counter is based on a reference clock signal with a
known and stable frequency f0. If a start signal is detected, the counter starts
counting each clock cycle either at the rise or the fall of the cycle. If a stop signal is
received, the coarse counter stops counting and determines the time interval
T between the received start and stop signals simply by

T ¼ nT0 ð5:2Þ

where T0 is the period of one oscillation, determined by 1/f0, and n is the number of
cycles counted. Time interpolation circuits or stretching methods are capable of
measuring fractions of the clock resolution and can be implemented to determine
the fine measurements. These circuits generally require two clock signals from
slightly detuned oscillators with frequencies of f1 and f2. One such method is called
the Vernier method. For the Vernier method, both frequencies start oscillating with
the arrival of the start (or stop) signal. Once the leading edges of the oscillating
signals overlap, the measurement stops and the number of periods of the oscilla-
tions leads the time interval T. This is mathematically described by

T ¼ n1 � 1
f1

� n2 � 1
f2

ð5:3Þ

where n1 and n2 are the periods of the two oscillating signals. According to Fig. 5.1,
the laser rangefinder operates on a similar principle as any optoelectronic com-
munications system, the main difference being that the transmit beam is reflected
from the target and received by the photodetector. This timing circuit is the critical
component in determining an accurate range of the target by determining the time it
takes for the signal to return to the receiver (housed in the same package as the
transmitter). The distance R between the transmitted and the received signal is
determined by

R ¼ cDT
2

ð5:4Þ

where c is the speed of light and ΔT is the difference between the time of the signal
transmission and the time the signal was received. It is fair to assume then that the
target is ½ of the total distance R, since the signal traveled towards the target and a
portion thereof back to the receiver. The small error due to the finite distance
between the transmitter and receiver is generally negligible. According to (5.4), the
speed of light is a relatively accurate constant (299,792,458 m s−1), whereas ΔT is
the only variable that can vary significantly based on the quality of the electronics,
or in a practical sense, should be determined as accurately as possible to define the
range of the target with high precision. Time-of-flight (TOF) measurements are
often employed in laser rangefinders and sometimes in scanning laser radars. This
technique can be achieved by pulsed or by CW TOF measurements. Both tech-
niques are discussed in the following sections.
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5.2.2 Pulsed Time-of-Flight

In pulsed TOF a transmitter transmits an optical pulse and measures the time until
the reflected pulse is picked up at the receiver, situated close to the transmitting
device. The ability to integrate the optical photodetector and the integrated active
circuitry (transmitter, receiver, amplifiers and TDCs) on the same substrate is very
advantageous in these situations, something that is possible when using CMOS or
BiCMOS SiGe technology, for example. This technique requires high-quality
telescopes, high beam quality and sensitive photodetectors to achieve ranges of
several kilometers. The pulsed TOF method and the timing diagrams are practically
shown in Fig. 5.3.

The pulsed TOF method as shown in Fig. 5.3 uses electrical charges Q1 and Q2,

which accumulate in the two out-of-phase windows C1 and C2 to determine the
distance between the transmitter and the target R by an equation, adapted from
(5.4), given by

R ¼ cDT
2

Q2

Q1 þQ2

� �
ð5:5Þ

where ΔT is again the pulsed time that the target is illuminated. A typical circuit
used to generate a pulsed signal by using a single transistor avalanche pulse method
is shown in Fig. 5.4.

In Fig. 5.4, the single transistor avalanche pulsing circuit is shown. The circuit
comprises of a capacitor, an avalanche transistor, a laser, a set of resistors and a set
of inductors (Kilpelä 2004). These inductive components conduct high slew rates of

Light 
source

Reflection

Q1

Q2

C1

C2

Integration time

Fig. 5.3 Pulsed TOF showing the pulse duration of the light source, the reflected signal profile
and two out-of-phase windows C1 and C2
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the current passing through the transistor. Capacitor C2 is charged through resistor R3

between the pulses and is discharged rapidly with the avalanche transistor through the
laser device (Kilpelä 2004). To increase the pulsing frequency, the charging time of
C2 can be reduced by lowering the value of R3 or by replacing it with an additional
transistor switch. R4 enables C2 to charge and allows an increase in the peak current if
C3 is chosen at the correct resonant frequency. Typically, the load resistance is much
larger than the collector resistor R3 and therefore R3 mainly determines the current
supplied to charge C2. The avalanche transistor Q1 is triggered with a small current
pulse applied to its base. In this configuration the transistor is biased such that the
collector-emitter voltage (Ec) is close to the breakdown voltage of the transistor. An
important consideration for Q1 is its ability to sustain high supply voltages, as these
circuits generally have voltage supplies in the 100s of volts, and are generally
BiCMOS (bipolar) transistors; SiGe avalanche transistors present ideal characteristics
to generate short pulses with high peak voltage. To increase the peak value of the
output voltage further, circuit enhancements based on the Marx bank pulse circuit can
be employed (Guo et al. 2013; Huang et al. 2014; Zhang et al. 2011). High-voltage
nano- and sub-nanosecond pulses are used in a variety of applications, including
ground-penetrating radar, wall-penetrating radar, biomedical applications, high-speed
photography, ultra-wideband communications and high-intensity laser technology.
The Marx bank pulse circuit is essentially a cascade of avalanche transistor circuits,
as shown in Fig. 5.5.

Q1 Avalanche

R3

VCC

VOUT

VIN

L1

L4

C2

L2

D1
Laser

C3

L3

R4

R1
C1

VIN

R2

Fig. 5.4 The single transistor avalanche pulse circuit diagram
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The Marx bank pulse avalanche circuit as shown in Fig. 5.5 relies on a cascade
of avalanche transistor circuit to achieve a high peak voltage over a very short pulse
time. The ideal peak-out voltage is N times the supply voltage VCC. In practice
though, the peak output voltage Vpeak is scaled by the resistive divider formed
between RL and RM. This relationship is described by

Vpeak ¼ NVCC
RL

RL þRM

� �
ð5:6Þ

where the resistive divider ratio not only determines the output peak voltage, but
also has an influence on the stability of the circuit. In Fig. 5.5, before the trigger
signal is applied to the base of Q1, all the avalanche transistors are in cut-off mode
and the supply voltage charge is stored in the capacitors CN. If a positive trigger
signal (assuming npn bipolar transistors) is applied to the base of Q1, then Q1 will
enter its avalanche mode and the charge of both C1 and C2 will be available at the
collector of Q2. An avalanche voltage of twice the value of VCC forces Q2 into
instant breakdown. This process iterates through all the stages of the circuits with
the charge on each consecutive avalanche transistor larger than the previous one by
one VCC factor. Peak voltages of up to 5 kV with 3 ns rising edges have been
achieved using this method (Inokuchi et al. 2009). The theory and operation of the
avalanche transistor and the benefits of using this component in laser transmissions
are discussed in the following section.

5.2.3 Avalanche Transistor

An avalanche transistor is a bipolar transistor specifically designed for operation in
the avalanche breakdown region and was first presented in September 1955 by
Miller and Ebers (1955) as a follow-up paper on the design compromises and
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Fig. 5.5 The Marx bank pule transistor avalanche circuit diagram
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limitations between high-frequency and high-voltage germanium transistors
described in March 1955 (Ebers and Miller 1955). At the time, it was already
known that reverse biased Si and Ge junctions break down as a result of a multi-
plicative process, which is analogous to multiplicative breakdown in gases. Initial
predictions of the possible applications of avalanche transistors included high-speed
switching and transmission applications, which are inevitably exactly what the
technology is used for in laser radiation circuits. In the avalanche breakdown
region, the collector current and collector-to-emitter voltage is biased beyond the
collector-to-emitter breakdown voltage. If the transistor is operated in the avalanche
breakdown region, the device is also said to be in avalanche-mode operation. The
key characteristic of avalanche-mode operation of a transistor is its ability to switch
very high currents with lower than nanosecond transition times. If the avalanche
effect occurs, the relationship between the collector current ic and the emitter
current i.e. is given by (Wu and Tian 2010)

ic ¼ aMie ð5:7Þ

where α is the typical current amplification factor at low voltages and M is the
avalanche multiplication factor (or Moll factor—as an acknowledgement by Miller
and Ebers to J.L. Moll, who participated in many discussions leading to the
invention of the avalanche transistor), which represents the current multiplication
extent in the avalanche area. Essentially, the description of M is that if a single
current carrier enters the transistor collector space-charge region, then M current
carriers will exit the space-charge region and avalanche multiplication is perceived.
The multiplication factor M is given as

M ¼ 1

1� VCB
BVCBO

� �n ð5:8Þ

where BVCBO is the collector-base breakdown voltage with the emitter open, n de-
pends on the doping profile during the semiconductor manufacturing process and
VCB is the collector-base applied voltage. In addition, in avalanche breakdown
mode, a negative resistance appears across the collector and emitter junction. In
order to determine the collector-current during avalanche breakdown, the equation

IC � ICBO þ aIB

1� a� VCB
BVCBO

� �n ð5:9Þ

is used, where ICBO is the collector-base reverse leakage current and IB is the base
current. Avalanche transistor-based Marx circuits have been widely used and
studied to generate high-voltage, nanosecond, high-repetitive frequency and por-
table pulses for many fields; these circuits are based on the avalanche transistor. In
Oakley et al. (2015) an investigation of the steady-state safe operating conditions
for large-signal SiGe HBT circuits is given. The study calculates capacitive currents
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with the intrinsic transistor; avalanche-inducing currents through the bipolar tran-
sistor junction are isolated and compared with DC instability points established
through simulation and measurement. Oakley et al. (2015) therefore provide
microwave circuit designers with the framework necessary to better understand the
full-voltage-swing potential of SiGe HBT technology and the resultant hot carrier
damage under RF operation. Chapter 6 of this book will expand on these theories to
provide researchers and designers with a summarized look at SiGe HBTs in ava-
lanche operation. CW TOF can also be used to drive a light source and this
technique is discussed below.

5.2.4 Continuous-Wave Time-of-Flight

The light source can also be a CW source of typically sinusoid or square wave form.
For a CW TOF method, four samples are taken for each measurement, with each
sample phase-stepped by 90°. This method is shown in Fig. 5.6.

According to Fig. 5.6, the phase angle φ between illumination and reflection is
determined by

u ¼ tan�1 Q3 � Q4

Q1 � Q2

� �
ð5:10Þ

and the distance R is determined by

R ¼ uc
4pf

ð5:11Þ

where f is the frequency of the CW signal. The measured pixel intensity A can then
be calculated using

A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q1 � Q2ð Þ2 þ Q3 � Q4ð Þ2

q
2

ð5:12Þ

and the offset B is determined by

B ¼ Q1 þQ2 þQ3 þQ4

4
ð5:13Þ

where the reflected amplitude A and the offset B have an impact on the depth
measurement accuracy σ, which can be approximated by

r ¼ c

4
ffiffiffi
2

p
pf

ffiffiffiffiffiffiffiffiffiffiffiffi
AþB

p

cdA
ð5:14Þ
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where cd is the modulation contrast used to describe how well the TOF sensor
separates and collects incident photoelectrons. The modulation contrast can atten-
uate at high frequencies as a function of the silicon substrate of the sensor. Because
of the cyclic nature of the CW signal, which depends on the phase shift in the
signal, aliasing occurs and is defined as the ambiguity distance damb, given by

damb ¼ c
2f

ð5:15Þ

which is also used to determine the maximum distance of the laser rangefinder
based on the operating frequency. In order to increase the maximum measurable
distance, the operational frequency can be decreased; however, this also decreases
the accuracy of the measurement. Additional techniques such as adding multiple
frequencies to the modulation scheme can be used to increase the accuracy while
keeping the maximum distance constant (or increase the distance and keep the
accuracy constant). On the receiver side, the single-shot measurement precision (the
allowed statistical jitter of the measurement) can be approximated by
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Q2

C1

C2

Integration time

Q3C3

Q4C4

Fig. 5.6 CW TOF showing the pulse duration of the light source, the reflected signal profile and
four out-of-phase windows C1 to C4
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rR ¼ 0:35c
2ðBWÞðSNRÞ ð5:16Þ

where BW is the bandwidth of the device and SNR is the peak signal
voltage-to-RMS noise ratio (Palojärvi et al. 2005). Light is essentially an EM signal
with a specific frequency, undergoing the same diffraction, reflection and attenua-
tion as RF and microwave signals. The characteristics of light, since it is the source
of the transmitted signal in laser devices, is discussed in the following section.

5.2.5 The Frequency of Light

The oscillation frequency of light ranges from 2 × 108 Hz (200 GHz) for
low-frequency microwave signals, between 4 × 1014 and 8 × 1014 Hz for visible
light, and upwards of 1016 to 1018 Hz for UV and X-rays. A complete spectrum of
EM radiation with the visible portion of light highlighted is shown in Fig. 5.7.

The significance of Fig. 5.7 becomes apparent when reconsidering (5.1) and
observing that if it is possible to count the number of oscillations of light accurately
in order to determine the distance R, the electronic equipment needed to distinguish
between two consecutive oscillations of light should at least be able to operate
(switch/count) in
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Fig. 5.7 The spectrum of EM radiation from long radio waves to gamma-rays
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t ¼ 1
f

ð5:17Þ

seconds, which approximates a 400 THz signal (red light) to 1/(4 × 1014 Hz) =
2.5 ps (having the slowest oscillation frequency in the visible spectrum). The
distance travelled during one oscillation of this signal is equal to its wavelength,
being 700 nm. Effectively, this would therefore be the minimum measurable dis-
tance when using red light as a source and would require high pulse repetition
frequencies, high accuracy and high resolution electronic equipment. Such high
resolution distance measurements are generally not required in EW equipment such
as rangefinders and designators, and would be required in other industrial appli-
cations such as semiconductor manufacturing; however, the principles remain the
same. For a military laser rangefinder for example, the environmental conditions
typically require sub-meter accuracy but resilient and noise-resistant signals.
Chapter 4 presented the requirements of the trans-impedance amplifier in the
optoelectronic receiver, which receives its variation in voltage from the photode-
tector. The signal received by the photodetector should also be considered in terms
of its ability to convert incident phonons into electrical energy. Since the light
source of laser systems are typically a distance R away from the photodetector (or
2R in the case of rangefinders that receive a signal back from the target), the typical
geometry of such a system is considered in the following discussion.

5.2.6 Radiative Principles

In order to determine the total power incident on the photodetector that is available
to be converted to electrical energy, the background radiance or power should first
be determined. Consider a typical scenario of a laser source transmitting a light
signal towards a photodetector, as shown in Fig. 5.8 (Burns et al. 1991). This
scenario does not include the scattering and diffraction effects of the environment or
a system where a portion of the signal is reflected back to the receiver and aims only
to identify and present the principles of the radiated light.

From Fig. 5.8, the background flux incident on the detector can be determined,
assuming a Lambertian1 target and neglecting diffraction effects, by

PB ¼ LkAs cos hsXDDkTRe �rRð Þ ð5:18Þ

1The apparent brightness of a Lambertian surface is the same regardless of the viewing angle.
A Lambertian surface defines a perfectly diffusely reflecting surface with isotropic (uniform in all
directions) luminance.
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where PB is the background flux on the detector in watts, Lλ is the solar spectral
radiance in W m−2 µm−1 sr−1, As is the area of the detector active window in m2, θs
is the angle between the target surface normal to the line joining the target and
receiver center points, ΩD is the solid angle subtended by the laser receiver aperture
in steradian, Δλ is the receiver spectral filter bandpass in µm, TR is the transmission
through the receiver optics, σ is the atmospheric extinction coefficient in m−1 and
R is the slant range to the target in m. Mathematically it is convenient to represent
the spectral transmittance τ(R) for a homogeneous medium by

sðRÞ ¼ e�rR ð5:19Þ

where R is the path length/slant range as above in m. If it is assumed that the
radiation is isotropic, spatially homogeneous (uniform composition of space),
unpolarized, and incoherent, enclosed in a cavity to balance the energy in the cavity
wall and the EM waves, then by integrating over all wavelengths of light, it is
possible to determine the thermal radiation as the total radiant exitance from the
blackbody at temperature T in Kelvin through

βT

R

a

D

H

θS

Fig. 5.8 Optical geometry of
the background radiation
towards a photodetector
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MeðTÞ ¼ reT
4 ð5:20Þ

where σe is the Stefan-Boltzmann constant of σe = 5.67 × 10−8 in units
W (m2 K4)−1 and assuming that the environment is at 0 K with no incident flux.
Exitance is the areal density flux on the source surface area, with flux flowing
outward from the surface with no regard for angular density. The exitance leaving
the surface can be caused by reflected light, transmitted light, emitted light or any
combination thereof. Burns et al. (1991) show that the variables in (5.18) are
defined by the set of equations given below. The area of the photodetector active
window AS, which is able to convert incident phonons to electrical energy, is given
by

As ¼ pa2

cos hs
ð5:21Þ

where

a ¼ bR
2
R ð5:22Þ

and βR is the receiver field of view in radians. From (5.21) and (5.22), the pho-
todetector area can be rewritten as

As ¼ pb2RR
2

4 cos hs
ð5:23Þ

with units in m2. The receiver solid angle2 ΩD is determined by

XD ¼ pD2
R

4R2 ð5:24Þ

where DR is the receiver clear aperture diameter in m. The reflected solar spectral
radiance Lλ is calculated by

Lk ¼ EkqB
p

ð5:25Þ

where Eλ is the solar irradiance in W m−2 µm−1 and ρB is the background or target
reflectance. The signal power from the transmitting laser can be determined by the
set of equations below, given in further detail in Burns et al. (1991). Assuming that

2The solid angle is the two-dimensional angle in three-dimensional space that an object subtends at
a point—a measure of how large the object appears to an observer based on the distance and
viewing angle.
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the laser beam fills the target object, the geometry of the transmission beam is
shown in Fig. 5.9.

In Fig. 5.9, if a Lambertian target and background are assumed, the irradiance of
the laser beam at the target object is given by

ET ¼ PTe�rR

AT
ð5:26Þ

where AT is the area of the laser beam/footprint on the target in m2. PT is the total
transmitted power in watts and is given by

PT ¼ PLTTg ð5:27Þ

where η is the collection efficiency of the transmit lens, PL is the peak power of the
laser and TT is the transmission optical path transmission. Burns et al. (1991) show
that the irradiance of the laser beam at the target can be equated to

ET ¼ 4PLTTg cos hse�rR

pB2
TR2

ð5:28Þ

and the target exitance is given by

θS

R

α 

H

AS

DS

Solar flux

Receiver 
aperture

Ad

Fig. 5.9 Optical geometry of
a laser transmission from an
optical source towards a
photodetector
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MT ¼ ETqT ð5:29Þ

where ρT is the target reflectance. Considering that LT = MT/π, the target radiance
LT is therefore given by

LT ¼ 4qTPLTTg cos hse�rR

p2B2
TR2

ð5:30Þ

and the peak signal power PS incident on the detector is given by

PS ¼ LTAT cos hsXDTFTRe �rRð Þ ð5:31Þ

where TF is the receiver spectral filter transmission. Since the solid angle ΩD is
determined by the receiver clear aperture DR, the incident signal power is rewritten
as

PS ¼ PTqT cos hspD
2
RTFTRe

�rRð Þ

4R2 : ð5:32Þ

The maximum range achievable with a laser rangefinder is strongly dependent
on the reflectivity of the target. Datasheets of typical laser rangefinders generally
specify the range performance for a diffusely reflecting Lambertian target of a
specific reflectivity, generally 0.8 (80 %). A correction factor is then applied to the
maximum range based on the variation of reflectivity of the target material.
Table 5.1 lists some common diffusely reflecting target material reflectivity figures.

In Li et al. (2009) the maximum measurable distance for a pulsed laser range-
finder is given by the equation

Rmax ¼ PTARr

4ph2PsðminÞ
srstsa

" #1=4

ð5:33Þ

where Ps(min) is the minimum detectable power. The pulsed laser rangefinder noise
probability density function follows a Gaussian distribution given by

PðxÞ ¼ 1ffiffiffiffiffiffi
2p

p
rn

e
� x2

2r2n ð5:34Þ

where σn
2 represents the output noise power. The directivity of a laser (or any other

directed light) beam is the amount of diffraction that the directed energy undergoes
as it travels through a medium. This directivity is a function of the wavelength λ of
the source signal radiation and the power level P of the beam in watts such that the
power density H of the beam at a target is given by
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H ¼ 1:27P

D2 þ Rk
D

� �2 ð5:35Þ

where R is the distance to the target and H is given in W/cm2. This describes a
diffraction-limited system and the maximum H is the theoretical best performance
of the system. The average power density delivered to the target as calculated in
(5.18) assumes no perturbing mechanisms such as atmospheric absorption, scat-
tering or turbulence and uses ideal atmospheric conditions (possibly the most
accurate results of this equation would be if used in space calculations).

SiGe has shown advantageous attributes to achieve terahertz radiation—with a
variety of application in commercial, industrial and military space. The concept of
generating terahertz radiation using SiGe structures is presented in the following
section.

5.3 SiGe Quantum Cascade Lasers (Terahertz Radiation)

EM waves with frequencies between 300 GHz (1 mm wavelength) and 3 THz
(100 µm wavelength), therefore between the optical and microwave spectrum, are
classified as terahertz (far-infrared) signals. In this section, the term terahertz
radiation will be used as opposed to THz radiation to distinguish between the
technology and the frequency unit. These waves are non-ionized and therefore safe
to be directed at humans and can pass through clothing, skin, paper, cardboard,

Table 5.1 Diffusely
reflecting materials and
surfaces

Material Reflectivity (%)

Snow 0.8–0.9

Opaque white plastic 1.1 (110 %)

Reflecting foil 12.5 (1250 %)

Black rubber tire 0.02

Asphalt with pebbles 0.17

Opaque black plastic 0.17

Smooth concrete 0.24

Coniferous trees 0.3

Carbonate sand (wet) 0.41

Clear plastic 0.5

Carbonate sand (dry) 0.57

Deciduous trees 0.6

Limestone and clay Up to 0.75

White masonry 0.85

Lumber (pine, clean, dry) 0.94

White paper Up to 1.0 (100 %)
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plastic, wood, ceramics, fog and clouds. Terahertz waves cannot penetrate metal,
concrete or water.

Terahertz radiation has proven difficult to implement on small scale while har-
nessing practical and high energies. Current terahertz radiation lasers can only
generate a few milliwatts of radiation and require complex schemes for detection.
Terahertz radiation is achievable using primarily artificial compounds such as
Si/SiGe and GaAs and not by materials found as-is in nature. Generating EM waves
at THz frequencies has potential in applications such as chemical analysis, security
scanning, extremely high-speed communications and medical imaging. Terahertz
spectroscopy, for example, provides a means of studying crystalline substances,
which can be useful in identifying pharmaceutical substances or explosives. The
ability to identify explosives rapidly and accurately is advantageous on the bat-
tlefield but also in airport security, since terrorist activity at airports and train
stations has increased in recent years. Events such as the coordinated bombings in
Brussels airport by the Islamic State of Iraq and the Levant on 22 March 2016,
which killed 32 victims and injured another 300 people, can potentially be pre-
vented if early detection is administered. Terahertz radiation allows explosives to be
identified without physical contact, as currently being used in many airports
globally. Scanning humans or animals with safe EM waves from strategic points
such as entrances and exits would allow preventative identification of such risks.
Another compelling range of applications of terahertz radiation is its use in space.
Transceivers can be placed on satellites and measure atmospheric disturbances and
climate change and also analyze interplanetary atmospheres. The lack of atmo-
sphere in space has always been a big advantage for interplanetary communication,
since EM signals are not attenuated by humidity, smoke, fog, pollution or rain in
space. On earth, terahertz radiation can penetrate materials that block visible light
and can potentially allow otherwise concealed objects to be identified and analyzed,
which would be especially useful in military operations to give soldiers an
opportunity to see obscured targets and assess the possible risks. Another sector
where terahertz radiation of relatively high power (1–10 W primarily when
implementing CW) has an advantageous impact is in infrared countermeasures to
protect aircraft from incoming heat-seeking missiles.

There is a wide range of known materials that exhibit characteristic vibrational
modes at terahertz frequencies. Using terahertz radiation, these materials can be
analyzed and uniquely identified. Since it is currently mostly possible to design and
build terahertz radiation lasers using physically large and costly equipment,
research into miniaturizing these lasers has been receiving attention, especially
since the early 2000s, several years after the invention of the quantum cascade laser
(QCL) in 1994 at Bell Laboratories by Faist et al. (1994). The QCL seems to be the
most promising device to generate terahertz radiation at energy levels high enough
for practical use and by using devices that are relatively small, or at least mountable
on aircraft or vehicles and possibly carried by soldiers on the battlefield. QCL
structures are discussed in the following section.

5.3 SiGe Quantum Cascade Lasers (Terahertz Radiation) 151



5.3.1 QCL Structures

The basis of a QCL is stacking multiple layers of semiconductors on top of one
another by growing each epitaxial layer through molecular beam epitaxy. Epitaxial
layer growth improvements have led to newer and more efficient techniques such as
metalorganic vapor phase epitaxy, which is currently being used as the primary
growth method. This process of growing many layers is, however, very difficult to
achieve, since the thickness of each layer must be sub-atomically precise and
closely matched to the previous layer. The number of layers stacked on top of one
another typically ranges between 1000 and 2000 depending on the application, but
essentially a the-more-the-better approach is being followed. The operating prin-
ciple of QCL light emission is fundamentally different from traditional laser sources
in that it operates independently of the semiconductor bandgap (Jiang et al. 2016).
The traditional laser principles are described in Chap. 2; the recombination of
electrons and holes at the bottom of their respective conduction and valence bands
produces light at a specific frequency, mathematically described by

E2 � E1 ¼ DE ¼ hv ð5:36Þ

or

v ¼ Eg

h
ð5:37Þ

where Eg is the semiconductor bandgap and h is Planck’s constant (given as
6.582 × 10−16 eV s). In a QCL there is only one type of charge carrier, electrons,
and these electrons undergo quantum jumps between energy levels En and En−1 to
create a laser photon of specific frequency given by

v ¼ En � En�1

h
ð5:38Þ

where these energy levels do not exist naturally in the material active region. These
energy levels are artificially constructed through the thin layering of the active
region into quantum wells of thicknesses below the nanometer scale (Belkin and
Capasso 2015). Using this technique in the mid-infrared spectrum has been adopted
as one of the primary methods to create highly tunable (throughout the entire
mid-infrared spectrum) emissions at low temperatures.

The relatively slow progress of terahertz QCLs is attributed to their inability to
operate at room temperature (Belkin and Capasso 2015) and the low energy output.
Recent advances in QCLs achieved by Belkin and Capasso (2015) have led to a
new class of QCLs, which can operate at room temperature and have output
energies in the range of 2 mW in the far-infrared spectrum. Conversely, in the
mid-infrared spectrum, tunable devices with wavelengths between 3 µm and
upwards of 20 µm and pulsed CW output power of 100 W have been achieved.
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These achievements have shown major implications in the mid-infrared spectrum.
Historically, the number of light source types that could generate light at these
wavelengths was very limited and they only had a few nanometers of tuning
capabilities as they depended solely on bandgap manipulation.

5.3.2 QCL Band Structure

SiGe intersubband QCLs have an emission wavelength of 30–100 µm, corre-
sponding to the far-infrared spectrum. These devices have the unique benefit of
monolithic optoelectronic integration on CMOS or BiCMOS silicon substrates,
which makes them adaptable, modular and practically versatile. The advantages of
SiGe intersubband lasers, especially their monolithic integration with active com-
ponents, are driving the maturity of the technology and research into obtaining
feasible results in terms of power output at room temperature. In the mid-infrared
spectrum, InGaAs/InAlAs and GaAs/AlGaAs materials have been the dominant
choice in achieving successful terahertz emissions, but without the advantages of
combining the optoelectronic and active components on the same silicon substrate.
In the far-infrared spectrum, however, increased free-carrier absorption loss, which
increases waveguide attenuation, requires higher gain and more powerful pumping
circuits. Again, operating these devices at low temperatures, typically around 20 K,
makes them difficult to implement practically (Kelsall and Soref 2003). In the paper
presented by Kelsall and Soref (2003), it is argued that device operation at 77 K
(the temperature of liquid nitrogen) is achievable and can also present viable results.
Compared to GaAs, SiGe has higher thermal conductivity. This is an especially
important characteristic in active optoelectronic systems, since a change in tem-
perature of the semiconductor leads to a shift in the emitted wavelength, which
could be undetectable by the receiving photodetector if it falls outside the allowable
tolerance. In Kelsall and Soref (2003) it is also stated that the indirect bandgap of
SiGe, Si and Ge presents no noticeable disadvantage for QCL operation since the
radiation is generated by intersubband transitions rather than interband recombi-
nation. A disadvantage of p-type SiGe QCL systems, according to Kelsall and Soref
(2003), is that the hole masses are significantly larger compared to the III–V
material electron masses. This means that the hole wave functions in SiGe
heterostructures are relatively well-localized in individual quantum wells, but
interwell coupling is weak; leading to lower device currents for comparable external
bias of III–V devices.

To avoid the use of diffraction gratings to design and implement a QCL, which is
a relatively inefficient technique, QCL design is mostly based on p-type SiGe
heterostructures to realize true surface-emitting devices. For p-type Si/SiGe
heterostructures the SiGe alloy layers represent the quantum wells and the Si lay-
ers act as the confining barriers. In strain-balanced structures the energy gaps
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between different heavy hole subbands depend primarily on quantum well width,
whereas the energy gaps between light hole and heavy hole subbands depend
primarily on strain (therefore the alloy composition) and are relatively invariant
with well width (Kelsall and Soref 2003). A design proposed by Friedman et al.
(2001) and Soref et al. (1999) for QCL showing its energy levels is the quantum
staircase design shown in Fig. 5.10.

The quantum staircase transitional diagram is based on the LH1-HH1 inter-
subband transitions. These transitions occur within each quantum well and carriers
are transported between wells by non-radiative HH1-LH1 transitions. To achieve
radiative transitions through population inversion, the total interwell HH1-LH1
transition rate should be faster than the total intrawell LH1-HH1 transition rate.
However, the interwell transition rates in QCLs are typically dominated by inco-
herent scattering processes rather than coherent tunneling (Kellsall and Soref 2003).
Improvements on the quantum cascade laser design have been researched and
proposed since its invention by Kolodzey et al. (2003), Bates et al. (2002),
Grutzmacher and Mussler (2007), Lynch et al. (2006) and Paul et al. (2004) and are
still an active research field today. Achieving high output power at room temper-
ature operation remains challenging.

Weaponized lasers have been an attractive means of EW for countermeasures,
offensive and defensive strategies. The advances in technologies and the attainable
power output from lasers have made this a realizable possibility, which can come
into being as battlefield-ready weapons in the near future. A description of the
background of laser weapons and the critical subsystems is given in the following
section.
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HH1
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(quantum well)
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(confining barrier)
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(quantum well)
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Fig. 5.10 Si/SiGe terahertz
staircase design of energy
emissions. Adapted from
Kelsall and Soref (2003)

154 5 Electronic Countermeasures and Directed Energy Weapons …



5.4 Laser Weapons

This section purposely highlights publications and other works starting from the
late 1970s up to the most recent works available. The presentation of the section in
this manner gives an indication of the shift in opinion, potential, controversy and
technological advances in lasers used as weapons. Historically, before lasers were
able to produce the unprecedented levels of radiative flux that are possible today,
the idea of lasers as weapons was somewhat taboo. Advances over the years show
the change in opinion and the possibilities achieved to date and in a way how the
perception of laser technology used as weapons has changed. Military lasers can be
categorized as serving as either tactical or strategic devices. Low-energy pulsed
lasers are generally classified as tactical devices and can be sold commercially and
for research applications, whereas CW lasers of high intensity are often used for
strategic military purposes or research (Stickley and Gerhardt 1985). In an article
written by Stickley and Gerhardt (1985) more than 30 years ago, a comparative
table of the primary differences between tactical and strategic lasers is presented.
Many of these characteristics still hold true today and these parameters are pre-
sented in Table 5.2.

From Table 5.2, it is noticeable that tactical lasers, although also generating
relatively high output powers, are generally not used to destroy their targets
physically with high-intensity beams such as the laser application principles dis-
cussed for the laser rangefinder earlier in this chapter. Laser power levels that are
likely to be employed in the future as standard optical power output for laser
devices are 30, 60 and 125 kW optical power output (Gattozzi et al. 2015).

Table 5.2 Comparison of parameters for tactical and strategic systems

Characteristics Tactical lasers Strategic lasers

Primary targets Missiles, aircraft, optics,
electro-optics (communications)

Satellites, bombers, intercontinental
ballistic missiles

Operating wavelength Visible to infrared Mid-infrared to X-ray

Target range Kilometers 1000+ kilometers

Output power Kilowatts Megawatts

Mirror aperture Centimeters 10+ meters

Pointing accuracy Micro-radians Nano-radians

Adapted from Stickley and Gerhardt (1985)
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5.4.1 Tactical Lasers

Tactical lasers are used in applications such as (Stickley and Gerhardt 1985):

• Fire control and weapons guidance systems; this category includes solid-state
laser rangefinders in military applications and the systems are used as standalone
remote fire control systems. The types of lasers and materials (therefore
wavelengths and efficiencies) are presented in more detail in Chap. 2 of this
book.

• Laser surveillance radar such as forward-looking infrared (FLIR); the predom-
inant research discipline in laser surveillance is achieving increased power
output while maintaining low beam divergence, which can be achieved by, for
example, phased arrays of diode lasers and waveguide lasers.

• Information transfer and communications, including data corruption or
information-destroying offensive capabilities. The main advantages in infor-
mation transfer and communications compared to traditional radio frequencies
are the high-bandwidth capabilities, low susceptibility to EMI and secure
channels with lower probability of signal interception. In EW, secure data
transmissions between allied forces is considered a tactical advantage.

• Remote LOS meteorology; atmospheric sensing of aerosols and remote wind
sensing, interplanetary atmospheric identification, pollution quantization and
early detection of natural disasters are some of the applications of laser-based
meteorology. Lasers are effective means of pulsing EM waves with large
bandwidth through atmosphere-deprived channels.

• Chemical or biological agent detection; similar to meteorology, lasers can be
used to identify chemical or biological constituents in the atmosphere, which is
also an effective means of determining atmospheric pollution. An interesting
adaption of this technology is identifying gun effluents to determine the location
and distance of gunfire on the battlefield through analysis of the atmospheric
particulate content.

• Data processing/holography; holographic communication is primarily based on
laser principles, using femtosecond pulses through a spatial light modulator and
a series of lenses, mirrors and Galvano scanners to direct the incoming laser
beams precisely. Recent advances in this technology use safe-to-touch plasmas
to generate the lasers, which allows for user interaction. The key to creating
these virtual images is the short duration of the laser pulses. Longer pulses can
be damaging to the surface they are directed at, but short consecutive pulses are
generally harmless to the target materials. Considerable research activity in
developing new ways to use optic devices for holographic communication and
system pattern recognition continues.

• Laser material preparation; in the area of machining, one major application of
lasers is the removal of material from another solid material such as in micro-
machining and drilling into ferrites and nonmetals without disturbing the
magnetic or structural properties of the material. Laser welding and precision
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annealing using lasers have the benefit of overcoming some physical mechanical
limitations.

• Optical countermeasures; most importantly, optical countermeasures include
optical jamming or destruction of optical sources/receivers with high-intensity
optical light beams for EW purposes. Tunable lasers can offer additional
advantages with the ability to shift frequency depending on the target optical
source and can relatively easily be realized using alexandrite and chromium
sources. Detailed material characteristics of laser materials and the
advantages/disadvantages of each are presented in Chap. 2 in this book.

Characteristics and parameters of tactical lasers have been discussed in this book
up to this point and the aim this section is to highlight the possibilities of strategic,
therefore very high-power, lasers for military and EW applications in the field and
in research.

5.4.2 Strategic Lasers

This topic has been controversial (Nahin 1977) and still is, but remains an active
area of research and development although somewhat polemical, possibly because
the extent of the damage and repercussions it may have is unknown. The gas
dynamic laser was possibly the first developed strategic laser presented in the
1960s, since gas lasers have the inherent advantage of redirecting thermal effects
due to the gas flow needed to generate a laser pulse. However, gas lasers are large,
expensive and impractical devices to work with on the battlefield, but they laid the
groundwork for advances in strategic lasers used as weapons and countermeasures.
Using lasers for ballistic missile defense with counter-activity possible at the speed
of light is possibly one of the most prominent advantages of strategic lasers.
Underwater communication between submarines, for example, is another major
advantage that drives the improvement of laser output and miniaturization of these
devices (Stickley and Gerhardt 1985). There are three basic mechanisms for target
damage (Nahin 1977) by a strategic laser weapon, namely:

• structural weakening and indirect mechanical damage as well as thermome-
chanical damage (generally due to extreme temperature increases in the target),

• shock waves and direct thermal damage (sudden increase in temperature of the
target and rapid vaporizing and material explosively leaving the target at
supersonic speeds), and

• X-ray radiation and ionization damage (emission of X-ray radiation from the
target when shock waves are administered at a specific radiation wavelength).

HELs also require high-current recharging capabilities to recharge the capacitors
required to supply large currents over short periods of time to the laser device.
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5.4.3 Laser Recharging Unit

The recharge rate of the energy storage capacitor depends on the frequency of the
laser, i.e. the time between successful high-energy pulses. The capacitor-charging
source is a relatively complex and high-powered electronic device and typically
comprises of a transformer followed by a voltage-rectifier bridge, a switching
element in the primary windings of the transformer, a current-limiting element, a
voltage sensor and control electronics (Koechner 2013). These subsystems are
presented in block-diagram form in Fig. 5.11.

The DC voltage required for the energy storage in the capacitor is provided by the
transformer and the rectifier. A semiconductor switch is added to the supporting
circuitry to enable a variable DC voltage such that the output of the laser can also be
varied. This control circuit includes either a solid-state relay, a triac, or a pair of inverse
parallel thyristors/silicon-controlled rectifiers and is switched on at the start of the
charging cycle and switched off if the predetermined voltage across the capacitor is
reached. The rectifier diodes are protected by the current-limiting circuit, since the
recharge path through the low-impedance transformer windings and the discharged
capacitor is essentially a short-circuit. Laser charging units are preferably a
constant-current circuit as opposed to varying rate or trickle charging and require the
charging capacitors to be charged at the fastest rate possible. Assuming the charges on
the capacitor plates are ±q and the voltage between the plates is given by V, then

C ¼ q
V

ð5:39Þ

Transformer 
(primary 

windings)

Switching circuit

Diode rectifier
Transformer 
(secondary 
windings)

Capacitor 
discharge current 

limiter

Control circuit Voltage sensor

Fig. 5.11 Essential subsystems block diagram of a pulsed laser charging unit
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where C is the capacitance of the capacitor. The voltage current relationship can be
determined as

IðtÞ ¼ C
dVðtÞ
dt

ð5:40Þ

where dV(t)/dt is the rate-of-change of the voltage across the capacitance and I(t) is
the current at time t. To determine the required current needed to charge the
capacitor to a specified voltage in a specified time (as is generally required in laser
weapon systems where the repetition rate and output power are of concern) the
charging current is defined by

I ¼ CV
t

ð5:41Þ

which should be limited by a current-limiting circuit. The easiest but also less
efficient solution to limit the discharge current is using a resistive load.
Improvements and replacement techniques to achieve this more efficiently are
discussed below. The energy W stored in the capacitor can be determined by

W ¼ 1
2
CV2 ð5:42Þ

which is (under ideal circumstances) available to be transferred to the laser output
device. In Koechner (2013) the most frequently used circuits for current limiting of
the capacitor discharge current are presented. They are briefly highlighted here to
emphasize the advantages and disadvantages of these circuit alternatives. In
Fig. 5.12a–g the power supply charging circuits for pulsed lasers are shown.

In Fig. 5.12a the constant voltage source with resistance-limited charging is
shown. This configuration dissipates an equal amount of power through the resistor
as that stored in the capacitor, therefore the thermal losses and resistor-power
requirements are high. These circuits could generally be tolerated if a long repe-
tition rate is acceptable; however, in weapon systems, a low repetition rate is
generally a primary specification. Removal of the discharge resistor from the output
and insertion of an inductor in the primary windings are illustrated in Fig. 5.12b.

This technique introduces current limiting by inductive reactance during the
initial phase of the charging when the secondary windings are shorted to ground
through the uncharged capacitor. This inductance can also be integrated into the
transformer as a primary leakage, as seen in Fig. 5.12c.

For HEL outputs with varied repetition rates and variation in the available
energy from the source, it becomes more practical to apply optimization at the
output/secondary windings of the transformer. This increases the available tech-
niques and allows the transformer to operate at its specified rating without limiting
its operation for relaxed requirements at the output. One such technique involves
using resonant charging at the output, as shown in Fig. 5.12d.
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In this circuit the current only flows from the designated DC source for the initial
half-cycle of the resonant frequency and charge the capacitor to double the value of
the source voltage. The peak current drawn from the power supply at this point
depends on the inductor, resonant frequency of the LC-network and the voltage
across the capacitor. A ferroresonant transformer circuit is shown in Fig. 5.12e.

In Fig. 5.12e the transformer characteristics are attained using a magnetic shunt
and resonant tank circuit. The short-circuit current can be reduced by repeatedly
transferring a small quantity of energy to the storage capacitor. In Fig. 5.12f, a
voltage-doubling circuit is employed to limit the discharge current of the laser
charging unit.

A small capacitor, C1, transfers its charge to the primary charging capacitor
during each cycle of the resonant frequency. These techniques to limit the discharge
current and additional circuits used practically are discussed in further detail in
Chap. 6, with specific focus on the enabling technologies of implementing such
circuits as monolithic circuits and determining the viability of SiGe. This section
only aims to identify the possible techniques that can be practically implemented.
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Fig. 5.12 Power supply charging circuits for pulsed lasers—a current-limiting resistor,
b current-limiting with inductor, c high-leakage inductor, d resonant charging, e ferroresonant
transformer, f ferroresonant transformer. Adapted from Koechner (2013)

160 5 Electronic Countermeasures and Directed Energy Weapons …

http://dx.doi.org/10.1007/978-3-319-47403-8_6


5.4.4 Laser Target Material

The damage caused by a laser weapon is not only dependent on the energy and
wavelength of the source, but also on the material of the target. For example, a
painted aluminum target will experience up to three times the intensity of the
damage of the laser beam compared to the same aluminum target, but unpainted
(Callaham 1982). In Callaham (1982) a brief calculation result is presented, which
concludes that in order to penetrate through a 3 mm aluminum plate, through a
vacuum medium (such as space), a single laser pulse would require a 5 kJ/cm2

energy flux. Conversely, semiconductor materials such as optical sensors, solar
cells or certain active devices with active region close to the surface of the substrate
would require only approximately 10 J/cm2 of energy flux. The reason for quoting
this from Callaham (1982) is to show that it does not necessarily require extremely
high-powered laser beams to destroy an incoming target; it depends heavily on the
target itself and the intended damage. Also, in 1982, the idea of generating 5 kJ/cm2

laser beams was considered impossible; however, more than 30 years later in 2015,
researchers in Osaka in Japan had already produced a laser beam (the Laser for Fast
Ignition Experiment) of 2 petawatts for a 1 picosecond duration. This is equivalent
to 1000 times the world’s total electricity consumption. Of course the device is
large (328 ft/100 m) and diffraction is limited by strategically placed glass panels
so it is not a mobile device, but it shows that laser energy levels are reaching
unprecedented levels and will continue to do so in the future. Japan is already
planning to produce a 10 petawatt laser at the same institution. According to
Callaham (1982) it is possible to illuminate and overheat, potentially destroying, a
satellite at a 100 km altitude with an irradiance of 10 times solar irradiance (ap-
proximately 1.4 W/cm2) with a 220 kW average power CO2 laser, which can be
mounted on a large aircraft or a land vehicle. This calculation gives a good idea of
the (achievable) potential to destroy satellite communications during military
operations by using lasers that are not overly complex or high-powered. Satellite
communications have, since the issue of this article, become orders of magnitude
more crucial for any country or military to convey information, communicate and
use GPS navigation and is a major advantage in EW. Research and investigation
into the behavior of composite materials subjected to laser illumination for ranges
of power densities have been presented in studies such as the one by Fabrice et al.
(2014). In Fabrice et al. (2014), the behavior is investigated for illumination sources
varying between 100 and 2000 W/cm2 specifically for 1.07 and 1.634 µm wave-
length lasers on aeronautical composite materials to determine the damage and
effects of the laser on the target. It is concluded in this brief study of Fabrice et al.
(2014) that carbon epoxy materials are effective protection against laser weapon
attacks although the mechanical properties of the composite materials rapidly
decrease when subjected to continuous laser bombardment. Further damage
assessment and combat effectiveness of anti-missile airborne laser weapons is
presented in De-yun et al. (2015). This damage assessment divides the degree of
laser damage on the target into interference, soft damage and hard damage and
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based on the accumulated data, divides the laser energy density into corresponding
ranges for the different damage effects. The missile target is divided into four parts:
the fuel tank, seeker, warhead and tail wing. It is important to distinguish the target
in terms of its material composition and vulnerable parts when analyzing the
effectiveness of a laser weapon. These types of studies have proven equally
important as research into technology advances into laser energy output and effi-
ciencies, since knowing the weaknesses of the target determines the design con-
siderations and trade-offs of the source/weapon.

5.4.5 Topical Research

By 2003, Rheinmetall investigated solid-state MEL for anti-air defense application
for distances of up to 7 km (Weise et al. 2003). The decrease in the physical size of
lasers has led to this particular laser being a size that can be mounted on aerial
vehicles as a secondary weapons system. The beam power of a MEL is in the range
of 1–100 kW and the electric energy per pulse is in the kJ range. This allows such a
weapon to destroy electronics and optoelectronics of targets up to 7 km away, in the
earth’s atmosphere. A MEL therefore aims to bridge the gap in anti-air defense
operations between machine-guns and missiles in terms of firepower and
cost-effectiveness. Adapted from Weise et al. (2003), the optical arrangement of a
laser system is given in Fig. 5.13.
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Fig. 5.13 Optical scheme of a laser system adapted from Weise et al. (2003). This scheme is
reproduced here to show the integral dependability of the optical and the electronic systems, both
susceptible to damage from laser pulses
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The simplified optical scheme for a laser system as presented in Fig. 5.13
becomes exponentially more complicated when factoring in all the necessary
components required to realize the subsystems presented in Fig. 5.11. In order to
focus the beam energy on the optoelectronics of the target, the influence of the
atmosphere must be compensated for. Internal amplification is required by con-
verting the laser beam from a short pulse duration to a longer pulse within the beam
system of the laser (Weise et al. 2003). When the fine target acquisition system
works in continuous tracking mode, the laser pulse is initiated. The master oscillator
generates the short pulse used for target illumination. This pulse is reflected by the
target and received back by the telescope optics. The return pulse will therefore
contain all the necessary information regarding the atmosphere turbulence and
potential influence on the weapon-pulse. The pulse is then non-linearly
phase-correlated by the Brillouin amplified four wave mixer device where the
deformation of the laser pulse by the atmospheric turbulence is converted.
The pulse is sent back again to the target where the atmosphere will reconstruct the
original waveform and the pulse energy is focused on the small cross-section of the
target optoelectronics. All the information of the pulse is stored within a hologram
in the optical addressable light modulator and this information is transferred to the
output pulse before final amplification by the high-powered solid-state laser and
firing of the laser weapon to destroy the target. This technique of analyzing the
atmosphere and preparing the high-powered laser for effective target acquisition
and focused beam energy essentially summarizes the workings of laser weapons. In
Weise et al. (2003) the main features and advantages of a MEL are summarized;
these include permanent destruction of optoelectronics, extremely fast (not only the
physical laser beam travelling at the speed of light but also the conditioning of the
electronic circuit in preparation for the final weapon discharge), short-range
effectiveness (although 7 km can already be considered practically long-range on
the battlefield), non-lethal effectiveness when pointed at human targets, high pre-
cision and cost-effectiveness.

Various research opportunities for the subsystems and assemblies, as well as
supporting circuitry of high-powered lasers, are exploited in a variety of disciplines.
Examples of such research include developing models and prototypes of power
systems and energy storage models for the integration of high-powered lasers on
naval platforms. Although naval platforms such as ships and submarines are gen-
erally large enough to house the laser systems, the limitations of power generation
and thermal management present several challenges during integration. Even on
new ships, for example, the cost of the installation and thermal management of
extreme proportions for weapons systems that may only be used sporadically
prevents the technology from being commonplace in naval operations. In Gattozzi
et al. (2015) the research progress of work conducted by the University of Texas
Center for Electromechanics (UT-CEM) and the Naval Postgraduate School
(NPS) in their collaboration to develop and simulate models of ship power systems
to evaluate and guide the integration of pulsed laser loads into existing platforms is
presented. The work focuses on the three major power generators that are likely to
be considered for future laser implementations, these being battery-driven (both
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lead-acid and lithium-ion), flywheel power generation and charging of ultra-large
capacitors. The collaborative program between UT-CEM and NPS explores all the
combinations of storage technologies and laser output power (30, 60 and 125 kW)
to develop best-case scenarios and a developmental framework.

In Brändle (2014) a HEL weapon demonstrator is designed with the focus on
counter-rocket, artillery and mortar and counter-UAV scenarios. The pointing/
tracking control design consists of four industrial fiber lasers that are geometrically
coupled in one beam director telescope. The research is conducted on a system
consisting of a Cassegrain beam director telescope mounted on an industrial robot
for coarse pointing and target tracking.

Laser technology has become accessible on a commercial scale as well, as
research by Soetedjo et al. (2014) shows. Soetedjo et al. (2014) use a Raspberry
Pi® to detect a laser spot using the OpenCV3 library and a web-based camera and
shows the flexibility of commercial technology towards specialized laser
equipment.

5.5 Conclusion

This chapter predominantly focuses on applications of laser in the lower energy
output spectrum and uses the laser rangefinder as an example application to present
and discuss the enabling principles. The characteristics that determine the quality,
range and noise of the transmitted signal through a specific medium, such as a
vacuum in space or through the earth’s atmosphere, determines the requirements
and specifications of the transmitter and the receiver in a laser system. The required
power of the transmission, the optical properties of the detector and the minimum
detectable signal at the receiver are all variables relevant to the application of the
laser and the environment in which it is used. Lower energy laser applications, such
as laser rangefinders, require specialized engineering practices and efficient and
high-quality components to achieve long-range operation and low susceptibility to
interference. SiGe lasers and the THz radiation that they can achieve have become a
dominant research field since the invention of QCLs in 1994. QCLs can generate
EM radiation in the terahertz range from relatively small semiconductor devices
with thin stacked layers of Si/SiGe, which operate on the principle of quantum
wells rather than the traditional bandgap emission principles.

In the HEL regime, weapons can be constructed if high enough energy can be
supplied to lasers at specific wavelengths, depending on the target and the appli-
cation of the weapon. The range of these weapons is also dependent on the
atmosphere from which the laser emanates and the principles of scattering,

3OpenCV is available for academic and commercial use, free of charge, and is an open-source
computer vision and machine learning software library that supports Microsoft® Windows®,
Linux®, Google® Android® and Apple® Mac OS®.

164 5 Electronic Countermeasures and Directed Energy Weapons …



diffraction and laser beam divergence limit the distance of its effectiveness. This
chapter highlights the types of weapons, tactical or strategic, and provides methods,
research opportunities and commonly used techniques to achieve high enough
power to drive these lasers. This research field is still very active today and the US
DoD aims to have battlefield-ready weapons already by 2023. A brief introduction
on the spin-off research disciplines that form part of a high-energy system is also
presented in this chapter.
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Chapter 6
Frequency Response of Optoelectronic
Receivers: The Motivation for Faster
Transistors

6.1 Introduction

Optoelectronic receivers have several fundamental requirements that make them
difficult to implement practically. The primary subsystems of the optoelectronic
receiver are the photodetector and the transimpedance amplifier, which converts the
optical signal received from a laser pulse, for example, into an electrical signal with
a useable amplitude (typically in the high millivolts to low volts range). These
systems can be realized either by hybrid or integrated approaches based on
high-speed bipolar technologies forming what is known as optoelectronic integrated
circuits (OEICs). Traditionally, these systems were primarily integrated using InP
high-electron-mobility transistor (HEMT) technologies (Sharifi and Mohammadi
2007). Silicon photodiodes allow optical detection applications with spectral ranges
between 400 and 900 nm and the operating principles of silicon photodiodes are
well known. The hybrid and integrated approaches both have distinct advantages
and disadvantages when implementing optoelectronic receivers. Hybrid receivers
connect a photodiode fabricated on a separate substrate as the transimpedance
amplifier. There are several ways of connecting the photodiode to the amplifier
circuit; methods include wire bonding, flip-chip bonding or optical interconnects.

Hybrid integrations can be cost-effective, depending on the method and the
capabilities within the institute, but there is a significant loss of sensitivity between
the small-area photodiode and the supporting circuitry. Interconnect capacitances in
high-frequency applications add an additional variable and must be accounted for in
the design; ultimately increasing the complexity of the analogue design.
Susceptibility to EMI also increases because of relatively long leads, compared to
the operation wavelength, which could lead to unwanted circuit oscillations and
parasitic inductances.

In integrated systems, the interconnects can be precisely controlled and specif-
ically designed for, since the photodiode and the amplifier are situated on the same
substrate, providing an inherent increase in data rate for a given optical power
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sensitivity. These systems are, however, more expensive to realize (flip-chip
bonding versus traditional wirebonding for a hybrid approach, for example) and
may introduce trade-offs between the operating speed of the transistor and the
sensitivity of the photodiode (Sharifi and Mohammadi 2007).

BiCMOS technologies have an additional advantage over traditional CMOS
technologies both for the photodetector and the active circuitry. BiCMOS substrates
can be used, without any technological modifications, as PIN photodiodes. The
buried n+-collector can be used as the cathode, the n-collector epitaxial layer can
serve as the intrinsic layer and the base implant can serve as the anode (Zimmerman
1996). The transimpedance amplifier can take advantage of high-speed HBTs in its
realization. CMOS technologies use the pn-junction available in the process as the
anode and cathode of the photodiode. CMOS transistors inherently also have
comparably slower response times than those of HBTs, even though CMOS pre-
sents low cost, low power consumption and small areas. PIN photodiodes are
generally preferred over pn-junction photodiodes because of their higher bandwidth
capabilities and high dynamic range resulting from the applied reverse bias,
whereas pn-junction photodiodes do not operate with an applied reverse bias but
typically perform better under low-light conditions. The photodetector and tran-
simpedance amplifier have been described in Chaps. 4 and 5; this chapter focuses
on the requirements emanating from the connection between the photodetector and
the transimpedance amplifier. Careful consideration is required to optimize the
frequency response of the system; these considerations include, for the

(i) Photodetector:

• Low junction capacitance for a high frequency response,
• low series resistance to minimize the response time, and
• high responsivity to reduce the necessary gain (and therefore decrease the

chances of system oscillations);

(ii) Transimpedance amplifier:

• High-gain transistors to amplify weak inputs,
• high-frequency transistors to react to incoming pulses,
• low input capacitance and input impedance to maximize the frequency

response, and
• insensitivity to electrical interference;

(iii) Interconnects:

• Short leads to limit capacitances to a minimum (integrated approach
preferred over hybrid approach),

• sufficient power supply decoupling to filter interference, and
• efficient layout techniques to limit interconnect lengths for both integrated

and hybrid approaches.

The drive towards generating sub-nanosecond laser pulses can be attributed to
the use of the laser system. Essentially though, it concerns the fact that the
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information, the light pulse, travels at the speed of light and the electronic circuitry
should be ready for the receiving pulse/information in a short time. The opto-
electronic receiver components and the primary requirements for these components
are shown in Fig. 6.1.

There are various subsystems in a laser transceiver (transmitter and receiver) that
influence the overall speed of the system; all of these subsystems must be optimized
if they are to have no negative impact on the performance of the entire system. At
the transmitter, the laser driver must be able to generate pulses at high frequencies
and the laser diode must be able to enter and exit population inversion at the same
rate. On the receiver side, the photodetector must be able to receive and process
consecutive incoming pulses at the same rate at which they are transmitted and the
transimpedance amplifier must be able to amplify the current to a useable voltage,
also at the same speed (or faster). Any additional supporting circuitry also needs to
meet the demands in order not to decrease the measurement result acquisition time
—this is where integrated systems as opposed to hybrid packaging become
exceptionally effective and efficient. All these requirements place stringent design
requirements on the system in terms of their frequency response. Several studies
and reports have been presented on both CMOS and BiCMOS OEICs (John and
Das 1994; Dutta et al. 1997; Brandl et al. 2014; Youn et al. 2015) and a common
theme among these works is consideration of the system frequency response
resulting from the individual subsystem. This chapter focuses on the subsystems of
the receiver and specifically addresses the limitations and considerations to avoid
any bottleneck decreasing overall system performance. The primary aim is to
identify and isolate the intrinsic and external elements that influence the frequency
response of the OEIC and/or hybrid approaches. By identifying factors on
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Fig. 6.1 A typical laser optoelectronic communication receiver showing the primary requirements
for the connection between the photodetector and transimpedance amplifier
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component level that influence system performance, improved strategies can be
implemented when integrating these optoelectronic systems for space applications
and when using them for military applications, which require high-performing,
modular, small and low-noise components. The first component discussed in terms
of its physical characteristics at fabrication level, which determine device band-
width, is that of the photodetector.

6.2 Photodetector Bandwidth

If a fast response time and high bandwidth are required from a photodiode as
opposed to only high sensitivity to incoming photons, it should be operated in
photoconductive mode. The trade-off in photosensitivity is made up by the tran-
simpedance amplifier gain, although this places additional design restrictions on
stray capacitances of the amplifier. In photoconductive mode, a reverse bias is
applied across the anode and the cathode of the photodiode to form a depletion
region with specific width between the p and n type semiconductor materials and
also the intrinsic layer in the case of PIN photodiodes. This mode reduces the
photodiode junction capacitance by increasing the depletion region width of the
diode (an inverse relationship) and also reduces the slow-rise-time diffusion tail,
which can become a limiting factor in longer wavelength operation. The junction
capacitance of the photodiode should be kept as low as possible to realize a high
bandwidth and therefore fast response times to incoming light pulses. The junction
capacitance CJ is defined in Chap. 4 and reiterated here. It follows that the junction
capacitance is determined by

CJ ¼ ere0A
Wd

ð6:1Þ

where εr is the dielectric constant of the semiconductor material, ε0 is the permit-
tivity of free space, A is the diffused area of the junction (active area) and Wd is the
depletion region width. This equation is used as the primary equation in deter-
mining the photodiode bandwidth.

The depletion region width and active area are therefore prospective variables
that can be optimized to reduce the junction capacitance. The dielectric constant is
determined by the semiconductor and the permittivity of free space is a constant
value. Assuming that the active area of the photodiode is predetermined and kept
constant, the remaining variable to consider is the depletion-region width, which is
determined by

Wd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ere0lq VA þVbið Þ

p
ð6:2Þ

where µ is the carrier mobility, ρ is the resistivity of the semiconductor material, VA

is the applied reverse-biased voltage and Vbi is the built-in voltage of the pn-
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junction. Another form of (6.2), which highlights the effect of the donor doping
concentration on the depletion region width, is given by

Wd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ere0 VA þVbið Þ

qND

s
ð6:3Þ

where q is the elementary electron charge and ND is the donor concentration of an
ideally lightly doped n-type substrate. From (6.2) to (6.3) it can be seen that to
increase the depletion region width externally and therefore decrease the junction
capacitance without any modifications to the manufacturing process, the applied
reverse-bias can be increased. If the required depletion region width is known,
based on the responsivity requirements of the photodiode, then (6.3) can be
rewritten to determine the required reverse-bias such that

VA ¼ qNDW2
d

2ere0
� Vbi

� �
ð6:4Þ

which is generally used to determine the system-level reverse-bias of the integrated
photodiode. If, however, the value of the junction capacitance causes the amplifier
circuit to oscillate, an increase in the reverse-bias voltage might not be adequate to
overcome this unwanted operation by decreasing the junction capacitance and
alternative techniques must be considered. Operating in photoconductive mode
does, however, increase the dark current and introduces 1/f noise to the system, but
these are generally kept as low as possible for each device through advanced
manufacturing techniques and high-quality epitaxial materials on wafer level. If the
depletion region width is large relative to the wafer thickness, additional capaci-
tance is parasitically introduced in the form of a sidewall capacitance CSW. The
sidewall effect is represented in Fig. 6.2.

The depletion region perimeter only needs to be taken into account if the ratio of
the perimeter length P multiplied by the depletion region width, therefore the
surface area of the depletion region, exceeds 10 % of the parallel-plane area of the
active area. If accounting for the perimeter and the parallel-plane area, the required
reverse-biased voltage to achieve a depletion region width Wd changes to

VA ¼ qNDW2
d

2ere0
� Vbi

� �
1þ P

A
p
4
Wd

� �
ð6:5Þ

which illustrates the requirement of the reverse-biased voltage of the photodiode as
seen in (6.4), as well as the effect of the sidewall capacitance. The right-hand side
term in brackets in (6.5) is a positive, non-zero value and therefore the required
reverse-biased voltage to achieve a specified depletion region width increases
because of this sidewall effect. In addition, the wafer thickness and doping density
affect the responsivity of the photodiode and its series resistance leads to a decrease
in bandwidth. To determine the effects of the photodiode series resistance, the shunt
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resistance and the capacitance on the response and bandwidth of the device, a
simplified circuit configuration to measure the photon-generated current in the
photodiode is presented in Fig. 6.3.

As seen in Fig. 6.3, the reverse-biased voltage VA is applied to the photodiode
and the output is measured across the load resistor RL, typically a 50 Ω load, and if
light at a specified energy E = hv is incident on the photodetector, a current IPD is
generated flowing through RL. The output is then measured across the terminals of
RL. The circuit configuration as seen in Fig. 6.3 can be used to develop the
equivalent circuit of the photodiode further, similar to the circuit configuration in
Chap. 4 used to identify possible causes of oscillations in the transimpedance
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Fig. 6.2 Lateral layer structure of photodetector device showing the parasitic capacitances
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amplifier due to unaccounted parasitic effects at high frequencies. This configura-
tion, which also shows the position of the 50 Ω load resistor, is used to quantify the
bandwidth of the photodiode and is given in Fig. 6.4. The equivalent circuit of the
photodetector is highlighted by the dashed-line box in Fig. 6.4.

In Fig. 6.4, IPD is the current flowing through the ideal photodiode, CD repre-
sents the total intrinsic capacitance of the photodiode, which includes the depletion
region capacitance, sidewall effects, bonding pads, packaging and the external
routing capacitances, RSH is its shunt resistance (ideally a very high value in the
high MΩ range and also called the device’s R-zero or ‘R0’) and RS its series
resistance (ideally in the low Ω range). To determine the total photodiode capaci-
tance, the sidewall effect and parallel-plane capacitance CPP should be taken into
account such that

CD ¼ CSW þCPP ð6:6Þ

which is determined by

CD ¼ ere0A
Wd

þ 2pere0P

4 lnðWd
xj
Þ ð6:7Þ

where Wd is constant if the device is fully depleted and equal to the junction depth
subtracted from the wafer thickness. It is evident that if the reverse-biased voltage is
increased and the depletion region increases, the sidewall capacitance and
parallel-plane capacitance will also increase. The shunt resistance and series
resistance of a photodiode are among the critical performance parameters and can
be determined practically through I-V measurements. Figure 6.5 shows the typical
measurement results of a photodiode I-V measurement.

As seen in Fig. 6.5, the current flowing through the photodiode when
reverse-biased increases if photons are incident on the device, shown in Fig. 6.5 by
the Increasing light arrow. In addition, the open-circuit voltage VOC (knee-voltage)

+

-

IPD

VOUT
CD RSH

RS

RL

Photodetector D1
hvFig. 6.4 Simplified

equivalent circuit of a
photodiode representing its
series and shunt resistance
and total capacitance
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in forward-biased operation increases with an increase in incident photons. The
series resistance of the photodiode can be calculated by the slope of the I-V curve
where the device is forward-biased and conducting. This series resistance should be
as low as possible to ensure that there is little resistance to current flow when the
device is conducting. R-zero is the resistance of the photodiode when no bias
voltage is applied to the circuit, therefore at the short-circuit current ISC and typi-
cally determined around ± 10 mV. This resistance can be determined from the
I-V characteristic as the slope around ±10 mV and mathematically defined as

R0 ¼ V0 þDVð Þ � V0 � DVð Þ
I1 � I2

ð6:8Þ

where ΔV should be as small as possible, depending on the resolution of the
measurement equipment, V0 = 0 V and I1 and I2 are the currents measured at these
two voltages. The photodiode current IPD follows a typical diode characteristic and
is determined mathematically by

ISC

Increasing 
light

Saturation 
current

Current [I]

Voltage [V]

0V

VOC

RS [ΔV/ΔI]

RSH [ΔV/ΔI]

Reverse-bias Forward-biasBreakdown

+- + -VAVAFig. 6.5 Typical
measurement setup and
expected result of a
photodiode I-V measurement
to determine the series and
shunt resistance
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IPD ¼ IS e
qVA
nkT � 1

� �
ð6:9Þ

where q is the electron charge, n is an ideality constant between 1 and 2, depending
on the current flowing through the device, k is Boltzmann’s constant and T is the
operating temperature. IS is the saturation current of a diode given by

IS ¼ qADnn2i
NAxanode

þ qADpn2i
NDxcathode

ð6:10Þ

where A is the active area, Dn and Dp are the electron and hole-diffusion coefficients
respectively, ni is the intrinsic carrier concentration of the semiconductor, NA and
ND are the electron and hole concentrations and ωanode and ωcathode are the positive
p+ and negative n− depletion-region boundaries. Referring back to the equivalent
circuit model of the photodiode shown in Fig. 6.4, the equivalent resistance of the
photodiode is calculated as

REQ ¼ RSH RS þRLð Þ
RSH þRS þRL

ð6:11Þ

and since RSH is generally large and RS small, (6.11) can be simplified to

REQ ¼ RS þRL ð6:12Þ

where the bulk of the substrate from the edge of the depletion region towards the
thickness of the wafer TW adds to the series resistance of the device. Only if the
device is fully depleted will the substrate resistance be near-zero. The total series
resistance of the device can therefore be determined by

RS ¼ RL þ q
A

TW �Wd � xj
� � ð6:13Þ

where xj is the junction depth. The equivalent resistance of the photodiode and the
effective total photodiode capacitance determines the RC time constant and there-
fore the response speed/rise time/bandwidth of the photodiode. The rise time of the
device is the time it takes for the device to respond to in incoming photon-generated
pulse. If the frequency of the incident light pulse is higher than the operating
capabilities of the device, the system is unable to process incoming information
efficiently and a slower incident pulse is recommended. The response speed tR at
which an output signal rises from 10 to 90 % of its peak value is determined by

tR ¼ 2:2CD RL þRSð Þ ð6:14Þ

where RS is generally much smaller compared to RL Since RL is an external factor
and RS can be minimized only by the physical dimensions, doping concentration
and semiconductor characteristics of the photodiode during processing, the typical
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approach to minimize the response time of the device is to minimize the capacitance
CD. The capacitance is inversely proportional to the square root of the reverse-bias
voltage and directly proportional to the active area A, such that

CD / Affiffiffiffiffiffi
VA

p ð6:15Þ

which summarizes the internal and external parameters that can be varied to
increase the response time (at the expense of responsivity and sensitivity). Another
parameter that is often used to define the operating frequency capabilities of the
photodiode is the cut-off frequency, related to the response time by

fC ¼ 0:35
tR

ð6:16Þ

where fC represents the cut-off frequency. The photodiode can also be cooled down
to operate at high frequencies while depressing the negative impact on the
responsivity. If the depletion region width is large, the total response time of the
photodiode is determined by the rise time as well as the (typically longer) transit
time tT, which is the time a carrier takes to drift through the depletion region. The
transit time is determined by

tT ¼ W2
d

lVA
ð6:17Þ

and is therefore proportional to the square width of the depletion region and
inversely proportional to the applied reverse-biased voltage and the carrier mobility.
The total response time ttotal is given as

ttotal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
t2R þ t2T

q
ð6:18Þ

and can be dominated by the transit time. These derivations therefore indicate that
there are several external and internal factors of the photodiode that influence its
frequency performance. During implementation where these photodiodes are used
with supporting circuitry and additional subsystems such as the transimpedance
amplifier, careful consideration of these parameters will ensure that the photode-
tector does not limit the overall bandwidth of the system. Since the transimpedance
amplifier is typically the following stage in the optoelectronic receiver, whether
integrated on the same substrate or an externally connected hybrid implementation,
the output of the photodiode in terms of its capacitance and resistance influences the
choice and performance requirements of the transimpedance amplifier. These
bandwidth requirements and the crucial circuit elements are discussed in the fol-
lowing section.
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6.3 Transimpedance Amplifier Bandwidth

Multiple sources of performance limitation on high-frequency amplifiers exist,
which can be identified and analyzed when isolating the amplifier circuit to its
individual components and their respective input and output connections. From an
amplifier perspective, the main high-frequency gain performance limitations of the
system are determined by internal capacitances of the active devices due to charge
storage effects at and close to the pn-junctions and parasitic effects from external
components, packaging, lead inductances and parasitic resistances. This section
focuses on the internal capacitances in the bipolar transistor used as the primary
active device to identify the performance characteristics of transimpedance
amplifiers.

The dominant capacitances generated at the pn-junction of the bipolar transistor
can essentially be separated into the junction capacitance related to the space-charge
in the depletion region and the diffusion capacitance, also referred to as
charge-storage capacitance. The junction capacitance involves the width of the
depletion region resulting from the applied voltage and whether the junction is
reverse-biased or forward-biased. The speed of the bipolar transistor (and also of
the HBT) is a strong function of its base-transit time (Biswas et al. 2014), a function
of the physical parameters of the transistor. In Biswas et al. (2014) it is presented
that the base-transit time τB of an HBT is determined by

sB ¼ q
ZWB

0

nðxÞ
JnðxÞdx ð6:19Þ

where n(x) is the minority carrier concentration, which can be found using transport
and electric field calculations given in Yuan (1994), and Jn(x) is the electron current
density within the base region. To analyze the frequency response of the transistor,
consider as an example the bipolar npn-transistor junctions shown in Fig. 6.6.

As shown in Fig. 6.6, the transistor junctions between the n-type and p-type
region consist of inherent intrinsic capacitances due to the width of the depletion
region and as a result of diffusion capacitance. The capacitance between the col-
lector and the base of the transistor is denoted Cµ, whereas the junction capacitance
between the base and the emitter and the diffusion capacitance in this same region
are denoted Cje and Cde respectively. The total base-emitter capacitance is the sum
of these two capacitances and is denoted Cπ. It can be shown that the unity-gain
bandwidth fT of the bipolar transistor, which is defined as the frequency where the
short-circuit current gain hfe|sc is unity, is given by

hfejsc ¼ Ic
Ib

¼ 1 ð6:20Þ

6.3 Transimpedance Amplifier Bandwidth 177



where Ic and Ib are the collector and base currents respectively. It is shown in Gray
et al. (2001) that the current gain of the bipolar transistor is given by

hfe ¼ gmrp
1þ jxrp Cp þCl

� � ð6:21Þ

where gm is the transconductance of the transistor, rπ is the base-resistance and
ω = 2πf is the operating frequency. Note in (6.21) that the base-emitter and
base-collector intrinsic capacitances have a significant influence on the current gain.
The unity-gain frequency, used to determine the GBP of the device, can therefore
be calculated by

fT ¼ gm
2p Cp þCl

� � ð6:22Þ

which shows the relationship between the frequency performance of the device and
the transconductance, base-emitter and base-collector intrinsic capacitances of the
transistor. If the unity-gain frequency of the transistor is specified on a datasheet or
in process documents, as is often the case, it is possible to calculate the combination
of (Cπ + Cµ) given a specified bias current, since

n-type

Cμ Cje 

Cde 

n-typep-typecollector emitter

baseCμ

Cje 

Cde 

collector

base

emitter

Fig. 6.6 Cross-section of a bipolar npn-transistor showing the junction capacitances between the
n-type and p-type semiconductor materials used as the base, emitter and collector of the transistor.
The circuit schematic and intrinsic capacitances are also shown
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gm ¼ qIC
kT

ð6:23Þ

where q is the elementary electron-charge, k is Boltzmann’s constant and T is the
temperature of operation in Kelvin. The combination of kT/q is also known as the
thermal voltage, approximately 25 mV at room temperature (300 K). By using
these results and the discussion on the intrinsic capacitances within the bipolar
transistor, the frequency response limitations of the transimpedance amplifier can be
reviewed. A transimpedance amplifier utilizes an op-amp with a feedback resistor
between the output and the inverting input. An op-amp is essentially a differential
amplifier with ideally infinite voltage gain, ideally infinite input impedance and
ideally zero output impedance (Karanicolas et al. 1991). A differential amplifier is
practically two symmetrical common-emitter amplifiers sharing a common emitter-
resistor. Although there are differences in the input impedance and frequency
response of the common-emitter amplifier and a differential amplifier, the inherent
limitations of the transistor determine the overall performance of the amplifier.

The common-emitter amplifier stage is presented in Fig. 6.7, along with the
required DC blocking capacitors, bypass capacitors, biasing resistors, gain-control
resistor and output resistor.

Figure 6.7 represents the common-emitter amplifier configuration typically used
as the enabling half-circuit in operational amplifiers that use a differential config-
uration of two common-emitter amplifiers sharing a common-emitter resistor. The
input signal to be amplified is represented by the voltage source, VIN. The impe-
dance of the voltage source is represented by RS (not to be confused with the series
resistance of the photodetector) and is typically a 50 Ω resistive element within the
source. RB represents the parallel combination of the biasing resistors R1 and R2

(RB = R1||R2) across the base terminal and the positive supply and across the base
terminal and ground, respectively. Any DC offset in the input signal is removed by
the blocking capacitor CC1 to ensure that the transistor T1 is not biased by an
unknown DC value that can vary depending on the input signal. The resistor RC at

T1

RC

VOUT

IC

RB

VCC

CC1

VIN

IB1

+

RS

CC2

RL

IE

-VEE

CE

Fig. 6.7 Differential
emitter-coupled amplifier with
resistive biasing half-circuits
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the collector terminal of the transistor determines the current flow through the
transistor and therefore also determines the voltage gain AV of the amplifier, since

AV ¼ VOUT

VIN
¼ �gmRC ð6:24Þ

if no emitter resistor (emitter degeneration) is present and

AV ¼ � bRC

rp þ bþ 1ð ÞRE
ð6:25Þ

if emitter degeneration is used (which is the case for differential amplifiers). Note
from (6.25) that if RE = 0, then the voltage gain becomes

AV ¼ � bRC

rp
ð6:26Þ

where

gm ¼ b
rp

ð6:27Þ

and therefore (6.24) holds true. Another DC blocking capacitor is placed between
the collector terminal and the output to remove the DC offset appearing as a result
of the supply voltage. The output voltage VOUT is therefore an inverted and
amplified representation of the input signal centered at 0 V. The bypassing
capacitor CE ensures that any high-frequency components at the emitter of the
transistor are shorted towards ground and do not appear across the base-emitter
junction of the transistor. The current source IE represents the current flowing
between the emitter and ground, generated as a result of the resistance of RC (and
RE if present).

The goal of this section is to analyze the frequency response of the common
emitter amplifier to establish the effects of the transistor on the system.
Comprehensive reference material for this analysis is found in Sedra and Smith
(2004) and the adapted analysis applicable to this book is presented in this section.
A typical frequency response of the common-emitter amplifier is shown in Fig. 6.8.
This frequency response shows the voltage gain of the amplifier at low, medium
and high frequencies and the analysis of each frequency band is described in the
following sections, first with a brief analysis/summary of the overall response
presented after Fig. 6.8.

As seen in Fig. 6.8, the common-emitter amplifier gain AV in dB rises at fre-
quencies up to fL, called the low frequency of the common-emitter amplifier. This
effect can also be described as the gain falling off as the frequency of operation
lowers and approaches a DC value (0 Hz). The primary contributors to the lowering
gain are the DC blocking capacitors and the bypass capacitors (CC1, CC2 and CE) in
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Fig. 6.7. This effect is therefore not attributed to the characteristics of the transistor
T1 and the choice of transistor would not make a significant variance in the
low-frequency operation of the circuit.

For the mid-frequency band, the gain is ideally constant with increasing fre-
quency, determined by the small-signal current gain β (or hfe) of the transistor, its
parasitic series resistance rπ, the collector resistor RC and the emitter resistor RE, as
shown in (6.24) and in (6.25) if emitter degeneration is used. For this analysis
though, RE is initially omitted since mainly the transistor is evaluated for its fre-
quency response effects on the overall system. DC blocking capacitors CC1 and CC2

are assumed to have very small impedances in this mid-frequency band and can
essentially be replaced by short circuits. Recall that the complex impedance of a
capacitor ZC is given by

ZC ¼ 1
jxC

ð6:28Þ

where ω is the operating frequency in rad/s (ω = 2πf) and C is the capacitance in
farad. From (6.28) it can be seen that as the frequency of operation increases, the
impedance (resistance to current flow) of the capacitor decreases. At a certain point,
depending on the capacitance, the capacitor can be approximated as a short circuit.
In addition, in the mid-frequency band of operation, the impedances of the intrinsic
base-emitter capacitance Cπ and that of the collector-base capacitance Cµ in Fig. 6.6
are large and are replaced by open circuits. These capacitances are very small (a few
fF to pF) compared to the external DC blocking and bypassing capacitors (nF to
µF). The placement and effects of these intrinsic capacitors are described in further
detail in the mid-frequency and high-frequency operations of the common-emitter
amplifier below.
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Fig. 6.8 Common-emitter configuration frequency response showing the low-frequency band,
mid-band and high-frequency band effects
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For high-frequency operation, the blocking and bypassing capacitors CC1, CC2

and CE are still approximated at short circuits, but now the intrinsic base-emitter
and collector-base capacitances cannot be approximated as open circuits and must
be accounted for in the frequency analysis. The point at which the common-emitter
gain starts falling off at high frequencies, therefore above fH, is dependent on the
transistor’s intrinsic capacitances and resistances, as well as the Miller capacitance
discussed below, and the choice of transistor size and technology heavily influences
the frequency response of the circuit. This is where technologies such as BiCMOS
HBTs processes using SiGe hetero junctions start to show significant dominance
over purely CMOS technologies (Voinigescu et al. 2005) as well as over tech-
nologies such as GaAs. The low, medium and high-frequency operation of the
common-emitter amplifier is described in further detail below to highlight the
impact of the transistor on the overall performance of this circuit.

6.3.1 Low-Frequency Operation

It has been proposed in the above discussion that the DC blocking capacitors and
the bypass capacitors are the primary contributors to the gain falling off as the
operation frequency decreases and approaches DC. From Fig. 6.8 is appears as if
the frequency response is affected by a single time constant, which determines the
point at which the gain starts decreasing significantly. In actual fact, there is a more
complex mechanism at work in this frequency band. The frequency response is
affected by the cascaded product of all three high-pass time constant circuits
resulting from CC1, CC2 and CE. An approximated solution of the low-frequency
response is given by

AV xð Þ � Am
jx

jxþxp1

� �
jx

jxþxp2

� �
jx

jxþxp3

� �
ð6:29Þ

where Am represents the mid-band voltage gain and ωp1, ωp2 and ωp3 are the three
poles resulting from the three individual capacitors. If the frequency response
shown in Fig. 6.8 is zoomed in at the low-frequency point fL, it is seen that this
point is in fact not a single point but a more complex response of various poles
decreasing the voltage gain. This zoomed-in effect is shown in Fig. 6.9.

From Fig. 6.9 it can be seen that the initial frequency where the gain starts
falling off (moving from a high to a low frequency on the graph) is at fp2 (depending
on the value in farad of the capacitor). At this point, towards lower frequencies, the
gain decreases at 6 dB/octave up to the point where fp1 starts influencing the circuit,
again depending on the value of the capacitor. From this point moving towards DC
the gain falls off at 12 dB/octave where it finally reaches the frequency fp3, where
the third capacitor is decreasing the low-frequency gain at 18 dB/octave. From this
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analysis it should be noted that the choice of blocking and bypass capacitors are
crucial for low-frequency gain control (high-pass filtering); however, if the circuit is
only operated at higher frequencies, the choice of these capacitors becomes less
significant for circuit performance. In order to determine an approximate solution
for the low-frequency point fL in Fig. 6.8, the cascaded configuration of blocking
and bypass capacitors produces the following solution: a summation of the three
pole-frequencies,

fL � fp1 þ fp2 þ fp3 ð6:30Þ

which can be expanded mathematically and expressed by

fL � 1
2p

1
Cc1RC1

þ 1
CERE

þ 1
CC2RC2

� �
ð6:31Þ

where RC1, RE and RC2 are the resistances seen by CC1, CE and CC2 respectively
when the input signal is zero. From this result it is evident that the low-frequency
voltage gain is mainly dependent on the external (larger) capacitors. The transistor
limitations start becoming significant when moving out of the low-frequency
domain towards higher frequencies (relative to the maximum capabilities of the
transistor). The mid-band voltage gain Am seen in (6.29) depends on various
intrinsic characteristics of the transistor T1 and is discussed in the following section.
To introduce the mid-frequency response of the common-emitter amplifier, it is first
necessary to consider the small-signal equivalent circuit of the bipolar transistor.
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Fig. 6.9 Common-emitter configuration low-frequency response showing the effects of the
blocking and bypass capacitors
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6.3.2 Bipolar Transistor Small-Signal Equivalent Circuit

To analyze the mid-frequency and high-frequency operation and performance of the
bipolar transistor, it is recommended to use the small-signal equivalent circuit
analysis to understand the underlying parasitic characteristics of the frequency
operation. For this reason, the standard small-signal equivalent circuit is briefly
presented in this section to serve as a reference for further discussions. Several
assumptions regarding the parasitic components can be made for higher frequency
operation and it is necessary to compare these simplified models with the standard
equivalent circuit. A detailed description of the analysis to define each of these
parasitic components is given by Gray et al. (2001). The small-signal equivalent
circuit for the bipolar transistor adapted from Gray et al. (2001) is presented in
Fig. 6.10.

Primarily, the technological process and manufacturing limitations—therefore
using intrinsically non-ideal materials—determine and define the parasitic elements
present in any semiconductor component. This is true not only for bipolar tran-
sistors but also for MOS transistors and diodes, as well as passive devices such as
resistors, inductors and capacitors. In Fig. 6.10 the bipolar transistor small-signal
equivalent circuit is shown. Refraining from presenting the precise origin of each of
these parasitic elements, the parameters are listed here.

Significant base and collector resistances rb and rc appear in series with the base
and collector contacts respectively. At high bias currents the resistance of the
emitter lead, rex, also becomes a significant parasitic resistive element. Typical
values of rb, rex, and rc are 50–500, 1–3 and 20–500 Ω respectively (Gray et al.
2001). The value of rb varies significantly with the bias current. Since an increase in
ΔVCE results in a decrease in ΔIB, this effect can be modelled by the inclusion of rµ
from the collector to the base of the model. The value of rµ can be approximated by

rl ¼ bro ð6:32Þ

Fig. 6.10 Small-signal equivalent circuit for the bipolar transistor
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where β is the small-signal transistor current gain (again, it can be represented by hfe
also) and ro is its intrinsic output impedance due to the Early voltage and the
collector-current.

Several voltage-dependent capacitances are also present in the bipolar transistor
because of fabrication limitations. These parasitic capacitances include the
base-emitter junction capacitance Cπ and the base-collector junction capacitance
Cµ. In addition, a parasitic capacitance between the collector and the substrate Ccs is
also found in npn transistors, which is replaced by a base-to-substrate capacitance
Cbs in pnp devices. Since the substrate is always connected to the most negative
supply, all substrate connections are attached to AC ground in the small-signal
equivalent circuit. The base-emitter capacitance contains the base-charging capac-
itance Cb and the emitter-base depletion layer capacitance Cje such that

Cp ¼ Cb þCje ð6:33Þ

where typical process values of Cje at zero bias are around 10 fF (Gray et al. 2001).
The voltage-dependent current source with value gmVπ represents the internal gain
of the transistor, where the voltage across the base-emitter junction is amplified by
the transconductance, gm.

With the small-signal equivalent model of the bipolar transistor defined, the mid
and high frequency operation of the common-emitter amplifier is presented in the
following sections.

6.3.3 Mid-frequency Operation

It is in the mid-band frequency response where the choice of transistor technology
starts becoming a limiting factor of the circuit performance and this section dis-
cusses operation in this frequency band. In the mid-frequency spectrum, the
blocking and bypassing capacitors have a very small electrical resistance to current
flow, since these capacitances are relatively high. It is therefore feasible to replace
these capacitors as short-circuits in the small-signal AC analysis. The intrinsic
base-emitter and base-collector capacitor impedances are still very large in the
mid-frequency spectrum and can be replaced by open circuits in the small-signal
AC analysis. The resultant equivalent small-signal circuit model for the
common-emitter amplifier operating at mid-band frequencies is given in Fig. 6.11.

In Fig. 6.11 the base-collector and base-emitter capacitances Cµ and Cπ are
replaced by open circuits, therefore not present in the analysis and obstructing the
flow of charge through these junctions. The small-signal equivalent circuit in
Fig. 6.11 includes the external components VIN, RS, RB, RC and RL, the intrinsic
elements rx, rπ, ro and the intrinsic transconductance amplification gmVπ. The
resistance rx represents the base spreading resistance (which can also be denoted as
rbb), which is the bulk resistance between the base contact and the active region of
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the base under the emitter (Gray et al. 2001). The total output impedance RL
′ of this

circuit can be defined by the combination of ro, RC and RL such that

R
0
L ¼ roj RCj jjRL ð6:34Þ

and the output voltage VOUT can thus be determined by the current flowing through
the output impedance as

VOUT ¼ �gmVpR
0
L ð6:35Þ

where the negative sign indicates an inverted and amplified output signal when
referenced to the input signal. By applying Thévenin’s theorem for the intrinsic
resistances of the equivalent circuit, the voltage Vπ can be defined as

Vp ¼ rp
rp þ rx þRTH

VTH ð6:36Þ

where RTH is the input resistance as seen from RB and VTH is the Thévenin
equivalent voltage, which appears across RB. Rewriting (6.36) by replacing RTH and
VTH, it can be seen that

Vp ¼ rp
rp þ rx þRBjjRS

RB

RB þRS
VIN ð6:37Þ

which can be used to determine the mid-band voltage gain Am. The mid-band
voltage gain resulting from equating VOUT/VIN and using (6.34)–(6.37) is therefore
given as

Am ¼ VOUT

VIN
¼ �gmrp

rp þ rx þRBjjRS

RB

RB þRS
roj RCj jjRLð Þ ð6:38Þ

Fig. 6.11 Small-signal equivalent circuit for the common-emitter amplifier operating in the
mid-band frequencies
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which shows the relationships between the parasitic transistor elements and the
external components in the common-emitter amplifier. Analyzing (6.38), it can be
seen that the mid-band voltage gain is:

• increased with a higher transconductance of the bipolar transistor,
• increased with a higher output impedance of the circuit where RC and RL can be

externally varied, and
• influenced by rπ, rx, RB and RS in varying degrees. In order to determine the

effect of these components on the mid-band voltage gain, consider Figs. 6.12
and 6.13, which vary rπ and rx (the external source resistance RS is held constant
at 50 Ω and the external biasing equivalent resistor RB is held constant at 1 kΩ).

The base-emitter resistance rπ is varied arbitrarily from 500 to 10,000 Ω and the
resulting mid-band voltage gain is shown in Fig. 6.12.

From Fig. 6.12 it can be seen that with a varied base-emitter resistance rπ, the
mid-band voltage gain increases (a decrease in the negative voltage gain) as the
resistance of rπ increases. Also observed in Fig. 6.12 is that the mid-band voltage
gain reaches an asymptote (limit) with increasing rπ, in this particular case at
−16 V/V. A similar analysis can be done by varying the value of the base-spreading
intrinsic resistance rx, as shown in Fig. 6.13.

In Fig. 6.13 it is seen that an increasing base-spreading resistance rx decreases
the mid-band voltage gain (an increasing negative value) of the common-emitter
amplifier. The decrease in the gain also slows down with higher rx, but with very
high values of rx, the gain can theoretically reach 0 V/V (0 dB).

At high frequencies (relative to the transistor maximum operating frequency) a
similar analysis of the intrinsic elements of the components, as well as the external
components, can be done to determine the frequency response and the critical
components that limit the performance of the common-emitter amplifier.

Fig. 6.12 The common-emitter mid-band voltage gain for varied base-emitter resistance rπ from
500 to 10,000 Ω
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6.3.4 High-Frequency Operation

The crucial difference between mid-frequency operation and high-frequency
operation is primarily the intrinsic capacitances Cπ and Cµ, which cannot be
assumed to be open circuits anymore and are included in the small-signal analysis at
frequencies above fH in Fig. 6.8. The small-signal equivalent circuit of the
common-emitter amplifier using a bipolar transistor is shown in Fig. 6.14, similar to
the standard small-signal equivalent circuit for the bipolar transistor shown in
Fig. 6.10, but including the external components required to realize the
common-emitter amplifier.

As seen in Fig. 6.14, the capacitances Cπ and Cµ are now included across the
base-emitter and base-collector junctions respectively. The input resistors RS and RB

are again included, as well as the output resistors RC and RL, with all accompanying
intrinsic resistors shown. To analyze this circuit, it is recommended to simplify the
configuration by calculating the Thévenin equivalent circuit at the input and using
the definition of RL

′ as given in (6.34); this simplified circuit is shown in Fig. 6.15.

Fig. 6.13 The common-emitter mid-band voltage gain for varied base-spreading resistance rx
from 500 to 10,000 Ω

Fig. 6.14 Small-signal equivalent model for the high-frequency response of a common-emitter
amplifier
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From Fig. 6.15 the equivalent input voltage when taking into account the
Thévenin equivalent at the input and the equivalent output resistance RL

′ can be
defined by writing the equivalent input voltage VIN

′ (similar to (6.37)) as

V
0
IN ¼ rp

rp þ rx þRBjjRS

RB

RB þRS
VIN ð6:39Þ

and by writing the equivalent input resistance RS
′ as

R
0
S ¼ rpjj rx þ RBjjRSð Þ½ � ð6:40Þ

which takes into account rπ and rx. To analyze the frequency response, the current
flow in Fig. 6.15 must also be defined as follows: following Kirchhoff’s current
loop at the output of Fig. 6.15, the current through the equivalent load resistance IL

′ ,
the current through the base-collector capacitor Iµ and through the
voltage-dependent current amplifier gmVπ is given by

I
0
L þ Il ¼ gmVp ð6:41Þ

which can be rewritten such that

I
0
L ¼ gmVp � Il ð6:42Þ

and for frequencies near fH and higher, Iµ ≪ gmVπ, and (6.42) can be simplified to

I
0
L � gmVp ð6:43Þ

and the output voltage VOUT can therefore be defined as

VOUT � I
0
LR

0
L � �gmVpR

0
L ð6:44Þ

where typically, if not used as a unity-gain amplifier (buffer), gmVπ ≫ 1. As seen in
(6.44), the output voltage depends on the voltage Vπ, which is in turn dependent on
the intrinsic capacitance impedance as well as the source impedance. To define this

Fig. 6.15 Simplified
Thévenin equivalent circuit of
the small-signal equivalent
model for the high-frequency
response of a common-emitter
amplifier
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voltage, the process can be simplified by using Miller’s theorem1 and separating the
input and output of the circuit as two individual ports, an equivalent representation
of a single impedance Zx (see Appendix 1) between an input and output port, as
shown in Fig. 6.16.

The equivalent circuit in Fig. 6.16 represents the circuit topology by two ports,
Port A at the input of the transistor, therefore across the base-emitter junction, and
Port B at the output of the transistor, therefore across the collector-emitter junction.
The combined impedance ZA in Fig. 6.16 is determined by

ZA ¼ Zx 1� vB
vA

� ��1

ð6:45Þ

where the impedance ZB in Fig. 6.16 is determined by

ZB ¼ Zx 1� vA
vB

� ��1

ð6:46Þ

and Zx is the impedance linking the two-port network (Appendix 1). Similarly, it
can be shown that the equivalent capacitances at ports A and B are defined by

CA ¼ Cxð1� vB
vA
Þ ð6:47Þ

and

CB ¼ Cxð1� vA
vB
Þ ð6:48Þ

+

-

iA  

Port A vA ZA 

+

-

Port BvB ZB 

iB  

Fig. 6.16 The common-emitter amplifier equivalent circuit when using Miller’s theorem

1Refer to Appendix 1 for a discussion of Miller’s theorem as typically used in multi-stage
amplifier analysis.
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where CX is the capacitive element between the two-port network. Applying these
terms, the capacitive elements CA and CB in (6.47) and (6.48) can be related to the
intrinsic capacitances and the voltages in Fig. 6.15 by

CA ¼ Clð1� VOUT

Vp
Þ ð6:49Þ

and

CB ¼ Clð1� Vp

VOUT
Þ ð6:50Þ

and the equivalent circuit of Fig. 6.15 is redrawn in Fig. 6.17.
The circuit analysis presented in Fig. 6.17 leads to the required equations for the

equivalent capacitances CA and CB to analyze the frequency response of the
common-emitter amplifier using a bipolar resistor. This combination therefore leads
to the circuit-related equations for CA and CB as

CA ¼ Clð1þ gmR
0
LÞ ð6:51Þ

and

CB ¼ Clð1þ 1
gmR

0
L
Þ ð6:52Þ

where if gmVπ ≫ 1 then CB ≈ Cµ and since the current flowing through the
voltage-dependent current source is much larger compared to the current flowing
through CB, the capacitance CB can be ignored for the final high-frequency
small-signal equivalent circuit. The common-emitter amplifier is subsequently
given in Fig. 6.18.

It can consequently be shown that the high-frequency cut-off fH derived from the
equivalent circuit in Fig. 6.18 through calculating the frequency-dependent output
versus input voltage that

fH ¼ xH

2p
ð6:53Þ

Fig. 6.17 The
common-emitter amplifier
equivalent circuit analyzed
through Miller’s theorem with
equivalent capacitances CA

and CB across the input and
output terminals
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where

xH ¼ 1
2pCINR

0
IN

ð6:54Þ

and the input capacitance as seen in Fig. 6.18 is given by

CIN ¼ Cp þCA ð6:55Þ

which is equivalent to

CIN ¼ Cp þCl 1þ gmR
0
L

� �
ð6:56Þ

which ultimately shows the proportional relationship between the high-frequency
cut-off fH and the intrinsic base-emitter and base-collector capacitances, with RL

′

given in (6.34). Recall from (6.34) that the equivalent output impedance of the
circuit is dependent on ro, which in turn is dependent on the output current IC
through

ro ¼ VA

IC
ð6:57Þ

where VA is the constant value of the Early voltage and is dependent on the
base-width of the transistor. To derive the high-frequency response, consider at the
input, the voltage Vπ in (6.44), which is derived as

Vp ¼ ZCIN

ZCIN þR0
S

V
0
IN : ð6:58Þ

By substituting (6.58) into (6.44) and using (6.28) for the capacitor impedance,
the output voltage can be described by

VOUT ¼ �gmR
0
L

1þ jxCINR
0
S

V
0
IN ; ð6:59Þ

Fig. 6.18 Small-signal
high-frequency
common-emitter amplifier
equivalent circuit using a
bipolar transistor—Miller’s
theorem incorporated
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then the output voltage divided by the equivalent input signal is given by

VOUT

V 0
IN

¼ �gmR
0
L

1þ jxCINR
0
S

ð6:60Þ

and if (6.54) is substituted into (6.60), the result is

VOUT

V 0
IN

¼ �gmR
0
L

1þ j f
fH

ð6:60Þ

where fH is given in (6.53). To determine the overall transfer function of the
high-frequency response, therefore VOUT/VIN, apply the theorem

VOUT

VIN
¼ VOUT

V 0
IN

	 

V

0
IN

VIN

	 

ð6:61Þ

where the two terms in brackets in (6.61) can be replaced by (6.60) and (6.39)
respectively, thus

VOUT

VIN
¼ �gmR

0
L

1þ j f
fH

" #
:

rp
rp þ rx þRBjjRS

RB

RB þRS

	 

ð6:62Þ

and recognizing the term Am as seen in (6.38), (6.62) is equivalent to

AV ¼ Am
1

1þ j f
fH

ð6:63Þ

where Am is the mid-frequency voltage gain. This result therefore appears as the
frequency response of a single-element low-pass filter, which is essentially what the
high-frequency response represents. This response is shown in Fig. 6.19.

Fig. 6.19 High-frequency
response of a common-emitter
amplifier
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In Fig. 6.19, the increase in operating frequency above that of the
mid-frequencies shows a significant decrease in the gain of the amplifier from Am.
The −3 dB decrease in the overall gain is seen at the frequency fH, after which the
gain rolls off significantly at −6 dB/octave. All of these reductions in the
gain-bandwidth product (GBP) and the frequency response for the amplifier are
dependent on the technology used for the active devices. Including the best way to
analyze many amplifier circuits, whether common-emitter, common-base or
common-collector topologies and even from differential circuits forming the base of
operational amplifiers used for transimpedance amplifiers, it all boils down to the
inherent characteristics of the active device and the application in which it is used
(low-current, high-gain or low-noise). The transimpedance amplifier is required to
amplify extremely low incoming light signals in the nA range and convert these
signals to voltages using 10,000–100,000 gain factors. These high-gain require-
ments significantly decrease the achievable bandwidth of the system and also place
stringent requirements on minimum acceptable noise in the incoming signal. In
addition, amplifier oscillations due to the high gain and added photodetector
capacitance can be troublesome to overcome in practice. The following section
provides a recommended setup environment when either measuring or using the
photodetector and transimpedance amplifier in practice.

6.4 Detecting a Laser Pulse

Detecting an incoming laser pulse using a photodetector and transimpedance
amplifier combination may become troublesome if the system is less than ideal.
Stray inductance and capacitance, EMI, power supply noise and light interference
can cause the measurements to be inaccurate or prevent measurement. Such a
system relies on the detection of very small signals at high frequencies; any
unwanted components in the closed system will have an effect on the detection. In
Fig. 6.20 a recommended optoelectronic receiver setup is shown to minimize
external effects interfering with the system. This setup is specifically for hybrid
integration, which is often the case when the photodetector and transimpedance
amplifier were not designed on the same substrate and possibly designed by discrete
components from various manufacturers.

In Fig. 6.20, the typical optoelectronic receiver measurement or implementation
setup is shown. This section highlights the critical components and interconnects in
such a system to avoid unwanted interference in the system. Starting from the top
left corner in Fig. 6.20, the photodetector biasing power supply is shown. This
power supply should only be used to reverse-bias the photodetector. Depending on
the photodetector used, the magnitude of the supply voltage can change signifi-
cantly and should also be variable so that the width of the depletion region can be
changed, effectively lowering the capacitance of the photodetector with higher bias
voltage, as proposed in (3). Photodetectors such as InGaAs photodetectors, for
example, typically with a small active area of a few hundred microns, require

194 6 Frequency Response of Optoelectronic Receivers …



relatively small bias voltage of between 5 and 20 V. Si PIN photodetectors with
large active areas in the millimeter range can require up to 200 V of reverse-bias;
therefore, a high-voltage and variable power supply is recommended. To limit the
current flow through this node and also reject any power-supply noise, resistor R1

and capacitor C2 should be added, as shown in Fig. 6.20. R1 is typically in the range
between 1 and 2 kΩ and C1 could be a combination of capacitors in parallel to filter
various frequencies of the unwanted disturbances. Recommended values range
between 10 and 1000 nF for these parallel combination components.

The photodetector, as shown in Fig. 6.20, should be reverse-biased and the
leakage current through the devices should be monitored. The laser pulse, therefore
the incoming light, is directly pointed at this device. The surrounding area of the
photodetector should ideally be kept in a dark enclosure with only the laser light

Fig. 6.20 Simplified practical setup to detect and amplify an incoming laser pulse
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visible to the detector. This will limit the amount of unwanted light triggering the
device, which may be recorded. A simple technique to monitor if any current is
flowing through the device in its dark state is to measure the voltages across both
terminals referenced to ground. Ideally, the cathode of the photodetector should be
approximately equal to the high-voltage bias and the anode should be at 0 V
(meaning that no current is flowing through the device). Typically, a few hundred
millivolts are recorded at the anode of the photodiode, since a small current will
flow through the device, as its practical resistance is not infinity as would ideally be
the case. Care should be taken when working with high voltages; although only
small currents are flowing in these circuits, a short-circuit can cause high currents to
flow to and from the power supply.

If using a hybrid approach, the interconnects between the photodetector and the
transimpedance amplifier are one of the two crucial points where parasitic elements
can introduce oscillations in the circuit. The other crucial point is at the supply rail
for the op-amps, which is discussed below. The interconnect leads between the
photodetector and the transimpedance amplifier should be kept as short as possible.
A resistor R2 at the output of the photodetector towards ground and a capacitive
element C2 between the two subsystems should be included to filter any unwanted
signals introduced at this point and block DC signals from the inverting input
terminal of the amplifier. The capacitive value is typically a few hundred
pico-farads, whereas the resistive element is in the low-kΩ range.

The biasing terminals of the transimpedance amplifier should be properly
AC-shorted towards ground using another capacitive combination of between 10
and 1000 nF in parallel. Any EMI or noise generated at these terminals will be
amplified by the transimpedance amplifier and can cause the output of the circuit to
oscillate. The transimpedance amplifier is typically biased with a positive and
negative supply, ±VCC, but can also be referenced to ground depending on the
required gain.

As shown in Fig. 6.20, a dummy transimpedance amplifier is typically intro-
duced to the receiver and is not connected to the terminals of a photodetector. The
output of this transimpedance amplifier can be used as an error-correction signal if
fed into an offset-correction op-amp. This is usually only necessary in the final
integration of the system and can be omitted during the research and development
phase, testing or qualification of the system bandwidth. The primary output is
measured and recorded at the output of the transimpedance amplifier connected to
the photodetector. Again, short leads are recommended at this point, although this is
less crucial because of the low output impedance of the op-amp. The oscilloscope
should be connected in its AC-coupling mode and the trigger function used to
capture the output signal. If the circuit components and parasitic elements do not
introduce significant time delays in the system, the rise-time of the output signal
should be similar to the rise-time of the original laser pulse. If the rise-time is slower
when compared to the laser pulse, the photodetector and/or the transimpedance
amplifier could be the limiting factor of the system bandwidth and should be
investigated based on the approaches given in this chapter.
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6.5 Conclusion

This chapter reviews the requirements, considerations and limitations of an opto-
electronic receiver using a photodetector and TIA to detect a weak light pulse and
amplify the response to a usable voltage. Optoelectronic receivers are known to
operate under stringent requirements owing to the low intensity of the incident
charges. The combination of the photodetector bandwidth and the bandwidth of the
amplifier determines the overall system bandwidth. The ability of such a system to
receive a high-frequency laser pulse depends on its bandwidth. Publications in this
field rarely discuss these requirements of the combined system and typically focus
on the individual subsystem requirements and performance. Implementing such a
system, however, requires fundamental knowledge and practical experience to
avoid interference in the system, which could detrimentally affect system perfor-
mance or render the system unusable. The photodetector bandwidth and frequency
response are discussed to identify the critical design and manufacturing charac-
teristics that define its frequency response. This discussion is followed by the low,
mid and high-frequency response of the TIA and the effects of the input capaci-
tance, essentially determined by the capacitance of the photodetector, as well as the
parasitic capacitances and resistances in the amplifier. TIAs typically make use of
CMOS or bipolar transistors in their primary configuration and at high frequencies,
the transistor response dominates the system response and limitations in the tran-
sistor relate directly to system performance. The comprehensive review on the
frequency response of common-emitter amplifiers in the work of Sedra and Smith
(2004) is adapted for the discussion regarding TIA in optoelectronic receivers,
presented in this chapter. Using this analysis and the results obtained from the
photodetector bandwidth discussion, a practical guide to implementing an opto-
electronic receiver is also presented in this chapter. These guidelines, in accordance
with the theoretical review on the subsystems, aim to provide the designer and
researcher with a complete view of the critical elements in such a system.

Appendix 1—Miller’s Theorem

Miller’s theorem can generally be described that given any general linear network
having one common terminal and two terminals whose voltage ratio, with respect to
the common terminal. If an impedance Z is connected between the input and output
terminals of a network that provides a voltage gain Av, the equivalent circuit that
gives the same effect can be drawn by removing Z and connecting impedance

Z1 ¼ Z
1� Av

ð6:1:1Þ

across the input terminals and another impedance
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Z2 ¼ Z
1� 1

Av

ð6:1:2Þ

which can also be written as

Z2 ¼ ZAv

Av � 1
ð6:1:3Þ

across the output terminals. This transformation is shown in Fig. 6.21.
The analysis in Fig. 6.21 forms the basis of the frequency response analysis in

this chapter. A similar technique is followed to represent the currents iA and iB
flowing through the circuit. These currents for the original circuit are shown in
Fig. 6.21a. By defining the factor α as

a ¼ iB
iA

ð6:1:4Þ

the two conducting referred currents result in effective impedances of

Z1 ¼ Z 1þ að Þ ð6:1:5Þ

and

+

-

iA  

Port A vA 

Z
+

-

Port BvB 

iB  

1 2

3

+

-

iA  

Port A vA 

+

-

Port BvB 

iB  

1 2

3

Z1 Z2 

(a)

(b)

Fig. 6.21 Analysis for a Miller’s theorem showing the b equivalent circuit
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Z2 ¼ Z 1þ að Þ
a

ð6:1:6Þ

and the two-port network in Fig. 6.21b can be replaced by its equivalent, shown in
Fig. 6.22.

The ideal current sources in Fig. 6.22 are therefore defined by using (6.1.4) to
have equivalent currents of

iB ¼ aiA ð6:1:7Þ

and

iA ¼ iB
a
: ð6:1:8Þ

Miller’s theorem is frequently used in amplifier circuit analysis where a gain
between the input and output is experienced.
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Chapter 7
SiGe for Radiation Hardening:
Spearheading Electronic Warfare
in Space

7.1 Introduction

Space electronic warfare (SEW) implies tactical advantages in electronic attacks,
electronic protection and electronic support using satellites in low-earth orbit
(LEO) for surveillance, communications or positioning, or denying the enemy these
activities. EW space weapons are systems designed to project against attacks
between earth and outer space or contained in space. Applications that fall under
this category include antisatellite weapons, projectile platforms in space and
ground-based lasers relying on orbiting mirrors in space to reflect energy to earth or
into space. Preston et al. (2002) and DeBlois et al. (2005) categorize space weapons
into four categories, namely DEWs delivering high-energy pulses at the speed of
light, non-explosive kinetic-energy weapons colliding with their targets to inflict
damage, conventional warheads delivered to or from space and microsatellites used
for surveillance or even as kinetic-energy weapons to damage or destroy larger
satellites. Modern satellite constellations are already prone to threats such as denial
and deception of intelligence, jamming of communications for EW tactics, physical
attacks on ground stations rendering the satellites unusable and anti-satellite
weapons or even remote nuclear detonation. Modern society has grown more reliant
on satellite communications, GPS and intelligence/information gathering and with
this increased dependence, EW is also gaining traction in space and becoming a
prevalent tactical advantage for militaries with space-based abilities. The United
States DoD requested US $1.8 billion in its budget proposal in 2016 for funding of
space launch activities and additional hundreds of millions of dollars (approaching
a billion) for research into space technology and counter-space systems, with the
detailed breakdown provided in Space Foundation (2016). The US Congress
authorized an additional US $5 billion for the Pentagon space programs till 2020.
This shows the significance of space research in the US alone and similar trends are
being witnessed worldwide. The budget information provided in Space Foundation
(2016) includes only the unclassified space programs, i.e. the technological
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concepts and research outputs that will definitely be applied for military imple-
mentation. Adapted from Preston et al. (2002), the advantages and disadvantages of
space weapons are summarized below. The advantages include:

• Accessibility to targets that are difficult or impossible to reach by traditional
earth-bound weapons and a global advantage to nations and militaries that have
access to these weapons.

• A decreased period between instructions to fire a space weapon and the actual
launch. Space weapons are always ready to be used, since the biggest challenge
is to deploy the weapons in space; triggering them mostly depends on their
location in orbit and authorization.

• The large distance between space weapons and for example their control room
makes attacking the weapons or the control station difficult, compared to aircraft
carrying weaponized payloads, where much shorter distances separate the
weapon and the launching vehicle.

• There are extremely short time intervals between a space weapon being fired and
hitting its target because of its high velocity and brief flight. Either in DEW or
kinetic-energy weapons, defense against these attacks is difficult.

The primary disadvantages of space weapons, as adapted from Preston et al.
(2002), are summarized as:

• Space weapons can be vulnerable to attack because of their static nature (static
in terms of their location relative to the enemy attack). It is not possible simply
to move the weapons out of harm’s way and their relative position in space is
fixed.

• Similar to their static nature, space weapons have a predictable orbit and this can
be exploited by enemy weapons. In addition, if a stable-orbit weapon is
destroyed, its debris could potentially damage nearby systems.

• Space weapons are expensive. The expenses of space weapons are not limited to
the technology and materials used for the weapon, but include expensive pay-
load logistics, logistics concerning launching a vehicle into space, maintenance
(if possible) and licensing and application for these weapons that also drive up
the overall cost.

• Adding to the cost of a single satellite or weapon in space, its effectiveness can
only be increased if large numbers of these satellites or weapons are deployed to
cover a larger area of earth-based or space-based targets.

• The use of terrestrial weapons is still illegal in most parts of the world and using
such weapons offensively, especially weapons of mass destruction, has
far-reaching legal consequences.

These advantages and disadvantages do not specifically justify the technology of
space weapons or the medium through which the energy or particles move. Space
has no atmosphere, therefore there is no need to consider weather changes, aerosols,
particulate matter, dust or any other charged particles that attenuate the energy of
the weapon; the 1/R2 relationship dominates the attenuation of the energy and
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therefore its range. Explosions in space are significantly different compared to
explosions on earth. In space there is no accompanying shockwave during an
explosion and an explosion is essentially only a cloud of expanding gas absorbed
by nearby matter. For space weapons to be effective, kinetic impact or focused
radiation is required. This is why DEW and lasers are at the forefront of space
weapon research and technology. Lasers and directed-energy beams are likely to be
used in space combat to blind surveillance equipment or incinerate
satellite-integrated components. Another element of assault would be to hack or
reprogram an opposing military’s satellites and use them to send deceitful signals.

In this book both DEW and lasers in optoelectronic systems have been reviewed,
primarily for use in earth-based applications. The environments where these devices
are used on earth can be extreme, especially when considering military applications,
but none of these environments compares to the harsh space atmosphere (approx-
imately 200 °C day and night temperature variation on the moon, for example). The
technology used to realize these types of weapons and guarantee their operation for
long periods of time in harsh environments is an enormous challenge. It is not only
high-powered technologies that generate high-energy directed electromagnetic
waves that must be able to operate in space. The command and control, commu-
nications, radar and supporting circuits are equally crucial to the success of any
space weapon or system. Each of these systems requires highly integrated (Gaucher
et al. 2007 and Kuo et al. 2006), cost-effective, efficient and reliable modules.

The reliability of conventional microelectronic components, especially active
devices such as transistors, decreases drastically when they are exposed to the harsh
environment of space. Using standard off-the-shelf components, even
military-specified components, is not a feasible option when designing and
implementing electronic equipment for space applications, space weapons or
satellites. The statistical probability of device failure due to extreme temperature or
high radiation levels is large and the consequences of such a failure may be
catastrophic. Commercial applications might permit more room for errors or ran-
dom glitches; for military applications, however, the potential consequences out-
weigh the risks of using components that have not been approved for space use.
One possible solution to decrease the risk of device failures, either SEUs or per-
manent damage and degradation, is to enclose the active circuitry in shielded boxes.
This is not always practical for ideally modular designs, not an ideal solution and
not necessarily possible in view of typical weight and size penalties. There are also
demanding limitations to the materials that can be used for hermetic packaging for
space application, typically silver-glass, gold-silicon eutectic and polyimide film or
paste (Shah et al. 1998). Other techniques to reduce the statistical probability of
failures are to employ special circuit design techniques to increase reliability
through redundancy. Redundancy in space-based electronic systems is, however, a
risky technique, since increasing the size and complexity of a system that can only
be checked and maintained remotely and is constantly bombarded with radiation
may paradoxically decrease its reliability. Apart from the discrete techniques
available to radiation-harden electronic components for space applications, the ideal
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solution would be to use semiconductor components that are inherently resistant to
extreme variations in temperature and high levels of radiation (Messenger 1969).

This chapter focuses on semiconductor transistor physics and its susceptibility to
degraded performance or complete failure in space. The principal focus here is not to
argue that BiCMOS HBT technology is better suited for applications where radiation
hardening is required, compared to using CMOS technology, as this statement has
been documented in sources such as Cressler (2007, 2013). The key arguments here
are that BiCMOS HBTs manufactured in, for example, SiGe are vertical transport
devices with less dependence on photolithography and the active region exists deep
within the device; CMOS is a lateral transport device and more susceptible to
degradation close to its surface (Yuan et al. 2009). SiGe has a two- to three-year
generational advantage over CMOS (Cressler 2013) in terms of scaling and speed
and it presents improved tolerance to incident radiation that may cause failures or
upset events and operates in exceedingly wide temperature ranges. Ongoing research
into SiGe HBT total dose damage due to protons, X-ray, gamma radiation, neutrons,
cryogenic temperature shocks and varying dose rates has been conducted since the
first paper on electrical performance degradation from radiation effects in n+-Si/p+-
Si1−xGex epitaxial diodes and n+-Si/p+-Si1−xGex/n-Si HBTs by fast neutrons and
MeV electrons in 1994 (Ohyama et al. 1994). An interesting conclusion drawn by
Ohyama et al. (1994) is that the degradation of electrical performance due to radi-
ation decreases with germanium content; although requiring a modification of a
standard BiCMOS process, this is still a valuable observation, as the germanium
doping concentration also affects the dynamic response of the HBT. This chapter
identifies the physical and performance aspects of BiCMOS and CMOS transistors
when used in space applications and thematically applies these to EW and circuits
and systems discussed in this book. The following section highlights some research
works in the current body of knowledge, specifically aimed at investigating HBT
performance when bombarded with radiation, as typically experienced for systems
operating in space. These examples do not specifically highlight the physical
mechanisms at work causing the radiation effects and discuss the radiation hardness
results. The physical mechanisms of potential damage and single events in CMOS
and BiCMOS technologies are discussed in subsequent sections.

7.2 Research on the Radiation Effects
on Applied BiCMOS Circuits

In Thrivikraman et al. (2008) the irradiation results on high-frequency operated
X-band (8–12 GHz) SiGe HBT and CMOS phase shifters for space-based
phased-array antennas used in radar or wireless communication are reported. The
research shows that when dealing with phase shifters, both CMOS and SiGe HBTs
can be used for space applications without any specific radiation-hardening tech-
niques. Significant in this paper is demonstrating that CMOS phase shifters using

204 7 SiGe for Radiation Hardening …



NMOS devices are also TID tolerant (McLean and Oldham 1987), although the
discrete devices are known to have substantial TID responses. Both CMOS and
SiGe HBTs do present slight changes in DC leakage currents when exposed to
3 Mrad total dose exposure, somewhat more prominent in the CMOS circuit, but
the reported RF performance shows no noteworthy degradation. The radiation
response of phase shifters cannot be directly related to the radiation response of the
individual active devices, as the transistors are not usually irradiated in
diode-connected or pass-gate operating conditions and Thrivikraman et al. (2008)
report on the radiation response of these circuits for their use in space applications.
Also notable is that no changes were made to the commercially available CMOS
and BiCMOS processes, which is an important consideration in cost-effectiveness
when designing space-based electronic circuits.

Thrivikraman et al. (2007) evaluate the total dose radiation response of a
low-power X-band LNA in SiGe, targeting high-altitude or space-based low-power
density phased-array radar systems. In this work the LNA was radiated with
space-relevant 63.3 meV protons with proton fluence as high as 5 � 1013 cm−3 and
it presents the gain and NF response before and after a 6.7 Mrad dose proton
radiation exposure. The paper concludes that almost no performance degradation of
the post-radiated samples is recorded, which is consistent with the general under-
standing that SiGe HBTs are inherently total dose radiation tolerant, even by
standard fabrication processes.

A radiation hardness evaluation on a SiGe BiCMOS technology with a laterally
diffused MOSFET module for applications such as power switches in DC-DC
converters conducted by Teply et al. (2011) shows little to no degradation in
performance for radiation doses and fluence typically found in space; between
100 krad and 1 Mrad TID. This work concludes that such a technology is well
suited to both MMICs and ASICs or space and high-energy physics applications;
this is mostly attributed to the inherent radiation resistance of BiCMOS HBTs.

A publication presenting the performance impact of radiation exposure to SiGe
HBTs in a 130 nm BiCMOS technology is seen in Rice et al. (2008). This research
is, however, aimed at radiation exposure in the ATLAS detector of the LHC as
opposed to space radiation, but the methodology and mechanisms of this research
can be applied to space-based electronic circuits. The predicted target radiation
level in this study is 100 Mrad of gamma radiation causing damage by ionization
based on simulation studies. Results show that the degradation of the HBTs in this
technology from displacement and ionization damage is within acceptable bounds
for the expected radiation levels. The identified areas of concern are the dispersion
of the final gains of the devices after irradiation and the temporary decrease in gain
after short annealing times.

Adell et al. (2014) investigate the radiation robustness of a Wilkinson ADC
within a cold-capable, analog sense ASIC manufactured in a 500 nm SiGe
BiCMOS process. The ASIC is for a distributed motor controller architecture,
which is a candidate for space applications for the next generation of Mars rovers.
Its main function is to interface with various sensors to monitor the health of the
rover such as its temperature, mechanical stress and pressure. The ADC in Adell
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et al. (2014) shows very good tolerance to cumulative radiation up to 300 krad but
has shown some sensitivity to SEUs where the most sensitive blocks were identi-
fied, revealing the importance of the impedance network tied to the channel inputs
to decrease SEU sensitivity. An important consideration in this work is its
methodology to remove the current methods of enclosing the electronic circuits in
shielded boxes to protect them from harmful radiation and highly variable tem-
peratures. Adell et al. (2014) specifically follow this technique to decrease the size
and weight constraints for interplanetary systems, a constraint that is applicable to
most space missions.

In the study presented by England et al. (2014), SiGe BiCMOS transceivers are
designed for basic compatibility with the RS-485 and ISO 118981 standards while
operating over a temperature range between 90 and 390 K. The transceivers pre-
sented in England et al. (2014) were designed as part of a larger NASA project with
the goal to demonstrate that SiGe BiCMOS technology was/is a viable candidate for
implementing extreme environmental electronics, particularly targeting future
missions to the moon and Mars. The system designed in this work was a SiGe
remote electronics unit, which consisted of two ASICs, a remote sensor interface
and a remote digital control. A total of 16 instrumentation channels of three dif-
ferent types and a multiplexing unit were used and the second ASIC was used as the
outside communication port and controller for all gain, calibration and sensor
stimulus settings. For the TID experiment, the hardware was irradiated at three
levels: 200, 500 krad and 2 Mrad, with the samples removed and tested between
each level. It is reported that both the receiver and the transmitter showed radiation
hardness up to the 2 Mrad dose with measured values within 5 % of the acceptable
range.

Jung et al. (2014) investigate the single-event effect sensitivity of three different
commonly employed current mirror circuits implemented in C-SiGe HBT on
silicon-on-insulator (SOI) technology. Current mirror circuits are chosen as the
subject of this investigation, since these circuits can be considered essential and
fundamental DC biasing blocks in ICs and virtually all RF circuits use current
mirrors for their DC biasing. Current mirrors are also well defined and understood
in the electronics discipline and effects from radiation can be conveniently isolated.
England et al. (2014) found that basic npn-transistor current mirrors are recom-
mended over cascaded implementations as the basic circuit shows a higher toler-
ance to SEU in terms of lower peak transient, shorter settling time and smaller area
of impact across the HBTs. Utilizing pnp SiGe HBTs in the current mirrors can
make the AC transients of the input and output currents induced by the ion strikes
shorter and the peaks smaller. Their measurements showed that inverse-mode pnp
current mirrors show excellent SEU tolerance at radiation levels up to eight times

1The RS-485 standard is published by the Telecommunications Industry Association and
Electronic Industries Alliance (TIA/EIA) for digital communications networks specifically used
over long distances and noisy environments. The International Organization for Standardization
(ISO) 11898 standard specifies the physical and datalink layers of serial communication that
supports distributed real-time control and multiplexing.
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that of the expected radiation in such missions. Jung et al. (2014) attributed these
results to the inherent SEU tolerance of SiGe HBTs on SOI with buried oxide and
deep trench isolation, characteristics that traditional CMOS transistors do not
exhibit.

Military systems operate over a wide range of environmental conditions, his-
torically also considered in the vicinity of nuclear explosions (Messenger 1969), as
well as in satellite communication and control systems. Radiation is inevitable in
these circumstances and the effects of radiation on electronic equipment has been
studied thoroughly, although its complete understanding frequently requires
experimental results to verify theoretical assumptions. Two primary space radiation
effects affect electronic equipment detrimentally. These effects are known as
ionizing/non-ionizing dose and SEEs. These mechanisms are described in the fol-
lowing section and understanding them will complement the hypothesis that
BiCMOS HBTs are more tolerant to radiation when compared to CMOS tech-
nologies. A brief overview on the X-band is given below to highlight its importance
in space applications, as it is evident from the above works that the X-band plays a
major role in military-space applications.

7.3 X-band Frequency Spectrum

The radio spectrum is a subdivision of the EM spectrum between 3 Hz and 3 THz,
which is allocated to the transmission and reception of radio signals for various
radio communication services and is strictly regulated to avoid congestion of bands
leading to degradation of signals by noise and sub-band interference. The most
obvious route towards more bandwidth for communication is to increase the fre-
quency of operation of the equipment used, which is a large driver in researching
and developing new technologies capable of operating at higher frequencies. The
transistor is still the most prominent active device determining the capabilities of
analog and digital circuits and an increase in transistor speed translates to systems
operating at higher frequencies. In addition, the channel of communication deter-
mines the capabilities of the frequency spectrum where natural decay of EM signals
due to clouds, aerosols, dust, PM, ionized particles, rain or fog and several other
elements influence the integrity of EM signals. The X-band spectrum has been
specifically allocated to the military for high-speed applications. The X-band offers
several inherent advantages to support these challenging applications, summarized
as:

• Superior for mobile applications, since double the amount of space between
orbital slots for X-band satellites (4° as opposed to the traditional 2° spacing)
leads to a smaller probability of adjacent satellite interference.

• The use of high power-density carriers is allowed, which is beneficial when
using small antennas.
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• Spread-spectrum techniques are typically not required, translating to smaller
bandwidth requirements in an already large spectrum.

• The X-band is robust in adverse conditions such as high rain, fog or snow. The
link availability in these conditions is high.

• It has high efficiency of its link budget owing to the high power densities and
since spread-spectrum is not a requirement.

• The users of this band are exclusively government entities such as the military.
The number of users in this band is therefore significantly smaller compared to
the commercial spectrum and there is a smaller probability of interference.

Figure 7.1 presents the standard frequency letter band nomenclature for fre-
quencies between 3 kHz (100 km wavelength) up to 300 GHz (5 mm wavelength).

As seen in Fig. 7.1, the X-band, which falls under the SHF frequency range, is
defined between 8 and 12 GHz, according to IEEE (2003). Figure 7.1 also presents
the radar letter designation for frequencies between 1 and 40 GHz, where the L-, S-,
C-, X-, Ku-, K- and Ka-bands are defined. These bands are important for com-
mercial and military applications, satellite communication and television and radio
broadcasting. Figure 7.2 shows the typical applications in each of these bands.

As seen in Fig. 7.2, the frequency allocations between 1 and 40 GHz are pri-
marily concerned with satellite, radar and high-bandwidth television or radio
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Fig. 7.1 The radio spectrum as a subset of the electromagnetic spectrum showing the satellite
frequency convention as outlined by IEEE (2003)
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broadcasts. Several exclusively allocated military bands exist within these bands,
but most prominent in modern radar and space communication is the X-band of
frequencies between 8 and 12 GHz. IEEE (2003) also defines the frequencies
between 8.5 and 10.68 GHz as specific frequency ranges for radar based on ITU
assignments. For this reason, many research works for SiGe BiCMOS circuits and
their tolerance to radiation are focused on the 8–12 GHz band.

A brief review of the potential radiation effects on electronic devices is presented
in the following section.

7.4 Radiation Effects on Electronic Devices

The space radiation environment can directly or indirectly ionize atoms and disrupt
the crystal structure of a semiconductor. In space, several types of radiation exist,
including plasmas, particle radiation, neutral gas particles, UV and X-ray; space
debris can also be regarded as a type of radiative element (the high-velocity
physical debris bombarding a target) and these mechanisms are summarized by
Label (2004) and adapted in Fig. 7.3.

1-2 GHzL-band
• GPS carriers
• Mobile phones operated by satellite communications
• WorldSpace satellite radio

2-4 GHzS-band
• Weather applications, radar-based
• Radar implemented on the surface of ships and marine vessels
• Communication with the International Space Station

4-8 GHzC-band
• Satellite TV networks
• Satellite feeds in tropical areas (less susceptible to rain attenuation)

8-12 GHz (8.5-10.68 GHz for radar based on ITU assignments)X-band
• Primarily used in the military - the "X" signifies a cross (crosshair) for military sights
• Phased arrays, synthetic aperture radar (CW, pulsed)
• Monitoring of air traffic contril, maritime vessel traffic control, defense tracking and vehicle speed detection

12-18 GHzKu-band
• Satellite communications
• Direct broadcast satellite services

26-40 GHzKa-band
• High-resolution military targeting
• Close-range targeting radar
• Military satellite communications at uplinks of 27.5 GHz and 31 GHz bands

Fig. 7.2 Frequency band letters, ranges and applications within the 1–40 GHz spectrum
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Figure 7.3 highlights the two primary mechanisms that may cause semicon-
ductor materials in space to either degrade permanently from cumulative effects or
radiation bombardment or cause random SEEs, which may lead to analog or digital
signals being misconstrued temporarily. These mechanisms include
ionizing/non-ionizing dose and SEEs. Figure 7.4 summarizes the two effects and
the devices that are most prone to them.

In Fig. 7.4, the cumulative effects of space radiation in electronic components
are gradual effects during the lifetime of the components while exposed to radiation.
The tolerance of components exposed to cumulative effects is reached when the
accumulated TID or particle fluence has reached its limit. Fluence is the number of
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Fig. 7.3 The mechanisms present in space environments, which can degrade or destroy
equipment, satellites and other systems orbiting in space. This summarized chart is adapted from
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particles crossing per unit area from either side of the semiconductor. Fluence can
also be described as the flux integrated over time. In theory it is therefore possible
to estimate the expected failure of such a device by determining the radiation
intensity and the time of exposure to the radiation, assuming the radiation tolerance
of the device is known and characterized. SEEs are a more statistically invariant and
unpredictable mechanism, as they are triggered by the energy deposited by a single
particle into an electronic device. The probability of SEEs is stated in relations to
the cross-section of the exposed area (the importance of this measure will become
clear during the discussion of CMOS and BiCMOS technology tolerance to SEE).

There are essentially two principle types of radiation in space that affect elec-
tronic equipment: galactic cosmic rays (GCR) and radiation emanating from the
sun. The types of particles and their respective energies can vary widely, but
protons and heavy ions are generally the most destructive. Electrons have a rela-
tively short penetration depth and can be shielded from more easily. On earth, the
magnetic field shields equipment from this radiation, whereas electronic equipment
in space can only be shielded by using thick metal casings or semiconductor
materials with a higher tolerance to radiation (the primary case for using BiCMOS
HBTs in space). The major components of radiation in GCR are energetic protons
and heavier ions, with approximately 2 % of the constituents being electrons and
positrons. The source of GCR is unknown, but it is generated outside of our own
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solar system and this radiation is isotropic with a relatively constant fluence over
time. The abundance of these ions decreases with an increase in atomic number;
however, iron is abundant in GCR. The sun produces a constant flux of low-energy
particles, mostly protons, and this constant flux is known as the solar wind or
coronal mass ejections. Solar flares are magnetic storms from the sun occurring
every 11 years on average, increasing the radiation density and energy for short
periods. These storms pose a threat to electronic equipment (as well as to astronauts
in space and biological entities on earth if the intensity of the magnetic storm is very
large). Charged particles are confined in areas known as the Van Allen radiation
belts. The inner Van Allen radiation belt is located between approximately 1.1 and
3.3. earth radii in the equatorial plane and contains primarily protons with energies
exceeding 10 meV. The outer Van Allen belt contains mainly electrons with
energies up to 10 meV. Curtis and Letaw (1989) presented an evaluation of the
exposure of space travelers to galactic cosmic radiation outside the earth’s mag-
netosphere through a sphere of 100 µm2 (chosen to simulate the nucleus of a cell in
the human body but adaptable for electronic circuit exposure area); this work gives
a good guideline to expected radiation particles in space.

7.4.1 Total-Ionizing Dose

Defined under the category of cumulative effects in Fig. 7.4, TID is deposited by
particles passing through semiconductor materials. TID is therefore a measurement
of dose as energy from radiation in the form of ionization energy. The dose is
always referred to by the absorbing material, x; common examples are Si, SiO2 and
GaAs. The International System of Units (SI) measurement unit of TID is the Gray
(Gy(x)) unit, but the radiation absorbed dose (rad) unit is frequently used. The Gy
(x) is defined as the absorption of one joule of radiation energy per kilogram of
matter. This unit is mathematically described by

1 Gy ðxÞ ¼ 1
J
kg

¼ 1
m2

s2
ð7:1Þ

where 1 Gy(x) is equal to 100 rad and the biological unit is the Sievert (Sv). The
equivalent dose HT of radiation is defined as

HT ¼ WRDT ;R ð7:2Þ

where WR is a weighting factor related to the type of energy particle and DT,R is the
absorbed dose in material T due to radiation type R. The weighting factors WR for
photons and electrons (at all energies) are typically 1.5 for protons with energies
higher than 2 meV and 20 for all alpha particles, fission fragments and heavy
nuclei. The weighting factor of neutrons can be calculated as a continuous function
of neutron energy En in MeV by
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WR ¼
2:5þ 18:2e�

ln Enð Þ½ �2
6 ; En\1MeV

5:0þ 17:0e�
ln 2Enð Þ½ �2

6 ; 1MeV�En � 50MeV

2:5þ 3:25e�
ln 0:04Enð Þ½ �2

6 ; En [ 50MeV

ð7:3Þ

as described in ICRP (2007). The tissue-weighted sum of the equivalent doses is the
effective dose E and is calculated by

E ¼ WTHT ð7:4Þ

where WT is another weighting factor, typically defined for biological tissue and
used as a measure of risk (this equation is typically used to determine the risk of
radiation treatment for cancer being absorbed by biological tissue of humans).
These principles and mechanisms are applied to semiconductor materials to define
and quantize the tolerance of the material to radiation. The mechanisms through
which photons interact with a semiconductor material are the photoelectric effect,
the Compton effect and pair production (Srour 1983). Charged particles interact
with materials through Rutherford scattering or nuclear interactions (heavy parti-
cles) and neutrons interact with materials through mechanisms such as elastic
scattering, inelastic scattering and transmutation effects. For each of these processes
the primary results of the interaction between the bombarded proton and the target
material is the creation of energetic secondary electrons.

Charged particles generate electron-hole pairs when passing through matter,
which leads to ionization damage. Based on these interactions, the electron-hole
pair density is proportional to the energy transferred to the target material (Oldham
1984). Stopping power or linear energy transfer (LET) is the particle energy loss per
unit length and is a function of the particle mass and energy, as well as the target
material density (Srour 1983). The unit for stopping power is MeV-cm2/g and is
typically measured against the particle energy for electrons and protons incident on
the material, measured in MeV. Protons have a higher stopping power compared to
electrons.

Electron and proton exposure, which results in cumulative effects, typically lead
to oxide charge trapping and the creation of interface states at SiO2 and Si interface
due to chemical bonding changes at this interface. Oxide charge trapping can
induce a shift in Early voltage VTH, which leads to changes in the output current and
added noise in the system. These are particularly significant in optoelectronic
applications detecting very small signals and lead to an increase in leakage current
for reverse-biased diodes. Interface states can also induce VTH shifts, variations in
semiconductor mobility and increased leakage current. All of these changes
effectively degrade the performance of the system, or induce unexpected system
behavior. National Semiconductor® published a manual to assist individuals
working in the field of radiation effects and component hardening, reliability,
testing and evaluation and presented a summary of the TID radiation tolerance of
analog, ASIC, interface, logic, memory and microcontroller systems. It should be
noted that this information is disclosed as not being scientifically verified but
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internally tested within the company; nevertheless, the results give a good indica-
tion of the tolerance of analog circuits to radiation. These analog circuits comprise
discrete transistors, either CMOS or HBT, and therefore the results of the total
circuits also include the additive tolerance based on operating conditions. The
analog circuit radiation tolerance results are adapted and presented in Fig. 7.5.

As seen in Fig. 7.5, there is a noticeable difference in TID radiation tolerance
between CMOS op-amps and bipolar op-amps. This result is significant for this book,
since op-amps are an integral part of EW and SEW equipment. Recall from Chap. 6
that optoelectronic receivers are typically realized with transimpedance amplifiers;
this is essentially an op-amp configuration of either CMOS or bipolar devices. The
advantages of using SiGe for speed, reliability and potential integration with
optoelectronic devices and photodetectors could potentially gain another advantage,
radiation tolerance, as is argued in this chapter. The following sections will present a
more detailed look into the physical properties of CMOS and bipolar transistors and
the mechanics responsible for radiation defects. The results in Fig. 7.5 are, however,
disclosed by National Semiconductor® to be under testing and may change, but the
difference seen in these experiments already points to a significant difference between
these two technologies. Comlinear® op-amps perform equally well in terms of
radiation tolerance, followed by voltage/current regulators, low-dropout voltage
regulators, motor drivers and PLLs. Comparators, data acquisition circuits and
voltage/current references performed worst in these experiments; the small room for
error in such devices could be responsible for this performance. Also presented in the
results by National Semiconductor® but not shown in Fig. 7.5 are the TID tolerance
for bipolar and CMOS data transmission interfaces—bipolar interfaces again reach

0 

20

40

60

80

100

120
TI

D
 (k

ra
d)

Analog circuit

Fig. 7.5 TID radiation tolerance of common analog circuits as published by National
Semiconductor®
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100 krad levels, whereas CMOS reaches approximately 10 krad—again showing a
significant difference in favor of BiCMOS.

7.4.2 Displacement Damage

Displacement damage, a non-ionization cumulative effect of radiation shown in
Fig. 7.4, is generated by highly energized protons, electrons, neutrons and heavy
ions and displaces atoms in a material as these particles move through the material.
The vacancies and interstitials created by these collisions introduce allowable
energy states in the bandgap of the semiconductor material. Displacement damage
is therefore particularly prevalent in optical detectors, optoelectronic receivers and
bipolar linear ICs. For minority carrier devices such as diodes and bipolar tran-
sistors, bulk traps are created in the material, which reduce the carrier lifetime and
therefore increase the carrier recombination in a forward-biased junction such as the
base-emitter junction. This effectively increases the base current, can reduce the
collector current and leads to a decrease in the gain of the transistor (Srour et al.
2003). Displacement damage is often quantified by the non-ionizing energy loss
rate (NIEL). The final concentration of defects depends on the NIEL value and not
the type and initial energy of the incident particles. The NIEL parameter is defined
as the portion of the particle energy T0 per unit travelling length expressed in mass
per area—thus the displacement damage. The expression for NIEL is given by

NIEL T0ð Þ ¼ NA

A

ZTmax

Tmin

dTQ ðTÞT dr
dT

� �
T0

ð7:5Þ

where NA is Avogadro’s number (6.022 � 1023), A is the atomic mass of the
particle, Q(T) is the partition factor that gives the fraction of T to be lost to NIEL
and dr/dT is the differential partial cross-section for creating a given recoil with
energy T. Tmin is equal to 2Td where Td is the displacement energy. For silicon,
Td = 21 eV and for GaAs, Td = 10 eV. Tmax is given by

Tmax ¼ 4T0A1A

AþA1ð Þ2 ð7:6Þ

where A1 is the atomic mass of the spectrum of recoils emitted from the bom-
bardment (Srour et al. 2003). Displacement damage is therefore another cumulative
effect, which is dependent on the intensity of the exposure and the surface area of
the target. Not all radiation effects are due to constant bombardment and timely
degradation; a single particle can potentially penetrate a semiconductor material and
immediately cause an upset in the circuit operation. Such an event is called a SEE
and can be a transient or a permanent effect, as described in the following section.
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7.4.3 Single-Event Upsets

SEEs, as shown in Fig. 7.4, are caused by a single energetic particle, which can take
on various forms: protons, electrons, neutrons and heavy-ion particles. In space,
heavy ions in GCR and high-energy protons are the dominant causes of SEEs. For
semiconductors, three typical sources that lead to soft errors are alpha particles,
high-energy neutrons with energies exceeding 1 meV and secondary radiation from
the interaction between cosmic ray neutrons and boron. Resulting from SEE are
SEUs, which are soft errors and non-destructive. These errors are typically divided
into two categories: as transient pulses in logic or support circuitry or as bit-flips in
memory cells or registers. Kundu et al. (2005) present a four-phase approach to
protect a system from soft errors. This approach encapsulates a logical outline for
prevention, testing, assessment and recovery and for implementing methods in a
design to effect:

• Prevention: protecting chips from soft errors—using radiation hardening and
radiation-tolerant components/technologies.

• Testing: detecting soft errors—having the ability to know when a soft error has
occurred in a system, as opposed to a ‘normal’ error.

• Assessment: estimating the impact of soft errors—determining which systems
will be influenced by a soft error if/when this occurs.

• Recovery: recovering from soft errors—using the techniques required to reset a
system and redo the calculation/operation, assuming the soft error is not present
anymore. Techniques include redundancy, error-correction codes and parity.

SEE may lead to permanent and destructive errors, also referred to as hard errors,
where examples of destructive events are single-event latchups from unexpected
high operating currents, as well as burnouts of MOSFETs, gate ruptures, frozen bits
and noise in charge-coupled devices. Essentially, a SEE will induce an unfamiliar
state in a semiconductor component. The dependent circuitry will therefore act
upon this unfamiliar state and may drive the subsystem to output a state that cannot
be interpreted, or will be interpreted incorrectly. This interpretation can cause the
entire system to malfunction and depending on the severity of this malfunction, a
system reset might be required, or worse, an unrecoverable state might be initiated.

Petersen (1998) examines one FOM for heavy-ion and proton SEU rates and the
typical calculations for this FOM are presented in the following discussion.
The FOM for heavy ions determined by Petersen (1998) is presented as

FOM ¼ rhL
L0:25ð Þ2 ð7:7Þ

where rHL is the saturation value of the heavy ion cross-section per bit, r(L), given
in units of cm2 per bit, L0.25 is the value for which r(L0.25) = 0.25rhL and for most
orbits (LEO, medium-earth orbit, geosynchronous, geostationary or high-earth
orbit) the upset rate is given by
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R ¼ C � FOM ð7:8Þ

where C is the rate coefficient in bit upsets per day in an orbit parameter. Since
satellites (and therefore the electronics in the satellite) are usually shielded by an
aluminum enclosure, the differential energy spectrum of inner particles f(E) can be
expressed by

f ðEÞ ¼ f 0ðE0Þ S E0ð Þ
SðEÞ e

�ct ð7:9Þ

where f′(E′) is the differential energy spectrum of the satellite surface in
cm−2d−1 meV−1 and E is the particle energy for the inner satellite in MeV. The
value for c is determined by

c ¼
NA A

1
3 þ 8:6

� �2

27
� 5� 10�26 ð7:10Þ

where A is the mass of the particle and E′ is determined by

E0 ¼ 1
R

RðEÞþ t½ � ð7:11Þ

where R(E) is the transmission distance of the particle with energy E and t is the
thickness of the aluminum casing. The heavy ions SEU rate Rh can be expressed
through the LET spectrum and SEU cross-section area for various LET values such
that

Rh ¼
Z1
0

feðLÞreðLÞ dL ð7:12Þ

where L is the LET value of the heavy ion in MeV.cm2/g and re(L) is the effective
cross-section averaged on all solid angles and fe(L) is the heavy ions’ differential
ion-flux spectrum in a given orbit or for a given shielding. This value is expressed
by

feðLÞ ¼ f ðLÞ
2p

Zp
2

hC

cos h dw ð7:13Þ

where hC is the critical angle at which SEU occurs and given by
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hC ¼ cos�1 L
L0

� �
ð7:14Þ

where L0 is the LET threshold of SEU. The relationship in (7.13) can trigono-
metrically be simplified to

feðLÞ ¼ f ðLÞ
2

ðcos ðhCÞÞ2 ð7:15Þ

resulting in

feðLÞ ¼
f ðLÞ
s

L
L0

� �2

; L� L0

f ðLÞ
2

; L[ L0

ð7:16Þ

where f(L) is the differential energy spectrum of the heavy ions. For the case of
protons, the SEU rate Rp is calculated by

Rp ¼
Z1
0

f Ep
� �

r Ep
� �

dEp ð7:17Þ

where Ep are the energies of the protons. In Petersen (1998) the FOM for proton
radiation is given by

FOM ¼ 4:5� 104rpL ð7:18Þ

and the upset rate is similar to (7.8). Using these results, the FOM method can also
be used to predict the SEU rate by using the upset rate, R, as

R ¼ Rh þRp ¼ Ch þCp
� �

F ¼ Ch þCp
� � rhL

L0:25ð Þ2 ð7:19Þ

where Ch and Cp are the orbit SEU coefficients for the heavy ions and the protons.
The FOM (see (7.7)) can be achieved through experimental results. The parameter
L0.25 as first presented in (7.7) can be calculated by

L0:25 ¼ L0 þ 0:28
1
SW ð7:20Þ

where S and W are Weibull parameters for the size and weight of the device. As
seen from the above derivations, the SEU of electronics in space are statistically
distributed events based on the particle energy and the material through which it
moves. This is true for any material in space or which is exposed to radiation of
other forms, such as nuclear. A similar conclusion can be drawn for TID, where the
energy of the incident particles and the time of exposure play a role in the
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degeneration of the semiconductor material. As EW move into space, these con-
siderations are becoming more important to ensure effective and reliable trans-
missions into and from space. Essentially, the cost of launching a vehicle into space
also plays a role in the understanding of radiation effects in space for commercial
applications as well. The following sections further explore the radiation to which
electronic equipment is exposed in space, but it focuses more on the discrete
transistors and the mechanisms present, which cause degradation or single events in
the components. Bipolar transistors and CMOS transistors are constructed differ-
ently in semiconductor materials and it is these differences that distinguish the
radiation tolerance attributes of both. If a CMOS and a bipolar transistor are
exposed to exactly the same radiation, at the same orbit around the earth, with the
same amount of radiation hardening, the cumulative effect and SEEs will be dif-
ferent; the following sections investigate the main differences in the process flow of
CMOS and BiCMOS processes to determine the contributing factors for the dif-
ference in behavior/effects during and after radiation exposure.

7.5 CMOS and BiCMOS Process Flow

Bipolar components integrate into the core CMOS process for compatibility with
analog, digital, RF and mixed-signal SOC ICs. Along with the high-performance
SiGe active components in a BiCMOS process, changes and improvements on the
passive components are also incorporated, including high-quality factor inductors,
varactors and precision resistors. A SiGe npn-transistor in a standard CMOS pro-
cess typically requires approximately four to five additional photolithographic
masks in the manufacturing process. In addition, such a process requires
high-energy phosphorous implantation for the sub-collector and selective epitaxy
for the SiGe base. These additional steps can be considered relatively low-cost and
low-impact on a CMOS infrastructure, but it also introduces the inherent advantage
of BiCMOS over CMOS in terms of radiation hardening. Figure 7.6 summarizes
the process flow variation for CMOS and BiCMOS processes. Figure 7.6 also
shows the required process steps for passive component manufacturing.

The starting point for the process flow example in Fig. 7.6 is a p-type or p+
substrate layer with a lattice-matched buffer layer on top to provide high-quality
inductors while preserving modularity as well as density, isolation and latch-up
protection requirements for CMOS. Patterns are etched into the silicon where
typically oxide is deposited into the trenches to prevent electrical leakage current
between adjacent devices, in a process called shallow trench isolation. This is
followed by the implantation step to define the p-well (or n-well) areas for the
CMOS transistor. Boron is typically used to create the p-well (or phosphorous for
the n-well) in two steps involving a low-energy implant for isolation and
high-energy implants for latch-up prevention. The dopant is diffused into the bulk
to define the thickness of the well. The MOS capacitor is also defined and formed
during this process step. The gate oxide is thus defined and the polysilicon-gate is
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deposited and its selectively etched. The lightly-doped drain regions for the NMOS
and PMOS transistors are formed protruding under the formed gate. At this point
the process flow for SiGe structures deviates from the core CMOS process.

In this example, an additional five masks are required to form the SiGe transistor
from the core CMOS module. These steps are shown in Fig. 7.6 and include the
npn-well implants; this is a high-energy and high-dose implant. This is followed by
the emitter junction window formation and selective SiGe epitaxy to define the
emitter-poly further. The final step is the lithography and etching of both the emitter
and base polysilicon, after which the process flow returns to the core CMOS flow.

The process for the CMOS formation is completed by reactive-ion etching
CMOS spacers, the source and drain implantations (typically arsenic to form the
source/drain of an n-channel transistor and contacts to the n-substrate) and then the
deposition of, for example, Ti/Au for contacts and top-layer metalization; also used
to define the metal-insulator-metal capacitors and thick-metal inductors. These

p or p+ substrate

Shallow trench 
isolation

Core CMOS process

CMOS well implants

Gate formation

CMOS LDD implants

CMOS spacer 
formation

Source and drain 
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Emitter window etch

Selective SiGe epitaxy

Emitter poly 
definition
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Inductor substrate

Linear MOS capacitor
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Thick inductor metal

Passive components

SiGe bipolar 
deviations

Fig. 7.6 Variations and additions to the core CMOS process flow to manufacture BiCMOS SiGe
transistors, including the process steps for passive components (inductors and capacitors)
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process-flow variations between CMOS and BiCMOS are important when con-
sidering the radiation tolerance of both technologies.

Radiation can damage either the oxide or the silicon in CMOS transistors,
depending on the angle of the incident radiation. If the radiation is incident on the
oxide, charge-generation in the interface between the gate and the oxide or between
the silicon and the oxide leads to variations in the threshold voltage VT, the
transconductance gm of the transistor or in the leakage current of the device (Maiti
and Armstrong 2001). Incident radiation causes two types of charges in CMOS
transistors: oxide-trapped charge and interface-trapped charge. Radiation-induced
interface states lower the transconductance of the device and move the I-V curve
from its default operating conditions as a result of the variations in leakage current
and threshold voltage. Device degradation is typically observed after incident
radiation has bombarded the device, since the electrons from the generated
electron-hole pairs tunnel into the bulk of the transistor and the hole charge remains
trapped.

Bipolar transistors rely on junctions for operation where CMOS transistors rely
on surface states, making bipolar devices inherently more tolerant to radiation.
Another factor that increases the tolerance of bipolar devices is the fact that these
transistors are doped up to three orders of magnitude higher when compared to
CMOS devices. Bipolar transistors are also, like CMOS transistors, susceptible to
increases in leakage current but also to degradation of the current gain hfe. Atomic
displacement increases the number of recombination opportunities, which reduces
the minority-carrier lifetime and thus increases the current leakage at its base.
Displacement is the primary mechanism that causes gain degradation in bipolar
devices. Gain degradation also occurs in response to ionization of the passivation
layer mainly in the emitter-base junction region where charge trapping and gen-
eration of new interface traps occur (Maiti and Armstrong 2001). Across the
base-collector junction, ionization of the surface oxide causes an increase in the
junction leakage current, usually due to charge build-up in the oxide layer over the
junction. This effectively creates a highly conductive surface channel.

The following sections discuss a more in-depth approach to the radiation effects
and mechanisms in CMOS and BiCMOS processes, specifically targeted at
MOSFET and HBT transistors.

7.6 Radiation Effects on CMOS Transistors

In radiation environments, either in space or near nuclear reactors, MOS devices
suffer from significant degradations and failures. Ionizing radiation effects in MOS
transistors include buildup of positive charge in the oxide layer and interface state
production, which lead to shifts in the threshold voltage and channel mobility
degradation (Fossum et al. 1975). The threshold voltage Vt in a MOS transistor is
defined by
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Vt ¼ Vt0 þ c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2/f þVSB

q
�

ffiffiffiffiffiffiffiffi
2/f

qh i
ð7:21Þ

where Vt0 is the threshold voltage when the source-bulk voltage VSB = 0 and /f is
the Fermi level defined by

/f ¼
kT
q
ln

NA

ni

	 

ð7:22Þ

where NA is the acceptor doping concentration and ni is the intrinsic carrier con-
centration of the semiconductor material. The effect of the higher threshold voltage
becomes apparent in the transconductance gain of the MOS transistor, gm, given by

gm ¼ lCox
W
L

VGS � Vtð Þ ð7:23Þ

where µ is the mobility, Cox is the parasitic oxide capacitance, W and L are the
width and length dimensions of the transistor and VGS is the gate-source voltage.
From (7.23) it can be seen that if the threshold voltage Vt increases, the gain of the
MOS transistor decreases. In CMOS inverter logic, for example, the shift in the
threshold voltage will also shift the inverter logic threshold, which can lead to
inaccurate transitions and overall system failures. In CMOS current mirrors, the
shift in the threshold voltage causes unbalanced transistors, leading to changes in
the bias current or increased leakage current of the device and consequently to
higher quiescent power consumption. In early experiments such as those of Fossum
et al. (1975) it was already shown that the dependence of the voltage threshold shift
has a large proportionality to the gate-oxide thickness, tox. This proportionality is
defined by Fossum et al. (1975) as

DVt / t3ox ð7:24Þ

which shows that the change in Vt is proportional to the cubic-power of the
gate-oxide thickness. This ratio has been used extensively in ionizing
radiation-hardening of CMOS transistors from the buildup of fixed charge in the
SiO2 and the surface states in the silicon-silicon-dioxide interface (Fossum et al.
1975). Gate-oxides have scaled down in thickness with technology; very little
charge can be trapped in the thin gate-oxide and the trapped charges can easily be
neutralized by thermal emission and electron tunneling (Dodd et al. 2010).
Figure 7.7 shows the leakage currents present in CMOS transistors and the
gate-oxide thickness effect on the tunneling current.

In Fig. 7.7 the gate-tunneling current ITUNNEL through the gate-oxide layer is
shown. Figure 7.7 also shows the charged particle effect as the incident radiation
moves through the CMOS transistor, n-type substrate with p-type drain and source
regions. Diffusion currents, tunneling and drift currents are generated in the sub-
strate and the p-type drain region as a result of the passing ionized particle. These
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effects, in CMOS logic, can lead to SEEs, the mechanisms described by Texas
Instruments (1994):

• Drift: Generated in the depletion region and part of the prompt portion of the
induced current.

• Tunneling charge: Generated in a funnel region, located below the depletion
region and resulting from instantaneous distortion of electrical fields deep in the
silicon. The effect of this current is larger than the drift component and is
quickly drawn back into the affected region (drain or source) contact terminal.

• Diffusion: This is the delayed portion of the event and is located below the
tunneling region.

The hot-carrier leakage current IHC is seen if a carrier gains enough kinetic
energy and is able to overcome the gate-potential barrier, therefore it is dependent
on the biasing conditions of the transistor. If the gate voltage is smaller than the
threshold voltage and VS = VB = 0, the transistor forms a weak inversion layer, has
a constant voltage across its channel and the longitudinal electric field across the
channel is zero. A leakage current ID,weak is generated and slowly drifts across the
channel because of diffusion. The reverse-biased current IINV is the current that
flows through the reverse-biased diode junction between the drain and the p-region
of the transistor and is dependent on the junction area between the source and drain
terminals and the bulk of the device. This current is exponentially proportional to
the temperature of the device.

toxGate-oxideSource terminal Cox

p-type source 
region

p-type drain 
region

n-type substrate

Gate contact

IINV

IHCITUNNEL

ID,weak

Radiation 
particle

+

+

+

+

+

-
-

-

-
-

Drain terminal

+
-

Diffusion

Tunneling

Drift

Fig. 7.7 Leakage current in CMOS transistors (n-type substrate shown) showing the charged
ionization particle path through the transistor, as well as gate tunneling, hot carrier injection,
reverse biased current and the weak sub-threshold drain current
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In more recent times, Dodd et al. (2010) estimated that the specialized
radiation-hardening techniques in CMOS analog circuits are at least three genera-
tions behind the standard commercial technologies in terms of node size. This is a
significant statement and its relevance is apparent in the types of electronic circuits
that can be used for either commercial or military electronic equipment used in
space. It also points at a significant difference in cost when manufacturing these
radiation-tolerant electronics.

Dodd et al. (2010) also provide a comprehensive list of the challenges and
technology trends regarding radiation effects in CMOS transistors. This list covers
both TID and SEEs and is adapted and summarized here. For TID, the primary
technology challenges in CMOS are listed as:

• Field isolation leakage: This effect relates to the gate-oxide layer and the thin-
ning of this layer with scaling technologies. Sidewall leakage leads to positive
charge trapping in the STI and can invert the edges of the channel where the gate
polysilicon passes over the STI. These effects are typically witnessed as
anomalies in the I-V characteristics of the transistor and lead to higher leakage
currents.

• Buried oxide leakage: This effect is observed in silicon-on-insulator technolo-
gies (as opposed to bulk silicon processes) when positive charges are trapped in
the buried oxide layer near the silicon and oxide interface. A buried oxide layer
increases dielectric isolation, reduces parasitic capacitances and enhances radi-
ation performance, but also leads to more complex effects, which are more
difficult to model and prevent. Essentially though, a channel is formed between
the source and the drain owing to the added buried oxide layer between these
regions.

• Technology variations: Most integrated systems used in commercial and mili-
tary applications use a variety of technologies to realize an integrated solution.
These variations introduce additional weak links in the system and might
contain components that are not specifically radiation-hardened. Interfacing with
these components could mean that the system may fail because of a subsystem
failure not necessarily regarded as radiation-prone, or using older and more
cost-effective technology, which is inherently less radiation-tolerant.

• Particle microdose effects: These are cumulative TID effects caused by singular
energetic particles of radiation. These effects fall between pure TID and pure
SEEs. Such events cause single upsets, leading to gradual degradation of the
semiconductor, which is possibly due to currents higher than the nominal cur-
rent flowing for extended periods of time and inflicting damage on the material.

For the case against SEE challenges, Dodd et al. (2010) list the following factors
related to CMOS device radiation:

• Proton direct ionization: Lower-energy proton radiation is typically associated
with devices that are designed to collect charge from the environment, such as
photodetectors and other optical devices. For CMOS memory, this type of
ionization was not considered a high-risk threat, but along with semiconductor
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miniaturization the amount of charge required to store information in memory
has also decreased significantly. This smaller charge requirement has led to SEU
from proton direct ionization in CMOS ICs, such as memory becoming a larger
concern.

• Digital single-event transients: This effect is generated when voltage or current
perturbations occur in logic gates due to irradiation. These effects have the
potential to be propagated through subsequent advanced CMOS logic circuitry
in, for example, very-large scale integrations and cause SEU when it reaches a
latch or other memory element.

• Angular effects: The consideration of the angular effects of incident radiation is
often neglected when considering the SEU probability from ionizing radiation.
An incident particle at an angle h from the normal to the surface plane leads to
higher collection of charge by 1/cosh in the sensitive regions near the drain and
source and therefore increases the effective particle LET by this same factor.
Experimental data and simulated results should therefore include the tilt angle of
the normal surface to generate accurate radiation data.

• Single-event functional interrupts: Such an event leads to temporary loss of
device functionality, which is specifically prominent in large-scale memory and
control registers, as well as micro-processing components, and requires resetting
or a power cycle to recover. For space applications where the hardware is not
recoverable, software redundancy is critical to enable recovery from these
events.

Bipolar transistors (including HBTs) also suffer radiation damage, albeit to a
lesser extent when compared to CMOS transistors. The passivation layer in bipolar
devices is thicker than in CMOS devices, which does benefit the device in terms of
radiation tolerance, but this is not the primary mechanism responsible for the
improved performance in high radiation and lower susceptibility to radiation
damage. The main radiation effects experienced in bipolar transistors are gain
degradation and current leakage. These mechanisms are reviewed in the following
section.

7.7 Radiation Effects on BiCMOS Transistors

Cressler (2013) again stresses that radiation-hardening techniques such as thick
metal enclosures are undesirable, as they add to the cost, area, weight and power
dissipation of electronic circuits. These trade-offs that are monitored especially in
space applications and military equipment should ideally be light and mobile. The
susceptibility of SiGe components to space radiation events such as TID, dis-
placement damage and SEEs is less when compared to standard CMOS compo-
nents. This has been established by Cressler (2007, 2013). The regions in an HBT
that are prone to radiation strikes are beneath the emitter and base regions, at the
edge of the STI region and pn junction associated with the sub-collector to substrate
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junction in bulk Si technologies. The simplified cross-sectional layer structure of a
bipolar transistor showing its weaknesses to radiation damage is shown in Fig. 7.8.

SiGe HBTs are multi-Mrad TID-tolerant in their default manufacturing process
(Cressler 2013). There is variability between manufactured lots, however, since
radiation tolerance is not a controlled process. Typically, lower dose rates of the
base region lead to more variability and the tolerance is determined by the manu-
facturing process (related to the impurities in the semiconductor). This variability
leads to higher cost and longer time required for testing batches for space appli-
cation readiness. TID damage in SiGe degrades the base current and produces an
excess base leakage current, which degrades the current gain, similar to silicon
BJTs but to a lesser extent. The radiation response of the common-emitter DC
current gain, hfe, of a bipolar transistor is described by the Messenger-Spratt
equation (Messenger and Spratt 1958; Srour et el. 2003) as

1
hfeðUÞ �

1
hfe0

¼ KðEÞU
xT

ðaÞ

where hfe0 is the initial current gain, hfe(/) is the final (after radiation) current gain,
K(E) is the particle- and energy-dependent displacement damage factor typically
determined experimentally, / is the incident particle fluence and xT = 2pfT is the
frequency where the common-emitter amplifier has unity gain. The damage factor
generally depends on the type of dopant and junction depth of the bipolar transistor.

An important statement in Cressler (2013) is the fact that it is not the germanium
in SiGe HBTs that leads to the higher tolerance of these transistors to radiation
damage. It is rather the physical construction of the device; a structure emanating
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Fig. 7.8 Simplified cross-section of bipolar transistor showing its weakness to radiation damage
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from the requirement to embed a strained SiGe alloy in the base region of the HBT.
The results achieved by Lu et al. (2003) are freely available online and provide a
comprehensive layered structure of SiGe HBTs and the radiation-susceptible
regions within these transistors.

7.8 Radiation Effects on Optoelectronic Components

The mechanisms of space radiation effects on optoelectronic devices are briefly
presented in Fig. 7.9, adapted from the summarized effects first presented by Srour
and McGarrity (1988).

In Fig. 7.9, the radiation effects and mechanisms present in optoelectronic
devices are given. These devices include photodetectors, laser diodes, LEDs and
optical fibers. Laser diodes (see Types of Lasers in Chap. 2) have been reviewed
and discussed in this book and the mechanisms that generate laser light have been
presented by means of energy-level diagrams. The mechanisms present in laser
diodes in terms of radiation effects relate to these discussions through the current
density principles in laser cavities. Incident radiation of lasers effectively increases
the current density threshold and can decrease the efficiency of the device.
Photodetector design considerations are presented in Chap. 4, radiative principles
for transmission from an optical source towards photodetectors in Chap. 5 and
photodetector bandwidth considerations in Chap. 6. According to these discussions,
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Fig. 7.9 Summary of radiation effects in optoelectronic devices. Adapted from Srour and
McGarrity (1988)
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the radiation effects presented in Fig. 7.9 agree, the main effect from contributing
radiation being increased leakage current from charge build-up. Photodetectors are
effectively diodes; therefore, the effects are similar to the effects described in this
chapter for active devices. LEDs, effectively similar to lasers operating below their
current threshold, also experience lower efficiencies of light output and variations in
their output spectrum from ionizing radiation. Optical fibers, which are inherently
immune to EMI, can be degraded by ionizing radiation, which dominates dis-
placement damage and effectively increases attenuation of light in the fiber towards
the output.

7.9 Space Radiation Effects Program

The Space Radiation Effects Program (SPACE-RAD) is a space measurement and
modeling program to advance understanding of the harsh radiation environment of
near-earth space and its degradation effects on space systems (Gussenhoven and
Mulle 1993). SPACE-RAD offers tools for estimating ionizing radiation environ-
ments on any orbit and for computing shielding effects, single-event error rates and
total dose in spacecraft systems. A list of features that can be used and calculated by
this tool is given in Table 7.1.

Gussenhoven and Mulle (1993) give a list of experiments from various insti-
tutions on different equipment. This list is adapted for this book, where only the
experiment number and agencies performing the experiments are omitted; these
details can be found in the paper published by Gussenhoven and Mulle (1993).
These experiments are listed in Table 7.2.

Since the publication by Gussenhoven and Mulle (1993) up to the present,
thousands of space radiation experiments have been done by various institutions
around the world. A large driver towards relatively inexpensive satellite capabilities
for almost any research institution or commercial and military instance is the
CubeSat programs. A CubeSat is a small/pico-satellite with dimensions in multiples
of 10 � 10 � 11.35 cm with mass restriction of 1.33 kg and COTS components
are used in its construction. Institutions can perform additional radiation hardening
on these components as they see fit to improve the reliability of the subsystems on
board. These satellites are launched into space as cargo on larger launching vehicles
and by companies offering commercial launch services. These satellites are typi-
cally used by academic institutions, but many non-academic institutions have joined
the program in recent years. The primary goals are typically earth observation and
amateur radio, but the types of sensors that can be integrated into these satellites are
endless—including sensors to measure radiation in LEO. From these relatively
low-cost space/satellite capabilities that many institutions now own, experimental
data on radiation are extensively available from various sources on the internet.
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Table 7.1 List of features of the SPACE-RAD radiation analyzing tool—features listed are
applicable to effects on electronic equipment

Feature Description

Shell shielding distributions Evaluate the shielding distributions anywhere inside a
spherical shell, cylindrical shell or box

Environment grids Compute latitude and longitude grids of fundamental
radiation environment data

Heavy-ion SEU test data fitter Automatically fit heavy-ion test data to find the sensitive
volume dimensions, funnel length, LET threshold and
Weibull parameters

Dose-depth functions Compute dose versus aluminum shielding depth curves for
trapped protons, trapped electrons and solar protons

Solar cell damage equivalents Compute the 1-MeV electron equivalents for solar cells using
trapped proton, solar proton, and trapped electron
environments

Heavy-ion SEU Standard heavy-ion SEU models

Extreme solar proton models Includes several models of the most intense solar proton
events. Models include both peak flux and total fluence for
most events

Solid shielding distributions Evaluate the shielding distributions of an infinite slab, or
anywhere inside a solid sphere, cylinder or box

Proton, electron and neutron
spectrum imports

Import trapped proton, electron and neutron or solar proton,
electron and neutron spectra from other sources

Atmospheric neutrons
(Avionics)

Atmospheric neutron spectrum model from Avionics. Allows
integration along any trajectory in mean or worst-case
environments

Neutron-induced SEU Standard neutron-induced SEU models. Input options include
LET threshold and saturation cross section and Weibull
parameters

Proton-induced SEU Standard proton-induced SEU models. Input options include
one- and two-parameter Bendel (A&B) model and Weibull
parameters

Charged particle trajectories Follow the trajectories of electrons, protons and heavy ions of
any energy

Exact geomagnetic shielding Incorporates all known physics into an accurate calculation of
the geomagnetic shielding at a point or along an orbit

The full list is available at www.spacerad.com
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7.10 Conclusion

The advantages of SiGe BiCMOS technology over standard CMOS processes are
being exploited in commercial, military and space applications. High-density cir-
cuits with fast response and low noise characteristics are crucial in many military
and space applications and BiCMOS HBTs provide an ideal starting point for such
designs and also for research. In space, the X-band frequency spectrum has been
specifically allocated to military activity requiring high-speed and low-interference
communications. The allocated spectrum between 8 and 12 GHz therefore requires
fast-switching transistors to avoid frequency down-conversion and takes full
advantage of this broad spectrum. BiCMOS has become an important choice for
many semiconductor foundries to focus on and provides high-yield and dependable
devices. There are relatively few process variations when converting a pure CMOS

Table 7.2 List of experiments on satellite systems and electronic equipment conducted up to
1993 as published by Gussenhoven and Mulle (1993)

Experiment Measurement

Microelectronics Microelectronic equipment characteristics

Internal discharge monitor Deep dielectric charging discharges

GaAs solar panel cell Solar cell performance

High-energy electron spectrometer Electrons 1–10 meV

Spectrometer for electrons and protons Electrons 40 keV to 5 meV; protons 800 keV
to 40 meV

Medium-energy electron spectrometer Electrons 100 keV to 2 meV

Medium-energy electrons and protons Electrons 20–250 keV

Spectrometer Protons 40–30 keV

Low-energy plasma analyzer Electrons 100 eV to 30 keV

Isotope in solar flares Ions 20–500 meV

Relativistic proton detector Protons > 440 meV, electrons > 80 meV

Proton switches Protons 20–105 meV

Proton telescope Protons 1–100 meV

Magnetosphere ion composition spectrometer Ions 30–300 keV

Low-energy magnetosphere ion composition
spectrometer

Ions 40 eV to 40 keV

Heavy-ion telescope Ions 100 keV to 15 meV

Low-energy ion mass spectrometer Ions 0.1–32 keV

Medium-energy ion mass spectrometer Ions 20 keV to 8 meV

Dosimeter Total dose/nuclear stars

MOS dosimeter Total dose

Fluxgate magnetometer DC to 10 Hz magnetic field

Search coil magnetometer 5.6 Hz to 10 kHz magnetic field

Thermal plasma probe DC to 1 kHz electric field

Passive plasma sounder 5.6 Hz to 400 kHz electric field
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process to BiCMOS and implementing HBTs along with CMOS transistors. The
benefits are of course the ability to design with both transistors on the same die and
using the advantages of each for particular subsystems. For space application,
however, HBTs have shown higher inherent radiation tolerance compared to MOS
transistors. This chapter lists several examples found in the body of knowledge on
results obtained for BiCMOS processes in terms of radiation tolerance. These
results are introductory to the sections describing the actual effects from radiation,
cumulative and single events, and the mechanisms in CMOS and BiCMOS tran-
sistors that lead to failures or unexpected circuit operation. It is important to dif-
ferentiate between the two if space applications and electronic warfare through the
use of satellites and supporting equipment in space are to be employed.
Radiation-hardening of electronic devices is costly and places additional limitations
on the system in terms of size, weight and technology. Although currently
radiation-hardening techniques are widely used as an extra barrier against incident
radiation, which is highly advisable to ensure operability in space (or at least to
decrease the probability of failure), there are also inherent advantages when using
HBTs. This book does not advise against using radiation-hardening, but aims to
highlight the benefits of using HBTs in space and for SEW. Optoelectronic devices
also suffer from radiation effects and require radiation-tolerance enhancement when
used for SEW and these effects are briefly listed in this chapter. Several space
radiation effects programs at universities and institutions focusing on space appli-
cations are available on the internet and it is advisable to visit these pages to
determine the type and intensity of radiation at the planned orbit.
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Chapter 8
Microwave Photonics: Complementing
Light-Wave Technology with High-Speed
Electronics

8.1 Introduction

A discipline that is fast emerging as an important component in modern high-speed
data-transfer and communications technology is microwave photonics (MWP).
MWP studies and applies the interaction between microwave and optical waves
(light- and radio-waves) for high-speed applications, typically aimed at the
millimeter-wave (mm-wave) frequency spectrum. Conversely, the transmission of
analog microwave signals over optical fiber is known as radio-over-fiber (RoF) and
utilizes the advantages of optical fiber in terms of high bandwidth, low signal
losses, reduced size, weight and cost (per unit bandwidth) and immunity to EMI
(Wiberg 2008). MWP also enables the realization of key functionalities in micro-
wave systems such as

• high-order filtering,
• arbitrary waveform generation,
• frequency up- and down-conversion, and
• instantaneous measurement of functions that either require complex electronic

circuitry or might be impossible to achieve in the RF domain (IDST 2016).

The RoF technique modulates the RF sub-carrier (used to modulate the baseband
signal, typically in the GHz range) onto an optical carrier (able to accommodate
several GHz carriers on a typically THz optical carrier) for distribution over a fiber
network. By combining various RF sub-carriers on a high-bandwidth optical car-
rier, multiple RF signals carrying information at different frequencies can simul-
taneously be transmitted across an optical fiber to a central location; the primary
difference here being that the central location can convert all these signals from a
single fiber, where traditional methods require a channel or a medium for each RF
carrier. If, for instance, a WiFi signal, cellular transmission and LTE data are
transmitted at the same time, all these signals can fit onto a single optical carrier and
be transmitted via the fiber simultaneously over large distances.
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The relatively recent commercialization of fiber-optic technology to provide
global access to broadband internet and television to residential areas and busi-
nesses (especially prevalent in developed countries rolling out fiber-to-the-home
(FTTH) and becoming more commonplace in certain developing countries) shows
that there is significant driving force behind this technology. From a military per-
spective, in EW for example, fiber-optic communications systems are effective
components for current and future applications such as

• EW decoys, jammers and receivers,
• signal intercept and recognition,
• location services,
• combat identification,
• signal acquisition, and
• point to multi-point direction finding.

A light-wave is essentially an electromagnetic wave, so it has an internal
oscillating frequency. The wavelength of the light typically used in commercial and
military applications has extremely high frequencies. A 1 μm wavelength
light-wave translates to approximately a 300 THz oscillation frequency, whereas a
12 μm light-wave translates to about 25 THz. The advantages of speed and
bandwidth that come with the inherent oscillation frequency of light also have
trade-offs when considering the electronic circuits that are required to process this
information, ideally at the same speed. Current microelectronic components are
unable to process data at these high-THz frequencies and are limited by the
switching speeds of the active components such as transistors. This means that the
data should possibly be up- and down-converted on the transmitting and receiving
side for the sake of the electronic equipment. This is unfortunate when working in
the infrared spectrum where lasers and radiation-detecting photodetectors already
operate in military applications such as radar, communication, laser rangefinders
and laser detonators and in various commercial applications.

MWP aims to make use of the already integrated optical and electrical equip-
ment, which has proven critical in many applications and implements techniques to
integrate both domains on small, lightweight and low-power systems. Integrated
microwave photonics (IMWP) apply integrated photonics and electronics to
microwave photonics systems on a single substrate and has been successfully
presented in materials such as InP, silicon-photonics, LiNbO3 and Si3N4. Typical
system components used in MWP and IMWP include lasers, modulators, pho-
todetectors, optical amplifiers, optical switches and optical filters, along with pas-
sive components such as couplers, splitters and delay lines.

Another advantage of MWP apart from its high bandwidth capabilities is that it
is tunable over a large frequency range. A change in light-wave wavelength of 1 nm
when shifting the laser threshold current (see Chap. 2) translates into a 300 GHz
change in frequency. This level of tunable oscillation can be useful if implemented
correctly. Controlled variable oscillations in electronic jamming equipment, func-
tion generators, phase-locked loops and frequency synthesizers have long been
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critical components in various electronic systems, traditionally realized by the
VCO. These oscillators, depending on their topology, are typically defined by their
tuning range, tuning gain and phase noise; low phase noise is required in a VCO.
The ability to modulate a baseband signal onto a carrier generated by a light-wave
has distinct bandwidth and tuning advantages and this chapter explores the tech-
niques used to realize purely optoelectronic oscillators (OEOs) for MWP systems.
In electronic jamming equipment in EW, a large tuning range of the local oscillator
is beneficial, as it allows jamming over a large spectrum. Since MWP is a com-
bination of photonic and microwave technologies, the viability and performance
limitations of enabling microelectronic technologies are explored in this chapter
along with the unsurpassed advantages of light-waves.

8.2 Distinguishing Between the Microwave and Optical
Domain

MWP is a relatively new discipline, active for approximately the past 20 years
(Jäger 2009), using photonics to generate, process, control and distribute micro-
wave signals. Applications of MWP include radar, missile guidance, antenna
arrays, astronomy, spectroscopy, high-speed communication, wireless sensor net-
works, increased performance of traditional EW systems and instrumentation (Yao
2012) such as medical imaging, since certain THz radiation is not harmful to
biological samples. Figure 8.1 summarizes MWP by displaying its fundamental
components, the typical tasks required from an MWP system and also the appli-
cations where MWP has had a large influence in recent years.

Figure 8.1 shows, at the top, a basic Venn diagram of the core components that
define MWP. As the name suggests, these core components are optical light-waves,
typically transported by optical fibers, combined with more traditional radio-wave
wireless links to process and transmit data. Combining optical technology with
high-speed electronic components, such as devices manufactured in SiGe for
example, present many advantages in terms of high-speed data processing, low
noise and low susceptibility to interference, as well as long-distance transmissions.
Light-waves travel at the speed of light, which makes them ideal to send infor-
mation between two points with very short delays; having the ability to process
information at the transmitter and receiver with microelectronic circuits without the
need to down-convert the data-rate makes MWP a contender in various applica-
tions. Figure 8.1 furthermore shows the typical tasks required from microwave
photonics systems where these tasks must be shared between the optical and the
microwave domains. These tasks include the generation of high-frequency signals,
processing and manipulating the data to achieve a usable format, distributing the
data from a transmitting device to a receiver and converting the received data into a
format that the receiver can display or store. At the bottom of Fig. 8.1 are the
typical applications that can benefit, and already benefit from, MWP systems. These
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disciplines or applications include radar systems, high-speed communication,
sensor networks, EW and instrumentation.

Microwave photonics technology, as applied to EW systems, involves the
modulation of broadband RF signals onto an optical carrier for transmission
through fiber-optic links or guided-wave optical devices for signal processing. The
optical signals are usually converted back to electrical signals for further processing
either in the analog or digital domains (Aulakh 2013). The ability to distribute
broadband signals is becoming more relevant to EW receivers because of the
emerging trends in contemporary radar technology requiring larger amounts of
information being transmitted between the source and the target. The major trends
are the emergence of mm-wave threats transmitting, in particular between 32 and
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Fig. 8.1 Simplified Venn-diagram (top) indicating microwave photonics domain; required
techniques to realize microwave photonic communication (center) and typical applications of
microwave photonics (bottom)—adapted from Yao (2012)
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36 GHz, and radars employing low probability of intercept (LPI) techniques. The
ability to transmit the full received bandwidth to on-board receivers, rather than
processing at the antenna location, is a key enabling technology in the detection and
characterization of LPI emitters. While the term LPI is used to describe a wide
range of radar techniques, many of these systems employ very low power and use
spread spectrum techniques involving complex modulation schemes. Accurate
analysis and classification of these threats require high-speed digitization and digital
signal processing. While down-conversion and digitization at the antenna location
are possible, practical considerations such as power consumption, clock distribution
and electromagnetic interference make implementation difficult. It is in these
applications that photonic distribution can become the optimum solution (Aulakh
2013).

Generating light-waves at frequencies compatible with microelectronic compo-
nents involves beating two light sources together and using the resultant signal, a
frequency-difference between the frequencies of the original source. This technique
is discussed in the following section.

8.3 Two Light Sources; One Microwave Frequency

The biggest advantage of microwave photonics lies in its ability to generate
high-frequency (in the THz spectrum) and frequency-tunable signals by beating two
optical waves at a photodetector (Rolland et al. 2011). SiGe comes to mind when
discussing optical signal detection and high-frequency analog signal processing on
integrated solutions (on the same wafer).

If two coherent light-waves of marginally different frequencies are concurrently
incident on a photodetector, they yield a photonic signal modulated at a frequency
Δf, a technique that is called optical heterodyning and reviewed here. This resultant
frequency is called the beat note or beat frequency and can be observed, depending
on whether the process meets some criteria. Before discussing the technique and the
mechanisms to achieve optical beating, the criteria that must be realized to observe
the beat frequency are summarized:

• The spatial distributions of the two light fields must overlap and must not be
orthogonal.

• The polarization states must not be orthogonal.
• The optical frequency difference must be within the bandwidth of the

photodetector.
• The wavelengths of both light signals must be within the range where the

photodetector is light-sensitive.

Once these criteria have been met, optical beating can be realized at a pho-
todetector. Optical beating allows microwave frequencies to be generated in the
THz and high-GHz band and is limited only by the bandwidth of the photodetector.
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For example, in order to generate a microwave signal at 1 THz, consider the
following two optical waves: If the first wave of wavelength λ1 of 1.55 µm,
therefore having a frequency f1 of 193.4 THz, is combined with a second
light-wave with λ2 of 1.542 µm, therefore f2 of 194.4 THz, the beat frequency is
equal to

Df ¼ f1 � f2 ð8:1Þ

resulting in Δf = 193.4–194.4 THz = 1 THz. If f1 is detuned slightly, for example
by 0.8 nm, the resulting beat frequency changes by a significant 100 GHz (Iezekiel
et al. 2015). This example shows the significance of optical beating to generate
highly tunable and stable microwave signals using optical waves; it also shows the
large dependence on the stability of the laser diode in terms of its frequency output,
which can change with variables such as temperature. A disadvantage of this
technique is that the generation of the microwave signal at a frequency equal to the
difference between the two optical signals inherently produces high phase noise,
since the two signals are uncorrelated. Phase noise is specified in dBc/Hz at a
specified offset frequency. For instance, an arbitrary phase noise figure of
−150 dBc/Hz means that for 1 Hz bandwidth, at a specified offset frequency
(typically 10, 100 kHz or 1 MHz) from the carrier frequency f0, the single sideband
noise power is 10−15 of the total signal power. Modeling phase noise in an oscil-
lating circuit is typically presented using Leeson’s model (Leeson 1966). The
expression to determine the phase noise of an oscillating signal is given by

L 2pfmf g ¼ 10 log
f0

2QLfm

� �2

þ 1

" #
� FkT

P
� fc

fm
þ 1

� �" #
ð8:2Þ

where fm is the offset frequency (measured at 1 MHz) from the carrier f0, L{2πfm} is
the noise level at fm in dBc/Hz, QL is the loaded quality factor of the oscillator tank
circuit, k is Boltzmann’s constant at 1.38 × 10−23 J/K, F is the noise factor, T is the
operating temperature, P is the carrier power in mW and fc is the corner frequency
for flicker noise. Various techniques to generate low phase noise microwave signals
exist and are categorized in three main classes, namely optical injection locking,
optical phase-lock-loops and generating microwave signals using external modu-
lation. These techniques fall outside the scope of this book and are presented in
more detail in the work of Yao (2012).

Essentially, an MWP system comprises the same core components as a tradi-
tional communication system. These components, however, differ in their func-
tionality, frequency requirements and the domain in which they operate (optical or
microwave). These core components include the source, channel, amplifier and
receiver stages. MWP systems have changed in their architecture, topology, func-
tionality and efficiency since first being realized, but the fundamental principle of
these systems has remained unchanged from first-generation systems. An example
of a first-generation microwave photonics receiver is shown in Fig. 8.2. The system
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shows how a microwave signal is received and used in an MWP system to relay the
received information at high speed across an optical fiber channel.

Figure 8.2 shows a simplified MWP system where an incoming microwave
wireless signal is received at an antenna, filtered to remove any unwanted spurious
signals and amplified by the low-noise amplifier in preparation for its conversion to
the optical domain. This signal is fed to an electrical-to-optical converter (E/O) and
the resulting optical signal is distributed to the end-point through an optical fiber. At
the receiving site the optical signal is converted back to an electrical signal with the
optical-to-electrical converter (O/E) and if necessary (depending on the operating
speed limitations of the electronic components) down-converted and processed
based on the final requirements of the system and the required format of the data.
An important consideration to take note of is that during the stage where the
electronic signal is converted to its optical equivalent, the possibility of combining
several electronic signals of limited bandwidth into a single optical signal with
significantly superior bandwidth enables large chunks of information to be sent
across the fiber medium. A schematic representation of this technique, called
sub-carrier multiplexing is given in Fig. 8.3. Figure 8.3 only shows the transmitting
side of a communication system for simplicity; at the receiver side, the inverse of
the representation can be used to present the reverse process.

E/O and O/E are essentially lasers as reviewed in Chap. 2 and perform optical
detection with photodetectors as reviewed in Chap. 6. Figure 8.4 summarizes these
processes in a simplified optical data communication system.

As shown in Fig. 8.4, the electrical input signal, either an analog or digital
representation of the data, is amplified by the driving circuitry of the laser. This
generated light pulse is transmitted, ideally through a low-loss optical medium such
as an optical fiber, to the receiver. A photodetector receives the incident incoming
light pulses and a transimpedance amplifier converts these signals to usable voltage
signals, which recreates the input signal back to its electrical equivalent at the
output. The frequency of the signal received by the photodetector depends on the
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Fig. 8.2 Simplified diagram of a typical, first-generation, microwave photonics system
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carrier frequency at which it is modulated (mixed), typically achieved by the local
oscillator of the electronic modulator. In MWP, an OEO can modulate the baseband
signal at much higher frequencies, comparable to the frequency of the light-wave
itself. These frequencies are typically higher than can be processed by current
electronic equipment, spanning hundreds of THz for typical IR light-waves, except
if the two frequencies are beaten together to generate a lower frequency, as dis-
cussed in the following section.

f1
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data 2

fn
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Modulator

Laser 
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Fig. 8.3 Functional representation of multiple RF carrier-modulated baseband data signals
multiplexed onto a single, extremely high-frequency optical carrier transported across a fiber. At
the receiver side, a similar procedure is followed but inverted to de-multiplex the individual signals
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Fig. 8.4 Optical data communication system showing the essential components required for
electrical-to-optical conversion (left) and optical-to-electrical conversion (right)
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8.3.1 Achieving THz Microwave Signals

To beat two optical frequencies together, two separate light-waves with frequencies
ω1 and ω2 (where ω = 2πf and f is specified in Hz) are required. These light-waves
can be realized by lasers for example, making them ideal for small, lightweight and
relatively low-power devices. Figure 8.5 shows the basic arrangement required to
beat two optical frequencies.

As shown in Fig. 8.5, two optical sources, laser diodes for example, with dif-
ferent optical frequencies are required to achieve optical beating. The optical signals
from these two sources are combined in an optical coupler and fed to a photode-
tector, which is used to convert the optical signal to its electrical equivalent at the
resultant frequency. This technique forms the basis of optical signal generation,
where the optical frequency can be varied substantially, depending on the
requirements of the application. Before discussing the optical beating technique in
further detail, the optical coupler component critical to achieving the output light at
frequency ω2 − ω1 is reviewed.

8.3.2 Optical Couplers

Fiber- and integrated optical couplers are crucial components in photonics and
specifically in microwave photonics applications. Optical couplers are typically
passive devices used to distribute light entering the device to various configurations
of outputs, depending on the wavelength and polarization. These components are
generally four-port devices and their operation depends on distributed coupling
between two individual waveguides in close proximity, resulting in gradual power
transfer between modes supported by both these waveguides. This power transfer
and cross-coupling at the coupler output ports can essentially be described as the
beating between Eigen modes of the composite two-waveguide structure along the
length of the composite coupler cavity. Fiber-optic coupler definitions that should
be understood in order to effectively define optical couplers include (adapted from
AFOP 2002):

• Center wavelength: As with many electronic and optical components, the per-
formance of the system is dependent on the wavelength of operation. The
frequency of the incoming signal is typically a limitation of any system and the
electronic or optical components must be able to compute incoming data at the
speed at which the data arrive at its input. In the case of optical couplers, the
devices are generally specified over a specific wavelength window and in some
cases can be specified over multiple wavelength windows. The nominal
wavelength of the optical coupler is the center wavelength of the specified
window(s).

• Bandpass [Hz]: The bandpass of the optical coupler is the range of wavelengths
at which the coupler is guaranteed to operate nominally.
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• Coupling ratio (splitting ratio) [% of output power at the center wavelength]:
The ratio of the optical power from one output port of the coupler to the sum of
the total power from all input ports.

• Excess loss [dB at the center wavelength]: The ratio of the optical power
launched at the input port of the optical coupler to the total optical power
measured from all output ports is known as the excess loss.

• Insertion loss [dB at the center wavelength]: The ratio of the optical power
launched at the input port of the optical coupler to the optical power from any
single output port is called the insertion loss.

• Uniformity [dB]: The uniformity is the measure of how evenly the output power
is distributed at the output ports of the optical coupler.

• Directivity (near-end isolation or near-end crosstalk) [dB]: The ratio of the
optical power launched into an input port to the optical power returning to any
input port is called the directivity.

• Return loss [dB]: The ratio of optical power launched into an input port to the
optical power returning to the same input port is known as the return loss.

• Reflectance: The reflectance is similar to return loss but is specified as the
negative quantity of return loss.

• Wavelength isolation (far-end crosstalk) [dB]: The ratio of the optical power at
the two output ports of a de-multiplexer.

Optical fiber coupling is typically a passive device and most fiber coupling
systems use fused bi-conical taper technology. This discussion is adapted from
Alegria (2001). For this process, two parallel fibers are positioned close to each
other, annealed and drawn by a micro-machine to form a bi-conical narrowing tube.
Figure 8.6 represents a typical four-port fused fiber-coupler system.

Figure 8.5 shows the four-port optical coupler configuration, a 2 × 2 coupler
system (two inputs and two outputs). In Fig. 8.6, LC is the coupling region and
comprises two tapered regions, LT1 and LT2; the coupler waist is denoted by LW. If a
beam of light is launched into Port 1, the normalized field amplitudes A1(0) and
A2(0) of the even (Ae) and odd (Ao) Eigen modes at the input, therefore at z = 0, can
be approximated by

Laser diode 1

Optical coupler Photodetector

ω1

Laser diode 2 ω2

ω2-ω1

Fig. 8.5 Simplified diagram for beating two optical frequencies to produce a microwave/electrical
output signal
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Ae 0ð Þ ¼ A1 0ð ÞþA2 0ð Þffiffiffi
2

p ð8:3Þ

and

Ao 0ð Þ ¼ A1 0ð Þ � A2 0ð Þffiffiffi
2

p : ð8:4Þ

For single-port excitation, A1(0) = 1 and A2(0) = 0 or A1(0) = 0 and A2(0) = 1 and
in this case the even and odd Eigen modes are equal, given by

Ae 0ð Þ ¼ Ao 0ð Þ ¼ 1ffiffiffi
2

p ð8:5Þ

and if light is launched into only one port of a 2 × 2 port device, it excites the
lowest-order (even and odd) Eigen modes along the region where coupling takes
place equally. Two Eigen modes propagate adiabatically along the entire coupling
region with propagation constants βe(z) and βo(z) respectively (Alegria 2001). The
beating between these two modes is responsible for the coupling laterally with the
optical coupler. The propagation total electric field at z is described by

Et zð Þ ¼ Ee zð ÞþEo zð Þ ð8:6aÞ

such that

Et zð Þ ¼ Ae zð Þe�i
R z

0
be nð Þdn þAo zð Þe�i

R z

0
be nð Þdn ð8:6bÞ

where during adiabatic propagation of the light waves, the even and odd Eigen
modes retain their respective amplitudes and vary only their relative phase. This
results in spatial beating along the coupler waist and power redistribution between
the individual waveguides comprising the optical coupler. The peak field amplitudes
for each individual waveguide along the coupling region can be approximated by

Port 1

Port 2

Port 3

Port 4

LC

LW

LT1 LT2

Fig. 8.6 Simplified four-port optical coupler schematic
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E1 zð Þ ¼ Ee zð ÞþEo zð Þffiffiffi
2

p ¼ cos
1
2
/ zð Þ

� �
e�i12

R z

0
½be nð Þþbo nð Þ�dn ð8:7Þ

and

E2 zð Þ ¼ Ee zð Þ � Eo zð Þffiffiffi
2

p ¼ �i sin
1
2
/ zð Þ

� �
e�i12

R z

0
½be nð Þþ bo nð Þ�dn ð8:8Þ

where ϕ(z) is the relative accrued phase variance of the even and odd Eigen modes
and βe and βo are the odd and even propagation constants. The equivalent nor-
malized peak power of the individual waveguides is given by P1(2) = |E1(2)|

2 where

P1 zð Þ ¼ cos
1
2
/ zð Þ

� �2
ð8:9Þ

and

P2 zð Þ ¼ sin
1
2
/ zð Þ

� �2
ð8:10Þ

and the strength of the interaction between the Eigen modes can be described by k
(z) where

k zð Þ ¼ be zð Þ � bo zð Þ
2

ð8:11Þ

and the minimum interaction length of the coupler to induce constructive inter-
ference is determined by

Lb ¼ 2p
be � bo

ð8:12Þ

to ensure that the two Eigen modes are again in phase after travelling the distance of
Lβ. The mathematical derivations to achieve optical beating and the resulting
light-wave frequency are discussed in the following section.

8.3.3 Optical Beating

A microwave signal can be generated by beating the longitudinal modes of a
mode-locked laser where the phases of the longitudinal modes are identical (Deng
and Yao 2006). The mathematical expression of the output of a mode-locked laser
is given by
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E tð Þ ¼
XN
p¼0

Ap cos x0 þ p:xcð Þtþ h0½ � ð8:13Þ

where E(t) is the electrical field of the laser output in W/cm, N is the number of
longitudinal modes in the laser, ωc is the frequency spacing between adjacent
modes and Ap and ω0 + p.ωc are the amplitude and frequency of these modes. The
longitudinal modes in a laser cavity are the solitary frequencies that are
self-regenerating and permissible to oscillate in the cavity where all additional
frequencies are attenuated by destructive interference. In, for example, a
plane-mirror laser cavity, the permissible modes must be a multiple of half the
wavelength of the light, given as

L ¼ qk
2

ð8:14Þ

where L is the length of the cavity, q is an integer value known as the mode order
and λ is the wavelength of the light-wave. The frequency separation between two
adjacent modes Δv is given by

Dv ¼ c
2L

ð8:15Þ

where c is the speed of light in m/s. Therefore, if two laser beams are emitted
continuously at respective frequencies separated by c/2L, the light output due to
interference of the two waves will be modulated by a sinusoidal term, with a
frequency c/2L. This modulation is typically very fast, relating to a few nanosec-
onds for a one-meter-long cavity and can only be detected by a sufficiently sensitive
photodiode or frequency-comparable oscillator. This technique forms the basis of
optical beating resulting from interference between light beams with different fre-
quencies, called optical heterodyning or photo-mixing in photodetectors.

8.3.4 Optical Heterodyning

The central physical characteristic in photonic THz OEOs is to down-convert the
optical frequency of IR light to the lower-THz domain by using a
frequency-sensitive photodetector. The technique of optical heterodyning is based
on the wave equations for a wave in a plane travelling in the x-direction in space,
given its first principles by Iezekiel et al. (2015)

@2y
@x2

¼ 1
c2

@2E
@t2

ð8:16Þ
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where c is the speed of light (the optical light-wave) and E is the electric field. The
same form is valid for the magnetic field B, since both the electric and magnetic
fields are perpendicular to the direction of travel. The wave equation for electro-
magnetic waves arises from Maxwell’s equations and the form of a plane wave
solution for the electric field is given by

Eðx; tÞ ¼ E0 cos k:x� xtð Þ ð8:17Þ

where E0 is the amplitude of the magnetic field, k is the wave-vector and ω is the
angular frequency. The magnetic field can be represented by

Bðx; tÞ ¼ B0 cos k:x� xtþ/ð Þ ð8:18Þ

where ϕ is the phase difference between the electric and magnetic field. Since the
electric field and magnetic field follow sinusoidal behavior and are always in phase,
when solving the partial derivatives of (8.17) and (8.18), the relationship

E
B
¼ c ð8:19Þ

holds true on all accounts. To determine the optical beating frequency, assume the
two optical light-waves E1(t) and E2(t) are defined by (Yao 2012)

E1 tð Þ ¼ E01 cos x1tþ/1ð Þ ð8:20Þ

and

E2 tð Þ ¼ E02 cos x2tþ/2ð Þ ð8:21Þ

where E01 and E02 are the amplitude terms, ϕ1 and ϕ2 are the phase terms of the two
optical waves with time (t) dependence and ω1 and ω2 are the angular frequencies
for the two waves, respectively. Pointing vectors define the intensities of the
constituent waves (I1 and I2), where

I1 ¼ 1
2

ffiffiffiffiffiffiffiffi
ere0
l0

r
E1j j2 ð8:22Þ

and

I2 ¼ 1
2

ffiffiffiffiffiffiffiffi
ere0
l0

r
E2j j2 ð8:23Þ

are true if the two incident optical waves have equal polarization and are perfect
plane waves. The resulting electric field E0 of the optical interference signal is
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EOj j2¼ E1 þE2j j2¼ E1j j2 þ E2j j2 þE1E
�
2 þE�

1E2 ð8:24Þ

which becomes

EOj j2¼ E1j j2 þ E2j j2 þ 2 E1j j E2j j cos x2 � x1ð Þtþ /2 � /1ð Þ½ �: ð8:25Þ

The intensity of the electric field incident on a photodetector is found by

IO ¼ I1 þ I2 þ 2
ffiffiffiffiffiffiffi
I1I2

p
cos x2 � x1ð Þtþ /2 � /1ð Þ½ � ð8:26Þ

where the phase of the electric field is determined by

/ tð Þ ¼ tan�1 Im½E tð Þ�
Re½E tð Þ�

� �
: ð8:27Þ

If this optical interference signal is launched into a photodetector, a photocurrent
IPD is generated, which can be expressed as

IPD ¼ g0
q
hf1

P1 þ g0
q
hf2

P2 þ 2gfc
q
h

ffiffiffiffiffiffiffiffiffiffi
P1P2

f1f2

s
cos x2 � x1ð Þtþ /2 � /1ð Þ½ � ð8:28Þ

where q is the electron charge and P1 and P2 denote the optical power levels of the
two constituent optical input waves. The photodetector DC and high-frequency
quantum efficiencies are represented by η0 and ηfc respectively, and both are
dependent on frequency. By further assuming, for simplicity, that the optical input
waves have equal power, the photodetector current can be derived by

IPD ¼ 2g0
q
hf1

Peq þ 2gfc
q
h
Peq cos 2pfc þD/ð Þ ð8:29Þ

where fc = f2 − f1, Δϕ = ϕ1 − ϕ2 and (8.29) is the fundamental equation describing
optical heterodyning in a photodetector. This photodetector current is amplified and
converted to a voltage in the TIA, as discussed in Chap. 4. The resultant signal is
applied to various MWP systems, utilizing the optical signal carrier frequency in
fiber-wireless applications.

8.4 Fiber-Wireless Networks

In regions where radio-wave transmissions are impractical or not secure or where
temporary high-speed communication is required, typically in warfare applications,
dense wave division multiplexing (DWDM) is employed to create open-air trans-
missions similar to microwave data transmission technology, but by using light
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rather than radio waves to transmit data. An mm-wave fiber-wireless system, for
example, has the advantage of high bandwidth occupation in an unlicensed spec-
trum available for scientific research (radio astronomy and remote sensing),
telecommunications (WiFi and future 5G implementations), weapons systems
(radar and active denial systems), security screening and medicine (un-intrusive
radiation for diseases). A hybrid architecture combining mm-wave signal transfer
and the high-bandwidth capabilities of optical fiber leads to optically fed mm-wave
wireless technologies, also known as fiber-wireless networks. The transport of
mm-wave wireless signals over an optical link can be done by three main mech-
anisms, namely RF-over fiber, IF-over-fiber and baseband-over-fiber. These three
mechanisms are reviewed in the following sections.

8.4.1 RF-over-fiber

RF-over-fiber essentially allows the high-frequency, high-bandwidth mm-wave
carrier frequencies to be directly transported over a fiber connection. Therefore, it
does not require any frequency translation at a base station and the mm-wave signal
is externally modulated on the optical carrier wavelength, generating an optical
double-sideband modulated wave. High-speed photodetectors are required to
recover the wireless (mm-wave) signals at the receiver and demodulate the infor-
mation signal back to its original form. Since no frequency translation is required,
this method significantly reduces circuit complexity, but it also imposes design
constraints and drawbacks. The most significant complexity arises from generating
mm-wave local oscillators with microelectronic circuits. These circuits must be able
to modulate the mm-wave signals with precision, stability and low noise and also
demodulate the signals back to the mm-wave spectrum at the receiver. This places
stringent design limitations and inevitably higher cost and specialized design
techniques on the modulators and detection equipment. Operating in the 60 and
77 GHz frequency spectrum requires many current technology nodes to operate
well within their maximum operating conditions and is typically avoided, especially
in military applications where stability and accountability are required. To lessen
the rigorous requirements on the electronic equipment in fiber-wireless networks,
the mm-wave signals can be down-converted to longer wavelength, intermediate
(IF) frequencies before being transmitted through the optical medium.

8.4.2 IF-over-fiber

Implementing IF-over-fiber rather than RF-over-fiber relieves the electronic com-
ponent from its high-speed requirement, but this method also increases the com-
plexity of the system and reduces the opportunity for expansion at a later stage. In
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order to down-convert the mm-wave signal to an intermediate value, defined by the
system requirements and/or communication standards, requires a stable LO to be
introduced into the system. The LO interacts directly with high-speed mixers to
modulate the RF signal to a lower carrier frequency. A major advantage of this
method, apart from being able to use matured and cost-effective technologies due to
the lower frequency requirements, is that lower levels of chromatic dispersion are
observed in the optical medium, leading to smaller pulse spreading at the receiver.
Chromatic dispersion is due to different wavelengths (since light sources emit light
at different wavelengths by definition) travelling at different velocities through an
optical medium and is much more prevalent at higher frequencies. The delay
perceived by varied wavelengths causes pulse spreading, a function of the length of
the fiber and the wavelength. At a constant length, shorter wavelengths undergo
higher effective pulse spreading. The wavelength dependence is seen from the
power distribution P(f) equation given by

P fð Þ ¼ cos
pLD
c

k2c f
2

� �� �2
ð8:30Þ

where L is the length of the optical fiber, D is the group-delay dispersion parameter,
λc is the wavelength of the optical carrier, f is the microwave frequency and c is the
velocity of light in a vacuum (Yao 2012). To reduce the effects of chromatic
dispersion further and decrease the stringent requirements on the technology used,
baseband-over-fiber can be implemented to transport wireless information across an
optical fiber.

8.4.3 Baseband-over-fiber

The alternative to RF-over-fiber and IF-over-fiber is to send the baseband data
(unmodulated) directly across the optical medium towards the base station, where
the signal is further processed, i.e. up-convert the baseband data to be wirelessly
transmitted on an mm-wave carrier. Essentially the base-station electronic equip-
ment is significantly reduced in terms of cost and complexity; however, the
receiving station requires more complex equipment to process the incoming data.
Chromatic dispersion is at a minimum when using this technique but the available
bandwidth in the fiber-optical medium is underused, although many baseband
signals can be multiplexed onto the fiber network. Optical communications gen-
erally have an advantage over microwave communications in terms of high-quality
cumulative bit rates and long-distance transmission. The modulation and multi-
plexing schemes to harness these advantages efficiently require somewhat different
considerations compared to traditional RF schemes.
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8.4.4 Modulation

Optical modulation concerns the techniques to superimpose information, whether
from baseband, IF or RF, onto an optical carrier that is transmitted through an optical
medium. Two main techniques modulate high-frequency electrical/microwave sig-
nals onto an optical carrier, namely direct and indirect methods (Breed 2007). Direct
methods generally require modulation applied directly to the source of the
light-wave, whereas indirect methods only manipulate the light beam.

Direct modulation requires that the laser diode be modulated at very high fre-
quencies, therefore be switched on and off by external circuitry at the rate of the
modulation frequency. This method introduces high mechanical and thermal stress
in the laser diode and can potentially wear out the laser diode. The modulation rate
is also limited by the frequency capabilities of the switching circuitry; although it is
possible to achieve high-GHz rates with modern technology, this method is still a
limitation when compared to the available optical bandwidth. The laser diode
transient response time is another limitation of this technique; rapid successive
on-off commands to the laser diode depend on the manufacturing technique,
intrinsic capacitance and drift times.

Indirect modulation uses a continuous light beam and modulates the light by
allowing it to pass through an external medium or forbidding it. This technique
introduces lower SNR compared to the actively switching laser diodes in direct
modulation. The technique is, however, more complex in terms of required com-
ponents to achieve external modulation of the continuous light-wave.
Improvements to this technique are allowing the light source and modulation
medium to be integrated on a single wafer, also allowing active control circuitry in
close proximity to the source and modulator, further decreasing the added noise.

8.4.5 Multiplexing

A multiplexer is a device that combines multiple analog or digital input signals into
a single line of transmission (Winzer 2009). De-multiplexers at the receiving end of
the transmitted stream perform the inverse task and decompose the stream into its
individual components. Multiplexing effectively enhances the efficiency of band-
width usage in a given system by the number of data streams. Optical multiplexer
and de-multiplexer systems are essentially passive optical filters arranged to process
specific wavelengths in and out of the transport system, typically an optical fiber.
The process of filtering the wavelengths can be achieved by prisms, thin film filters,
dichroic filters or interference filters. These materials selectively reflect a single
wavelength of light and allow other wavelengths to pass freely; they are therefore
transparent to these wavelengths. Each filter is specifically tuned for a specific
wavelength (Winzer 2009).

252 8 Microwave Photonics: Complementing Light-Wave Technology …



Various multiplexing techniques for light-waves can be used. These include
optical time division multiplexing, wavelength division multiplexing (WDM),
coarse wavelength division multiplexing, DWDM and code division multiplexing.
The advantages of optical multiplexing are high bandwidth and data throughput
opportunities, low attenuation, low propagation delay and low BER.

WDM is in principle similar to frequency division multiplexing, but is applied
only to optical signals. This multiplexing technique (also true for all other types of
optical multiplexing) increases the capacity of a network without the requirement of
adding physical optical fibers in the system. With optical multiplexing, several
generations of technology development can be accommodated, which increases its
popularity in telecommunications and other permanent network fixtures.

The following section reviews the realized and potential applications of MWP,
specifically in EW, and reviews these possibilities taking into account the optical
and electrical requirements.

8.5 MWP EW Applications

The traditional means of transmitting and processing data and information in EW
systems has been challenged by the emerging MWP fiber-wireless transmission
technology and integrated photonics. The performance improvements and addi-
tional benefits of optical communication cannot be ignored, as is seen in many
commercial applications such as FTTH internet connectivity, which is receiving
large investments and a capital drive to realize it globally. Similarly, in military
applications, these advantages can be harnessed and implemented in traditional
systems to improve bandwidth capabilities and decrease the chance of signal
interference or signal intercept, yielding improved signal security. Applications that
can benefit from MWP in EW are mission-critical fiber-based RF communications,
positioning systems, telemetry, radar, jamming countermeasures and electronic
support, to name a few. In military applications there are several vital factors that
are not necessarily equally imperative in commercial applications. These include

• data and transmission security,
• integrated system flexibility,
• scalability, and
• survivability.

“RF-over-fiber technology offers unprecedented performance and mechanical
advantages for radar, SATCOM, JTRS/SDR platforms, navigation, and
SIGINT/COMINT/ELINT technologies. Delay lines are a key component to many
EW, radar and telemetry systems for calibration and timing” (Fulton 2003). Fulton
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(2003) lists various EW applications that benefit from MWP, specifically
RF-over-fiber. These benefits, along with additional examples, are adapted and
presented briefly in the following list.

8.5.1 Remote Transmitters

In a remote transmitter scenario, it is assumed that very little to no signal
pre-processing or signal pre-amplification is available before the microwave signal
is converted to the optical domain (Lindsay 1992). In such a situation, most of the
signal processing and amplification are done at the receiver side of the communi-
cations system. A typical example of remote transmitting is within the EW mast of a
military submarine, where the mast itself leaves little area available for signal
processing and complex circuitry, systems that potentially use up an entire room in
a standard-sized building. Not only is physical space a limitation, but also the risk
of water leakage in the event that the mast is damaged. It is therefore preferred to
house the crucial and mission-critical components in a more secure and less
exposed housing and to limit the signal processing that takes place in the mast itself.
This technique moreover makes the mast/periscope architecture with little to no
active electronic components in either the antenna or physical link

• secure,
• covert, since no electromagnetic leakage can be intercepted from the protruding

periscope, and
• reliable as a result of its resilience to EMI and its lower complexity.

The receiver, where the signal-processing and amplification are done, can be
located in a safe and spacious area that is hidden from the enemy, where EW
support is activated whenever the submarine is at periscope depth and mission tasks
such as

• threat warning to avoid counter-detection and collision,
• determining the number and location of targets, and
• conducting intelligence, surveillance and reconnaissance

can be undertaken with minimum electronic complexity at the transmitting antenna.
Since the mast only performs basic functions (no amplification) and the sensitivity
of a fiber-optic link would be relatively low in such a case when transmitting signals
with low amplitude, remotely deployable and expendable EW masts for submarines
can also be used where at least modulators and certain pre-amplifiers are connected
to a wideband antenna or antenna arrays. This deployable mast can rise to the
surface of the water to sample the electromagnetic environment without requiring
the submarine to rise to periscope level.

Another situation where fiber links can effectively be used in military applica-
tions is in a remote receiver scenario.
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8.5.2 Remote Receivers

Similar to the remote transmitter situation, but reversed in complexity in terms of
the transmitter and receiver electronic circuits, the remote receiver principle
assumes that very little to no signal processing is available at the receiver, but that
the transmitter is able to perform most of the signal pre-conditioning and amplifi-
cation. In such cases, link insertion loss becomes an important parameter because of
the lack of signal post-processing at the receiver. An example of such a situation in
EW is in an airborne towed decoy. The towed decoy is typically an anti-missile
countermeasures decoy with a launcher and launch controller situated on the pri-
mary aircraft. The towed decoy lures incoming RF-guided threats away from the
intended target by re-radiating decoy signals from its antenna. The primary
receiving antennas are situated in the aircraft and a fiber-optic link connects the
decoy and the signal-processing components in the aircraft. Signal amplification is
also performed in the aircraft and relayed to the towed decoy, where is it
re-radiated. In such a system, the signal pre-amplification and high input power
requirements lead to the requirement of low insertion loss between the aircraft and
the towed decoy. Directly modulated laser diodes are used to modulate the RF input
and the use of fiber-optic links to the towed decoy becomes more attractive if
impedance matching of the laser is also employed to further reduce insertion loss.
The advantages of a fiber link to a towed decoy are therefore (Lindsay 1992)

• reduced channelizing of the original RF signal,
• phase coherence of the re-radiated signal being maintained,
• low electromagnetic leakage from the tow cable, and
• minimization of circuit complexity by not having to use digital RF memory

owing to the low-loss characteristics of optical delay lines.

Another important application of fiber links in military environments is its use in
antenna remoting, where fixed antenna arrays are placed at a distance from the
central processing equipment and environmentally sensitive terminal stations
(Fulton 2003).

8.5.3 Antenna Remoting

Antenna remoting involves the transport of analog RF signals between a central
location where the primary signal processing occurs and remote antenna sites where
signal quality is low or completely invisible (Fulton 2003). With antenna remoting
it is therefore possible to deploy temporary, lightweight antenna sites placed in
accessible locations where the primary RF signal integrity is compromised.
Typically, the primary signal processing and RF transmission base station requires
large, permanent and high-powered transmitters, which cannot easily be relocated.
Antenna remoting through fiber-optical channels provides a convenient technique
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to repeat the signal without limiting the bandwidth performance and ensuring
secure and interference-robust implementations. In military radar systems, antenna
remoting allows the operators to be situated a significant distance from the primary
base station and RF antennas. Several remote antennas can be implemented across
large areas to increase the overall range from which the RF signals can be con-
trolled or received and analyzed, typically ideal for increasing battlefield commu-
nications coverage. Antenna remoting can also be used for fixed and tactical
satellite ground stations at IF for telemetry tracking, where fiber-optic links make it
possible to locate receivers at a convenient and safe distance from the primary
antennas while maintaining secure links between the systems (Fulton 2003).
Efficient, low-loss interfaces between the guided optical medium and the free-space
microwave link are also necessary for maximizing overall system performance
(Novak 2009). In order to support wideband fiber-optic antenna remoting links,
broadband antenna structures that can be directly integrated with optical transmit-
ters and receivers are typical requirements where the main challenges of overall
antenna bandwidth and efficiency of the RF photonic link are automatically
addressed by using light-waves and optical links (Novak 2009).

A somewhat more traditional approach with added benefits of using optical
technology is within network distribution and navigation in aircraft and naval
vessels.

8.5.4 Aircraft and Naval Vessel Information Distribution

Optical technology provides various advantages in aircraft and naval vessels that
are inherently exposed to high levels of potential EMI, have size and weight
constraints for many of their subsystems, requirements for network flexibility and
necessary adaptability. Data security and interference-tolerant systems are para-
mount in these applications and size and weight reduction directly translates to
longer flight times and reduced payload.

Fulton (2003) lists additional advantages of fiber links and fiber-wireless com-
munications in military applications, which include easy implementation of delay
lines using light-waves, replacing electrically matched and temperature-controlled
coaxial cables for phased array and direction-finding antenna arrays with optical
links, bandwidth and signal re-routing for secure cellular telephony and integrated
networks by fiber-wireless connections, as well as applications in jamming and
countermeasures. Manka (2008) also expands on the use of MWP links applied to
EW applications where the development of these systems relies heavily on
advances and requirements in the commercial telecommunications industry (in
contrast to where historically, the telecommunications industries and commercial
institutions depended on technology maturity from the military industry).
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8.5.5 Radar and EW Receivers

Future generations of radar aim to be primarily based on software-defined radio to
adapt to the increasingly variable electromagnetic environments and crowding of
the electromagnetic spectrum. These systems are required to operate at higher
carrier frequencies and therefore make use of smaller antennas (typically patch
antennas) and wide bandwidth operation to increase the resolution of the radar.
Microwave components typically operate less-than-ideally (non-linearly) when
frequency and bandwidth are increased and simultaneously become more prone to
noise, which detrimentally affects low-amplitude signals. Fully digital radars are
limited to a few GHz speeds by the signal-processing equipment and
analog-to-digital converters must be able to suppress noisy environments at the
expense of bandwidth. MWP essentially aims to provide an integrated solution to
these problems experienced in radar with flexible generation of stable RF signals
(with techniques such as optical beating discussed in this chapter) and allows direct
digitization without the requirement to down-convert the signals. Photonics-based
coherent radar is being researched to harness the advantages of photonics in his-
torically microwave-only systems (IDST 2016).

MWP also plays a significant role in next-generation wideband EW receivers
and simultaneous transmit and receive systems. Silicon-carbide photonic filters and
low-noise lasers with high-saturation photodetectors can be used to achieve com-
pact wideband channelized ELINT receiver architectures performing both chan-
nelization and photonic frequency down-conversion for X-band to baseband,
offering high image rejection using advanced photonic filtering (IDST 2016). The
typical photonic-based integrated circuits required to achieve wideband receivers
and simultaneous transmit and receive systems comprise lasers, modulators, filters,
amplifiers and photodetectors, yielding complete MWP systems, which are
becoming more commonplace with the maturity of photonics on integrated sub-
strates and increases in maximum transistor frequency. Challenges that are still
delaying MWP systems replacing traditional EW and military applications include
the power generation requirements of these optical systems on the integrated
semiconductor dies. Silicon and InP, for example, are not capable of generating the
amounts of power required by fully integrated MWP, which typically requires
10–15 times more power compared to traditional analog circuits. Alternative sub-
strates such as glass composites and lithium niobate (LiNbO3) are being researched
to fulfill these tasks, but the unique integration and assembly of multiple materials
such as glass, LiNbO3, InP, GaAs, silica, Si and rare-earth materials make these
systems complex, challenging and expensive. LiNbO3 is extensively used in the
telecommunications industry and is the material of choice for surface acoustic wave
devices and optical waveguides. The following section briefly discusses LiNbO3 as
an enabling material for optoelectronic devices within the commercial and military
environment.
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8.5.6 LiNbO3 and the Mach-Zehnder Principle

High-speed electro-optic modulators based on the electro-optic material LiNbO3

can be found at the core of many microwave photonic systems (Mitchell 2007).
These modulators have exceptionally low noise when employed in analog photonic
transmission systems. LiNbO3 allows optical transmission of signals with wave-
lengths ranging from 400 to 5000 nm (5 µm) with an OH− absorption at 2.87 µm,
has a very high melting point (1240 °C) and is a ferroelectric material. Its use-
fulness is due to the electro-optic, linear and piezoelectric characteristics of the
intrinsic material. It can be grown consistently because of its relatively large crystal
structure. The most typical applications of LiNbO3 are optical modulation and
Q-switching of IR wavelengths, because the crystal is non-hygroscopic,1 has a low
half-wave voltage and is often used for Q-switches in military applications. LiNbO3

is also an optimal solution for the external modulation of light-waves using
Mach-Zehnder interferometers/modulators at high data rates and offers ideal
tradeoffs in terms of low insertion loss, low driving voltage, broad bandwidth and
low chirp. Other electro-optic materials that are commonly used are potassium
dihydrogen phosphate and GaAs. The Mach-Zehnder modulator principle is pre-
sented in Fig. 8.7.

The two classifications of electro-optic modulators are longitudinal and trans-
verse. This classification depends on how the voltage is applied relative to the
direction of light propagating in the device. A Mach-Zehnder transverse modulator
as shown in Fig. 8.7 is used for adjusting the amplitude of an optical signal and
depending on the output signal, the output can be read out as either an on or off (1
or 0) state. Light with intensity I(t) = |E(t)|2 at the input waveguide is divided up
into two individual waveguide interferometer paths. If an electric field is applied
over one of the paths, a shift in its phase occurs. The varied phase shifts (of each
path) at the output are defined by

/1 ¼ 2p
L
k

ð8:31Þ

where L is the length of the electrode, λ is the optical wavelength and

/2 ¼ 0: ð8:32Þ

When the two paths are recombined along its route, the phase difference is
transformed to an amplitude modulation and the output is detected by a photode-
tector sensitive at the optical wavelength. The principle of the Mach-Zehnder
configuration is typically used for interferometers along with Michelson and

1‘Hygroscopic’ describes the ability of a material to draw and sustain water molecules from its
immediate environment.
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Fabry-Perot interferometers. The theoretical value for the half-wave voltage that is
applied to the electro-optic modulator to infer a 180° phase shift is given as

Vp ¼ ks
Ln3er33C

ð8:33Þ

where s is the physical gap distance between electrodes, ne is the optical refractive
index, r is the electro-optical coefficient (discussed in the following paragraph) and
Γ is the electric-optic overlap coefficient.

At an atomic level, an electric field causes small an-isotropic deformation of the
crystal lattice. As a result, the inverse dielectric constant (impermeability) tensor
changes in the structure and crystals that are not symmetric exhibit a linear
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Fig. 8.7 The Mach-Zehnder modulator principle a shows two in-phase optical signals, which
generate an exact but amplified representation of the input at the output with 0 V across the
splitting electrode and b two out-of-phase optical signals, which generate no optical output when
the half-wave voltage Vπ is applied to the splitting electrode
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electro-optic effect. This linear electro-optic effect can be denoted by a third-rank
tensor rijk. This third-rank tensor can be denoted by a 6 × 3 matrix due to the
permutation symmetry of the tensor. Therefore,

rijk � rij ð8:34Þ

with i = 1, …, 6 and j = 1, 2, 3. Typically, the rij coefficients have very little
dispersion in the optical transparent region of the crystal. Bass et al. (1995) provide
an in-depth review of the linear (and quadratic) electro-optic effect and calculating
the tensor coefficients, which falls outside the scope of this book. In addition, the
modulation of light parameters with electro-optic modulators using polarizers and
passive birefringent2 elements can be phase, polarization, amplitude, frequency or
position modulation. These techniques are also discussed in detail by Bass et al.
(1995). Essentially, the critical parameters in an electro-optical modulator are

• low optical insertion loss,
• optimal characteristic impedance of the RF electrodes,
• a low driving voltage Vπ,
• low microwave losses in the coplanar RF electrodes,
• effective microwave index, and
• low chirp.

These parameters are dependent on the electro-optical material and thus mate-
rials such as LiNbO3 have been researched and applied in various disciplines and
applications requiring electro-optical modulation. The abilities and performance
figures of the electronic components in an electro-optic system are equally
important. The optical devices and light-wave technology can produce efficient
signals for modulation, but the processing of the signals at electronic level requires
fast, low-noise and high-gain transistors. The following section discusses the sig-
nificant contributions that a technology such as SiGe BiCMOS makes to MWP
systems.

8.6 SiGe HBTs and SiGe HPTs in MWP

Transmitters and receivers based on optoelectronic and fully electronic components
operating at high-Gbit/s data rates are typically realized using multi-chip module
packaging technology and MMICs (Krozer et al. 2009). Silicon photonics, as one of
the various photonic integrated technology platforms, has attracted attention to
achieve microwave photonic system integration because of its compatibility with

2Materials that have a refractive index dependent on the polarization and propagation direction of
incident light.
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the current CMOS technology and its potential of seamless integration with active
electronic components (Zhang and Yao 2016).

High-speed voltage swing operation with high current capabilities to drive the
optical components are critical requirements for MMIC optoelectronic systems. For
the analog front-end of these systems, several technology alternatives can be used to
realize the active components in OEICs, including SiGe HBTs, InP HBTs, GaAs
mHEMT, InP HEMT and GaN HEMT technologies. High-efficiency power
amplification for higher order modulation schemes and high-breakdown voltage are
typical requirements in OEICs. InP HBTs are well-suited for these operations but
are not as compact as SiGe HBTs and from a digital baseband perspective, SiGe
HBTs are preferred for their bandwidth capabilities, despite their lower power
generation abilities. The laser driver circuitry of optoelectronic equipment such as
modulators requires high-bandwidth and high-voltage switching to low-impedance
loads, which results in high dynamic currents (Krozer et al. 2009). Photodetectors,
the primary active component in optoelectronic receivers, are typically packaged
using coplanar waveguides to connect the photodetector/IC to the output and to the
TIA.

SiGe heterojunction bipolar phototransistors (HPTs), also referred to as photo-
bipolar transistors, can be used in the front-end of the optical receiver in OEICs.
The SiGe HPT is a photosensitive transistor based on the vertical structure of SiGe
HBTs with raised base-doping concentration and the enlargement of the lateral size
for optical coupling to a fiber. Incident photons generate electron-hole pairs in the
floating base, creating a photo-voltage VBE,ph approximately given by

VBE;ph � 2q
eNA

g
Poptsp
Ahv

� �2

ð8:35Þ

where q is the electron charge, ε is the permittivity of the material, A is the
cross-sectional area of the floating base, ND is the emitter doping concentration, τp
is the base-recombination rate and Popt is the optical power incident on the pho-
totransistor. The collector current generated in the transistor is given by

iC ¼ biB ¼ bISe
VBE;ph
VT ð8:36Þ

where β is the phototransistor current-gain parameter and VT is the thermal voltage.
The phototransistor base transport factor αT, used to determine the current gain, is
given by

aT ¼ 1� W2

2L2n
ð8:37Þ

where W is the base width and Ln is the electron diffusion length in the base
junction. The current gain β of the phototransistor can be approximated by
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b � 1
1� caT

ð8:38Þ

where γ is the emitter injection efficiency of the heterojunction bipolar phototran-
sistor. Phototransistors offer advantages for low-power optical detection and have
been manufactured as photo-heterojunction JFETs and in CMOS and BiCMOS
processes. Phototransistors are useful for various reasons, such as their ability to
offer

• higher current outputs compared to photodiodes,
• output voltages, compared to simply current output in photodiodes,
• decreased circuit complexity, since no TIA is required at the output, as is the

case with photodiodes, for example,
• instantaneous output from optical input, and
• relatively low cost and small footprint, allowing multiple HPTs to be placed on a

single OEIC.

Unfortunately, though, these devices cannot operate at high voltages, do not
have particularly high frequency response (approximately 250 kHz for
homo-junction phototransistors and 1 GHz for heterojunction phototransistors)
owing to the large junction capacitance associated with the base-collector junction
and are extremely vulnerable to electrical surges or electromagnetic energy.

A typical OEIC representation, adapted from Ko et al. (2012) is presented in
Fig. 8.8. Figure 8.8 aims to provide insight into the requirements of the on-chip
components when using OEICs and the technology requirements, which ultimately
leads to choosing the optimum technology to perform the required tasks.

As depicted in Fig. 8.8, the optoelectronic system receives baseband data at a
central office, which is modulated by the OEIC, indicated in the dashed rectangle.
The baseband data are fed to the OEIC through optic fibers, where these are
received and converted to usable voltages by the photodetector and TIA combi-
nation. The voltage is fed to a variable gain amplifier after which it is modulated by
the carrier frequency generated by the LO. The LO can be placed off-chip or
on-chip, depending on the application and frequency requirements. Once modu-
lated, the signal is amplified by the power amplifier (PA) and sent to the trans-
mitting antenna.

On the receiver side, an external antenna receives the RF signal and is then fed to
an on-chip LNA. The signal is demodulated by the same carrier frequency and
digitized. An external laser is used to optically modulate the received signal, which
is fed back to the central office through an optical fiber link.

The entire on-chip set of sub-systems can potentially be realized by SiGe
BiCMOS technology providing high-bandwidth and low-noise performance, also
allowing the optical components such as the photodetector and interconnects to be
realized in the Si substrate, depending on the wavelength of the optical modulator.
Typically, without Ge-doping, the optical wavelength is in the 850 nm range. If

262 8 Microwave Photonics: Complementing Light-Wave Technology …



Ge-doping is performed, as is possible with SiGe BiCMOS, the optical wavelength
can be extended to 1550 nm.

Optoelectronic clock converters can also be realized in integrated photonics
SiGe BiCMOS technologies, converting optical pulses into low-jitter electrical
switches with sharp transitions. Such a system is presented in Krueger et al. (2015)
and a simplified schematic of this system is given in Fig. 8.9.

In Fig. 8.9, the core component of the clock converter is the current-mode logic
RS-latch circuit. The differential pair transistor configuration of the optically
clocked feedback loop, highlighted and encircled in Fig. 8.9, uses a photodetector
to modulate its tail current source by an external optical source transported by a
waveguide. This effectively operates as a D-flip-flop and the present state in the
RS-latch is fed back to the data input and the subsequent photocurrent pulse will
toggle the state. The supporting circuitry, the driver circuit, buffer and inverter are
required to condition the output signal, in this case an optically clocked square
wave with 50 % duty cycle (Krueger et al. 2015). Krueger et al. (2015) implement
0.25 μm SiGe BiCMOS technology with fT and fmax of 180 GHz and 220 GHz,
respectively, five metal layers, MIM capacitors and polysilicon resistors to realize
the full circuit, without any modifications to the standard 0.25 μm process.

Washio (2003) presents an optical transmission and wireless communications
system implemented also in 0.25 μm SiGe BiCMOS technology (fmax of 180 GHz)
to obtain high speed and decreased power through the SiGe HBTs. A simplified
schematic of the communications system is adapted and presented in Fig. 8.10.
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Fig. 8.8 Simplified diagram of an optoelectronic system highlighting the requirements and
components integrated on-chip, adapted from Ko et al. (2012). The electronic components should
(ideally for future-generation communications and EW applications) be able to operate in the
mm-wave domain
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Washio (2003) presents a similar approach to realizing a fully integrated OEIC
with the only off-chip component being the laser diode. The method essentially uses
a multiplexer to combine four 10 Gbit/s input streams and condition the signals,
on-chip, at 40 GHz, without having to down-convert any signals. It is also
important to note that this article was already presented in 2003; since then the
0.25 μm BiCMOS processes have matured and became more cost-effective, with
current state-of-the-art technologies already reaching 12 nm nodes, therefore
offering much better performance in many areas.

From these examples, the interest in and abilities of BiCMOS technologies for
OEICs and MWP are apparent. In EW, especially in the case of MWP, updates and
upgrades to current technologies can be achieved by combining optical light-wave
technology and high-speed microelectronics. This section aims to highlight these
possibilities through practical and researched work. The following section con-
cludes this chapter.

8.7 Conclusion

Microwave photonics combines the broad bandwidth and low losses of modern
photonics and the increasingly fast and small microelectronic technologies to
realize integrated microwave and photonic systems on single substrates. From these
technologies, SiGe provides an already matured approach to high-speed BiCMOS
systems and Si-based photonics for commercial and military applications. The
interaction of photonic and microwave signals provides research and development
opportunities in radar, communications, sensor networks, warfare systems and
instrumentation (Yao 2012). This chapter reviews the MWP discipline from both
the optical and microwave perspective and provides discussions on current and
future technologies and applications that can benefit from MWP. MWP is relatively
new, considering the time that microelectronic and analog components have been
available to process microwaves and photonics has been used in the processing of
data and information. For this reason, various opportunities exist to adapt current
microwave/photonic-only systems to obtain more integrated MWP systems.
Common tasks such as signal generation, processing, control and distribution can
be shared between the optical and microwave domain and this chapter reviews these
tasks in both domains in order to provide insight into the shared functions.

Photonics operates at very high frequencies; its wavelength dependent on the
wavelength of light, typically in the nanometer-range. This translates to high-THz
frequencies, which if applied correctly, allow signal modulation in the THz range
without the requirement of analog components to generate oscillations; a compo-
nent limitation of even the most advanced technology nodes available. To harness
these frequencies, light-waves should be beaten together to generate lower, but
more practical frequencies (still in the THz range) for current electronic equipment
to process. This chapter reviews the process of optical beating used to realize this
requirement. O/E and E/O conversion are required to switch between the optical
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and microwave domain and allow components in each domain to perform the tasks
optimum to the domain itself and to the components. These conversions are
essentially performed by either photodetectors or lasers and have been reviewed in
this book. Once these signals are converted, they form part of an OEIC offering
advantages of speed, immunity to EMI, low noise and reduced footprint with
smaller size, weight and space occupied in typically limited areas when used in
military vessels.

Fiber-wireless networks use MWP to realize high-speed data transmission. The
mm-wave frequency spectrum is ideal for future-generation communications, radar
and sensor networks and is currently already used for various applications, such as
airport security and collision avoidance radar. MWP enables the transmission of
these signals, modulated on optical carriers, between transmitter and receiver, with
abundant bandwidth and immunity to EMI.

The chapter is concluded with a review and examples of the practical uses and
potential implementations of MWP in EW, as well as how SiGe BiCMOS tech-
nology is used to facilitate the advance and maturity of this technology.
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Chapter 9
The Future of Electronic Warfare:
Potential Contributions by SiGe

9.1 Introduction

The future of EW has been described by Thompson (2015) as a cat-and-mouse
game. EW drives technology and technology drives EW; however, in most
military-based activities, a significant limitation is brought about by secrecy of
development of new weapons, technology and research. Keeping technologies,
protocols, radar strategies and research secret makes contributing to EW from an
outside perspective difficult. Institutions such as the United States DoD often
subsidize research on subsystems without making the final implementation and
targeted applications known, which is understandable. The difficulty comes in when
attempting to determine which technologies are currently used, have been declared
obsolete or are future contenders in military applications. This chapter identifies
traditional applications that are likely to be upgraded in the near future with
advances in technology, which can enable performance increases of orders of
magnitude or change the way applications are applied in the field. Figure 9.1
represents the essential components where research and development, new inno-
vations and technology advancements contribute to the future of EW.

From Fig. 9.1, it is seen that the future of EW depends on optimizing the
subsystems and the technologies used to realize these subsystems, as well as
dependence on integrating these subsystems into applications; this can also be
applied to traditional military technologies and the commercial sector. Subsystem
optimization entails addressing the stability of these systems and ensuring that each
technology, whether SiGe, GaN, InP, InGaAs, GaAs or AlAs, is correctly used,
integrated and operated according to its strengths. Parasitic components, especially
at high frequencies, are always present in microelectronic circuits and analog
interfaces, especially where amplifiers such as op-amps are concerned. Lower
parasitics in advancing technologies mean less parasitic capacitance, inductance and
impedances that influence the operation of the circuit without the consent of the
designer, often leading to oscillations, shifts in frequency operation and circuit
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instability. Circuit topology, therefore circuit layout, is an art on its own in
high-frequency circuits and must be considered during the layout phases of new
developments. The importance of circuit topology is often overlooked and it
becomes difficult and often impossible to overcome non-optimized topologies,
which can also lead to oscillations in circuits and non-ideal circuit operation.
Spending more time on circuit topologies and layout techniques and conducting
more critical reviews of them are cost-effective, compared to redesigning and
re-manufacturing of ASICs and PCBs. Subsystem performance is also dependent
on the choice of process technology and transistor geometry, especially when
considering the performance criteria of a subsystem, such as power generation,
gain, noise levels, stability and temperature dependence. Identifying the crucial
performance parameters in an application or at sub-circuit level is essential before
determining the optimal enabling technology for any new development. Chapter 10
of this book reviews the differences, advantages, disadvantages and strengths of
typical technologies and aims to identify the role of each technology in EW and
military applications. Finally, feedback in any subsystem, especially in elements
such as amplifiers, cognitive electronics and sensing equipment, requires careful
consideration of many of the abovementioned criteria and can in many cases be
treated as a separate entity during circuit design and layout. Feedback loops are
typically sensitive to disturbances and interference from external sources and layout
techniques to enhance the performance of subsystems often require complex
feedback-loop topology strategies.
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Fig. 9.1 The future of EW—technology performance and applications
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All of these considerations influence the overall application and intended per-
formance of the application to which the subsystems are applied; as shown in
Fig. 9.1, the typical applications in EW often involve radar, conventional EW
systems, cockpit instruments such as head-up-displays, identification of allied and
enemy vehicles and structures, guidance (of autonomous vehicles and of weapons)
and telemetry systems, as well as all communication among subsystems, other
vehicles, soldiers and typically anywhere where data transfer is required. Many of
these subsystems require seamless integration of analog and digital equipment,
where both technologies can benefit from the advances in technologies and sub-
systems, as shown in Fig. 9.1.

Possibly the most notable changes in the field of general electronics and in
military applications are the use of digital subsystems to perform functions previ-
ously only attributed to analog circuits and using increasingly powerful micro-
electronic components to achieve cognitive warfare. Digital electronic warfare
systems (DEWS) protect new and legacy aircraft by providing radar warning, sit-
uational awareness, offensive targeting support and self-protection. System capa-
bilities include all-aspect broadband radar warning, emitter location, multispectral
RF/IR countermeasures and response management. These capabilities are accom-
plished through a digital radar warning receiver, digital RF memory as application
in jamming (Lichtman et al. 2016) and an integrated countermeasures dispenser to
provide the latest-generation EW capability (BAE 2014). A typical DEWS
implementation has advantageous features such as

• modular, scalable and open-source hardware and software,
• interoperability with AESA, and
• enabling simultaneous jamming without interfering with the traditional radar

and radar warning receivers.

Such a system integrates radar warning and countermeasures into a single system,
providing faster countermeasure response, accurate threat geolocation and increased
situational awareness. These measures are obtained though efficient and complex
digital processing of analog signals. The integrity of the analog signals from sensors
on an aircraft or naval vessel, for example, is crucial to the digital subsystems and the
analog circuitry should have wide bandwidth, high-gain and low-noise capabilities.
Among the most crucial enabling technologies of adaptable radar and EW are the
ADC and DAC modules. These devices are situated between the transceiver
antennas and the digital signal processors (DSPs) of these analog incoming signals.
In software defined radios (SDR), some or all of the physical layer functions are
software-defined. Digital speed is essential in these radios where real-time pro-
cessing is required. High-speed DSPs and field programmable gate arrays (FPGAs)
are becoming extremely powerful and cost-effective, which reduces the cost and
technical skills required to design and program ASICs for specific hardware and
software combinations. Precision-guided munitions (PGMs) are also benefiting from
the increases in computing resources of miniaturized processors, which quickly and
effectively solve complex algorithms in-flight, guiding them to their targets.
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Cognitive warfare essentially entails combining hardware (analog and digital)
with effectively engineered algorithms implemented in typically open-source soft-
ware to teach weapons how to adapt to their environment and the immediate
scenario. Cognitive warfare allows analog sensors and low-level circuits (such as
amplifiers), digital equipment able to process information at unparalleled speeds
and algorithms that constantly learn from feedback provided by the sensors, to
estimate, adapt and defeat or hoax the enemy by generating unexpected but
meticulously defined waveforms. Cognitive EW is highly dependent on cognitive
radar, so much so that Haykin (2006) made the well-defended statement that
cognitive EW cannot exist without cognitive radar. This chapter briefly reviews the
case study presented and in addition aims to provide some context to demonstrate
how enabling technologies can benefit the realm of cognitive warfare, specifically
cognitive EW. For a device, weapon, machine or tool to be cognitive, it only
requires feedback (typically from sensors) and memory to store data and learn. The
measure of cognitivism is relative and arbitrary, but still quantifiable by deter-
mining the absolute error (a human-defined parameter) by the end of the compu-
tation. This provides the system with a goal to achieve, based on the cognitive
abilities and traced back to the quality of the analog inputs, digital processing,
available memory and effectiveness of the algorithms.

Defensively, RF countermeasures, such as IR flares, therefore effectively IF
countermeasures, are becoming more crucial for defense against IR-guided missiles
with sophisticated tracking algorithms. Potenziani (2006) presented research on the
role thin films such as ferrites, ferroelectrics, magneto-static films and metamaterials
can play in devices such as filters, phase shifters, limiters and smart antennas to
increase the effectiveness and useful lifetime of EW weapons with minor impact on
redesigning and re-imagining already qualified and operational weapons. Also in
development are futuristic, but prototyped, electric cannons (or railguns) able to fire
a shell at 5600 miles per hour (9000 km/h) far more cheaply than a conventional
missile. A shell of tungsten inside a metal casing is loaded into the railgun and
projected with large amounts of capacitive energy as opposed to an explosive
charge. Up to 32 MJ have been experimented with to create an electromagnetic
field that propels the shell down the rails of the gun at these speeds.

Cyber EW is an increasing threat and simultaneously an advantage to nations
and militaries that have the skills and infrastructure to deploy cyber EW attacks.
A cyber EW action uses EM to control the EM spectrum/domain where electronic
equipment operates. Similar to traditional EW, cyber EW can be categorized into
three primary categories, namely cyber EA, cyber EP and cyber ES. Cyber EA uses
EM energy to attack the electronic circuitry of the enemy with the intent to destroy
information or the physical infrastructure. Cyber EP entails the actions taken to
protect one’s own information in the EM domain as well as to protect the infras-
tructure and integrated networks that store, transmit and analyze data and infor-
mation. Cyber ES primarily locates sources of EM energy that are unknown or
unwanted for immediate threat recognition and early warnings to the cyber EA
and/or cyber EP systems.
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Cyber EW presents many challenges in both offensive and defensive strategies.
Defensively, early warning of cyber EW attacks is crucial, entailing a process of
identifying non-legitimate or abnormal activity in the EM domain. The sheer
amount of EM activity inherently leads to false alarms or incorrectly identified
threats and complex layers of hardware and software criteria are required to handle
the complexity and sophistication of a cyber EW attack.

As more technologies in EW merge and systems become more integrated,
condensed and multi-functional, it becomes more difficult to distinguish between
the enabling technologies that can efficiently and cost-effectively serve all these
functions. In each system, whether low noise, high gain, good optical properties,
high-power or high-temperature operation or radiation-hardened components, each
technology presents its own advantages and disadvantages and it is important to be
able to distinguish between these properties. This chapter looks primarily at the
future of EW and where technology advancements contribute to EA, EP or ES
operations. Highly integrated microelectronic circuits implemented in CMOS or
BiCMOS technologies or on optoelectronic substrates often require high electron
mobility within the substrate, where GaAs, InAs and InSb still prove most efficient.
In terms of high-temperature operation, technologies such as GaN and SiC are often
the preferred choice and optoelectronic devices require modified compounds of Si,
such as SiGe, to improve performance.

Essentially, there is no single technology that will define the future of EW, but
rather a combination of technologies in applications that harness the advantages of
each. By highlighting the most prominent areas where the future of EW is heading,
this chapter aims to review and identify the specific areas where SiGe can be of
benefit. Reducing the number of subsystems that need to be supported by any
mission platform and the overall size, weight and power is beneficial, but in view of
the further need to support cognitive and real-time configurability, the challenges
can seem daunting. However, a new generation of high-performance, wideband
components is potentially providing a solution to this challenge, supporting the high
performance levels required for each system, but with a broad enough operating
range to meet the multifunction challenge. The ultimate goal for many of these
future systems is a completely software-determined architecture (Analog Devices
2015); an analog subsystem will, however, always be present. The magnitude of its
contribution may vary, but its presence cannot be overlooked. As digital technology
advances and more transistors are able to fit on small form-factor ICs, the analog
supporting circuitry must advance at a similar, or at least comparable, pace.
Advances in CMOS and SiGe processes, among others, are enabling a significant
increase in digital functionality to be incorporated into next-generation devices.
Advanced signal-processing capabilities are able to provide calibration or digital
compensation functionality, in addition to flexibility, enabling the overall system
performance levels to be closer to their narrow-band counterparts, while main-
taining the ability to be reconfigurable and use wider bandwidths for mode of
operation as needed (Analog Devices 2015).

The commercial and military worlds are moving towards smarter implementa-
tions of technology, as opposed to the historical ‘chasing the GHz’ strategy. By
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using current-generation technology more efficiently and using software, feedback
and additional sensors to define the operation of the subsystems, many applications
are moving towards adapting to the environment and using past and present events
as baseline for future events. A measure of cognitive processing is being sought
rather than pushing the limits of the available technologies, or at least the current
implementation of systems. Algorithms, for example, enable current technologies to
achieve tasks only imagined by powerful supercomputers and large, expensive and
high-maintenance equipment. The power of Google® for example, is based on
applying an algorithm (PageRank) by using existing technology in an innovative
way. The achievements of the technology far surpass its processing capabilities
through efficient implementation. In a similar way, cognitive EW, although in early
development phases, can learn from past events and become more efficient through
learning from the environment. Cognitive computing, artificial intelligence and
neural networks are becoming more attractive in EW applications such as radar.
The following section explores cognitive electronics and where it can be imple-
mented in EW.

9.2 Cognitive EW

Cognition is a noun that describes the activities of thinking, understanding, learning
and remembering to acquire knowledge. If directly compared to any electronic
equipment capable of processing and storing information, parallels can be drawn
between machine learning and cognitive learning. The activities are related in
respect of:

• thinking: a set of interconnected active devices (transistors) capable of pro-
cessing information it is supplied with. The information is received from an
external source and the device is able to do computations on this information;

• understanding: a machine could be able to understand information only if it is
given a set of instructions and possible outcomes. The outcomes are based on
the set of inputs and if a machine understands, it is able to determine all the
possible outcomes and decide which outcome is optimal;

• learning: if a mistake was made, or the outcome was not ideal for the given
situation, a cognitive machine should be able to learn from the mistakes, pointed
out again by a set of input versus output possibilities, and adapt itself to improve
or completely redefine the output. The device would therefore be dependent on a
feedback system, which is used to vary the input parameters based on the
achieved output;

• remembering: if an optimal output is achieved, as well as non-optimal outputs, a
cognitive system must be able to store the output and the set of inputs resulting
in the output for future reference. If the same or a similar problem is presented to
the machine, it must be able to recall the input and output combination and
process it accordingly.
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From the parallels drawn in the above discussion, the term cognitive electronics
(in reality any cognitive system) should indicate particular abilities. A cognitive
system, as listed in Haykin (2006), comprises three primary ingredients, namely

• intelligent signal processing, which builds on learning through interactions of
the system with the surrounding environment,

• feedback from the receiver to the transmitter, which facilitates the intelligence,
and

• preservation of the information content of information returns, which is realized
by the Bayesian approach to target detection through tracking.

Most importantly, cognition in electronic systems is dependent on sensors and
the data gathered from these sensors. This is similar to human cognition, using
sight, smell, sound, taste and touch to make cognitive decisions in real-time.
Adaptive behavior results from cognitive intelligence; in the case of electronic
equipment and other military and EW applications, the electronic processing of
information can be adapted based on the cognitive learning of the system. Possibly
the most important requirements of a cognitive system are

• accurate and relevant inputs from sensors or programmed by human operators,
• high-speed data processing, and
• large storage.

Without these three components, an electronic system cannot be cognitive, or
can only be cognitive to a limited degree. These requirements directly translate to
technology capabilities and limitations.

Radar is a commonly used technique in traditional warfare and in EW and uses
radio waves to detect objects and determine the range, angle and/or velocity of the
object. Since radar is so commonly used and encompasses many systems in warfare
(and commercial applications), it serves as an ideal example to review and discuss
cognitive EW.

EW using conventional radar systems typically transmit or receive fixed
waveforms, making them relatively easy to spot within the EM spectrum, learn the
commonly used waveforms and the information modulated in these signals and
develop tactics against these waveforms, such as intercepting or jamming them.
Radar systems typically use a feed-forward system, with initial low-level data
processing of sensor data, passed on to higher-level processing, which extracts
additional information from memory and processes it according to the system
objective. The primary goal of cognitive radar, for example, is to generate new and
unique waveforms that have not been seen by the intercepting radios and that are
difficult to identify and theoretically impossible to defeat. Digitally programmable
radars are at the core of these cognitive radar waveforms. Intelligently adaptive
radars can be achieved through knowledge-aided processing with environmental
dynamic databases and adaptive transmit technologies and architectures, which is a
relatively recent approach to achieving powerful cognitive radar. Baylis et al.
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(2014) present a possibility of a transmitter for cognitive radar. Importantly, Baylis
et al. (2014) highlight the fact that research and literature, as well as possible
applications of cognitive radar, predominantly focus on software requirements for
cognitive learning. The enabling RF technology required to achieve high-speed
processing and large storage with limited power and low susceptibility to inter-
ference is typically overlooked and could potentially be the limiting factor in
cognitive systems. On mobile, lightweight and space-limited systems,
high-powered computers, large memory banks and high-bandwidth data transmis-
sion must be realized by electronic and/or optical technologies capable of achieving
all these requirements in limited space with limited power.

Programmable radar and adaptive EW sense the RF environment and should
adapt in nanosecond timescales, which places stringent demands on the digital
signal processing and digital conversion technologies (Keller 2013). Modern radar
systems briefly inspect the immediate radar environment, detect sources of elec-
tronic noise such as RF jamming or co-location antenna interference and adapt the
output of the radar in real-time. Radar using these techniques are referred to as
digitally programmable or adaptive radar and uses DSPs to sense and compensate
for jamming and interference rapidly, adapt its transmit-receive modes and continue
to perform its primary mission. The ability of the radar to sense the environment
and adapt relies on its speed; it should be able to perform these tasks faster than the
threat-waveform can adapt. These techniques, if applied to radar, follow similar
principles compared to traditional RF and microwave techniques used to sense and
adapt waveforms to protect military communications, conversations and data
transmission. The primary difference is that radar signals are transmitted across a
distance, R, and re-radiated from their intended target back to the receiver, if
co-located as is typically the case with airplanes and naval vessels, travelling the
distance R back to the receiver again. The signal is therefore exposed to 2R distance
and R4 atmospheric attenuation and is susceptible to interference, jamming or
spoofing during this time.

Frequency-agile radar can broadcast across a wide range of RF frequencies and
also denies other users certain bands of the RF spectrum. This wideband availability
and constant changing of the RF signal in frequency makes it difficult for the enemy
radar to follow and keep up with the varying signal it is aiming to interfere with.
A smarter, adaptive and cognitive radar is able to first sense the RF environment
before transmitting on a spectrum; this is achieved through ELINT subsystems,
which adapt their radar frequency digitally, as well as the amplitude and phase of
the waveform. Baylis et al. (2014) present a future radar transmitter for a cognitive
system. This concept is adapted and presented in Fig. 9.2.

Achieving the cognitive radar concept in Fig. 9.2 is the main focus of Baylis
et al. (2014), who review the areas requiring detailed reviews, critical design,
performance trade-offs and enabling technologies. These areas include the
load-matching network optimization techniques, waveform optimization and
matching, real-time search optimization, dynamic radar spectral masking and
on-chip functionality of SDR technology.
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Cognitive processing in radars requires powerful computing capabilities and
phased-array antennas for rapid waveform scanning in the EM environment. The
base of achieving cognitive radar is using Bayes’ theorem. This theorem is math-
ematically represented by

P AjBð Þ ¼ P BjAð ÞPðAÞ
PðBÞ ð9:1Þ

where A and B are events and P(B) cannot be equal to zero. From (9.1), P(A) and P
(B) are the probabilities of observing A and B when these events are in no way
related to each other. P(A|B) is the conditional probability of observing event
A given that B is true and P(B|A) is the conditional probability of observing event
B given that A is true. The true power of a Bayesian network, such as the problem
given in (9.1), is its accuracy when new information and data become available
within the network. It is the basis of a learning system, improving with accuracy
through feedback of the output towards the input and recalculating the network
based on the new information. Applying Bayes’ theorem to radar, Haykin (2006)
aptly explained this relationship as: “For a given search area, radar returns are
collected over a certain period of time. 2) For each range-azimuth resolution cell in
the search space, the probability that the cell contains a target is computed. 3) With
the evolution of target probability distribution resulting from the recursive com-
putation of step 2 over time, target tracks are detected, and corresponding hard
decisions on possible targets are subsequently made.” Essentially, applying
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Fig. 9.2 Concept of a future radar transmitter to achieve cognitive learning, adapted from Baylis
et al. (2014)
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cognitive learning to EW radar, information of real-time and past missions is
required to build, model and predict digitally generated radar waveforms in
real-time, with high-speed electronics and large memory banks to hold all infor-
mation in an easily accessible location for the processor.

Cognitive radar has been researched and defined and its first principles have
been logically and practically explained in various research works. The most
prominent and well-known, most frequently referenced work was done by Haykin
(2006). Additional publications reviewing cognitive radar include those of Guerci
(2010), Li et al. (2014), Griffiths and Baker (2013), Baylis et al. (2014) and Bell
et al. (2015) and relevant case studies presented by Scott et al. (2011). This chapter
does not aim to reproduce the information from these publications, but rather aims
to highlight the fact that cognitive radar is a technology gaining much traction in
EW.

The Lockheed Martin F-35 Lighting II developed in the Joint Strike Fighter
program in the United States is believed (although, in keeping with the nature of
military projects, not confirmed or advertised) to be one of the first projects
incorporating cognitive EW elements (Tucker 2016). Although information about
the complexity of the cognitive systems is also not publicly available, it would
make sense to employ some level of cognitive radar in the F-35. The F-35
Lighting II employs AESA radar, also referred to as APAR, for improved perfor-
mance over passive electronically scanned array (PESA) radar by electronically
focusing the power of the radar signal in the required direction through solid-state
technology and electronic scanning, as opposed to PESA, which mechanically
focuses the radar and is prone to mechanical malfunction. AESA radar not only
emits radar signals, but also can be used for non-traditional incoherent scatter radar
and EA. Furthermore, when designed with a modular approach in mind, AESA
radars can be gradually upgraded by replacing the solid-state transceiver modules
based on GaAs semiconductor technology with more advanced elements, thus
significantly improving performance. The AESA radar is briefly discussed in the
following section, with the focus on the enabling technologies and the potential of
improving performance based on the choice of technology.

9.3 Active Electronically Scanned Array

In AESA, the dynamic range of the scanned array is improved by incorporating
transmitters and receivers with phase shifters behind every antenna element in the
array. AESA offers the ability for multiple simultaneous beams to track multiple
targets simultaneously. Losses between the amplifiers and antenna elements are
reduced with this topology, phase noise between elements are uncorrelated and
individual failures of elements do not cause dramatic failures in the entire system.
A fundamental challenge is to reduce the cost of individual transceiver modules and
to physically fit the components between the lattice spacing of the phased array,
typically placed at k/2 spacing. As the operation frequency increases, the spacing
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between arrays decreases and the space limitation becomes more stringent. These
limitations and requirements are technology-dependent, therefore advances in
technology are required to realize enhancements in AESA performance.
A simplified transceiver module in an AESA implementation is given in Fig. 9.3,
adapted from Sturdivant and Parrish (2015) and Song (2014).

In Fig. 9.3, the fundamental differences between the traditional PESA radar and
future-generation AESA radar are highlighted. PESA systems use a central PA
implemented with travelling wave tube (TWT) amplifiers. As shown in Fig. 9.3, the
PA of the signal to be transmitted and the LNA of the received signal are shared
between all phased array elements. Each antenna element is equipped with a phase
shifter between the transmit/receive antenna and the power divider network. PESA
systems in general have lower reliability because of the TWT topology and
introduce noise and attenuation to the signal between the amplifiers and the
antenna. AESA addresses these issues by introducing PAs and LNAs for each
received or transmitted signal between the antenna and the power divider network.
By switching each element individually, the AESA topology allows for multiple
signals to be received or transmitted simultaneously and increases the dynamic
range of the overall system. The reliability of the AESA topology is also increased
when compared to the traditional PESA arrays by introducing transmit/receive
modules for each element, removing the TWT network, which is effectively a single
point of failure for the entire array. The technology used in each transmit/receive
element should ideally be highly reliable, capable of fast switching speeds and
affordable, since many of these elements are required in a phased array architecture
(Huang et al. 2015). Receiver modules should have a low noise figure per element,
since the total noise figure of the system is an additive function of each element.
The total noise figure of the receiver determines the sensitivity of the array for
small-amplitude incoming signals or radiation. The transmitting module’s
requirements are strictly defined by its power capabilities, both the attainable output
power and the input power requirements. For mobile systems, such as the systems
fitted to fighter planes, low-power (high-efficiency) electronic systems are crucial in
view of the inherent power constraints.

Phased array antenna architectures rely on beamforming or spatial filtering to
achieve directional transmission on reception of a radar signal. Phased arrays work
on the principle of transmitting multiple signals where the relative phase of these
signals either cancel each other out or combine together, to form an effective
radiation pattern. Changing these patterns in real-time is where a phased array
system is able to dynamically change the waveforms to confuse enemy radar and
allow for cognitive radar to be implemented. Beamforming is therefore the tech-
nique used to steer the resultant beam towards its intended target.

Beamforming can be achieved either in the analog domain, or digitally,
depending on the application. Analog beamforming (ABF) occurs when the
received echoed signals from each portion of the phased array antenna are com-
bined at the RF carrier frequency level. Up to four centralized receiver channels are
fed together and the signal is down-converted to baseband or IF and fed to the
ADC. A simplified representation of the ABF architecture is given in Fig. 9.4a).
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Conversely, digital beamforming (DBF) can be realized at element-level or at
sub-array level (Wolff 2016). In a DBF system, each receiving channel is equipped
with an ADC at each of the radiating elements of the antenna array, depicted in
Fig. 9.4b. In DBF, the down-converting to IF is realized at each element and signal
processing at each element can include noise cancellation, for example, which is
more effective when compared to processing a set of analog signals based on the
additive noise in each channel. Multiple independent beams steered in all directions
can be formed in the digital beamforming processor. DBF has improved dynamic
range, control of the beams and control over the amplitude and phase of each beam,
when compared to ABF systems (Wolff 2016).

The transmit/receive modules are the key components in an AESA DBF system
and consist of the PA and driver amplifier (DA) for the transmitter and the LNA for
the receiver. For military and space applications, these components operate pri-
marily in the X-band frequency spectrum and therefore require discrete active
devices capable of either generating carrier frequency for down-conversion or
processing incoming signals without down-converting the signals, therefore at
X-band switching speeds. This puts stringent requirements on the technology in
terms of noise performance and power capabilities. GaAs and GaN traditionally
provide good trade-offs between power requirements and operating speed; however,
advances in SiGe technology have led to potential re-engineering and re-evaluation
of GaAs and GaN as the enabling technology. As the complexity of these micro-
electronic circuits increases, space and cost also become important trade-off con-
siderations when realizing larger arrays capable of high-speed signal processing in
smaller spaces (due to the k/2 spacing requirement). Complete multifunctioning
ASICs are realizable on BiCMOS and/or CMOS technologies, with optical inte-
gration (see Chap. 8) additionally realizable at optimum wavelengths in Si-based
substrates such as with the SiGe options. Table 9.1 indicates the crucial compo-
nents in a common transmit/receive module, the commonly used technologies to
realize these subsystems and the advantages these technologies offer over
alternatives.
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Fig. 9.4 Simplified architecture of a an analog beamforming technique where four receiver
channels are down-converted and digitized and b a digital beamforming technique where each
receiver channel is down-converted and digitized
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As shown in Table 9.1, each technology (GaN, GaAs and SiGe) offers unique
advantages for each subsystem in AESA transmit/receive module. As in most
applications, the requirements of the subsystem are dependent on the subsystem
itself and choosing a technology that is optimum for each subsystem is a daunting
task. Power output and power efficiency are possibly the most crucial requirements
for AESA, considering all subsystems, and GaN remains optimal in offering pre-
mium size, weight, power efficiency and high-power performance. SiGe, as an
established technology, can be incorporated into AESA subsystems with require-
ments for high circuit complexity, reliability and low cost.

The digital domain in coherence with analog signals also provides advantages
and opportunities to enhance and further develop the capabilities of SDR. The
principles of SDR are reviewed in the following section.

9.4 On-Board Digital Systems (Software Defined Radio)

Radios in which some or all of the physical layer functions are software-defined are
called SDR. In this, SDR is not limited to the hardware and protocols it is defined
for, but can adaptively change with the requirements of the user or the environment
(Du Plessis 2014). In military applications, the SDR operating system is called the
open-systems software communications architecture (SCA), which is based on
COBRA, COBRA services, COBRA Component Model and POSIX operating
systems and expressed in COBRA IDL, UML or XML to coordinate different SDR
waveform software modules (Keller 2011). SCA is not a system specification, but a
set of rules to ensure standardized compatibility across systems. SCA was designed

Table 9.1 Crucial components in transmit/receive modules for AESA applications, the preferred
technologies and the advantages thereof

Subsystem Preferred
technology

Comments

PA GaN GaN offers highest power capabilities and high breakdown
voltages

DA GaN/GaAs/SiGe Can use GaAs at lower cost; lower power requirements
than PA. SiGe can also be used for cost-effectiveness if
output power requirements are low

LNA GaAs/GaN/SiGe GaAs is low-cost with a good noise figure but lower
breakdown voltage (susceptible to damage). GaN can
withstand larger power leakage but has lower noise figure
compared to GaAs. SiGe can also be considered

Receiver
protection

GaAs Typically uses PIN diode limiters in GaAs. SiGe can also
be considered

Phase
shifter

GaAs/SiGe GaAs has high third-order intercept (IP3). SiGe costs less
and offers additional functionality due to smaller size and
temperature compensation
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to satisfy the need to provide real-time information exchange on the battlefield and
overcome limitations in communication due to radio-specific design. It was set out
by the Joint Tactical Radio System (JTRS) Joint Program Office (JPO) to acquire
capabilities with a mission clearly stated that such a technology had to be modular,
scalable and backwards-compatible. SDR uses embedded systems (software
upgradable to extend the lifetime of these radios) to realize components that are
typically designed in hardware, such as the mixers, filters, amplifiers, modulators
and demodulators. It can also consist of additional functions such as encryption to
safely transmit voice or data across the wireless spectrum. The functionality that
SDR provides is summarized as providing

• software applications that provide waveform generation (new waveforms and
legacy waveforms), processing, encryption, signal processing and cognitive
abilities,

• multiple software units to allow operation of diverse standards in a single radio
system and advanced networking features,

• programmability and ability to use multiple physical layer formats and
protocols,

• flexibility through software-upgradable or added functions by providing stan-
dardized application programming interfaces, and

• decreased maintenance cost, since radios are reconfigurable over the air, high
component reuse and primarily implementation with off-the-shelf components.

In military applications, these functions are critical to ensure that the commu-
nication between allied forces is secure. The primary difference between SDR and
traditional analog radio is that the information is immediately digitized and can be
processed before transmission. Since the digitization, modulation, transmission,
reception, demodulation and conversion, if necessary, must be done with as short as
possible delay (for instance in the case of voice communications), the speed and
data handling abilities of the embedded systems must be high. This is another
example where a technology, the active components performing the operations, is a
crucial component. The principal enabling technology in SDR is therefore the
embedded systems, realizable through DSPs, FPGAs or general processors. The
accompanied software further extends the potential applications of SDR.
Applications of SDR vary greatly, as do the functions performed in hardware and in
software (in the digital signal processing subsystem). Figure 9.5 shows one
example of an implementation of SDR, where the analog front-end and the
software-defined subsystem are indicated, including the functions performed in
each domain.

The SDR implementation in Fig. 9.5 shows the different signal-processing steps
achieved in the analog front-end, as well as processing techniques done within the
DSP or FPGA (or general processor, depending on its capabilities and require-
ments). The processor is typically also equipped with memory to store waveform
patterns and modulation techniques, has the ability to up- or down-convert digital
signals, encode or decode the signals and digitally filter the processed signal. These
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functions are dependent on the application and requirements of the SDA. For SDA
applications, a key requirement is configurability and flexibility (Altera 2007). In
the White Paper presented by Altera (2007), the recommendation to use both DSP
and FPGA modules in SDR is advantageous for several reasons. Ideally, an ASIC
to perform the specific tasks required by the SDR would be preferred, but for
cost-effectiveness off-the-shelf DSPs and FPGAs can suffice. The advantages of
using both modules, according to Altera (2007) include:

• The DSP is an ideal platform to implement complex algorithms.
• The FPGA provides high processing rates and bit resolution required for

repetitive functions, such as finite impulse response and fast Fourier transform.
• With optimal interconnections, the FPGA and DSP can function as

co-processors to realize a multi-core system where each module performs the
tasks optimal to its design (complex algorithms in the DSP and repetitive tasks
in the FPGA).

• For both off-the-shelf implementations, mature, maintained and after-market
services are available.

DSA/
VGA IF VGA ADC

DSP /
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LNA

DSA IQ 
modulator

Mixer

Programmable 
synthesizer 

(LO)

DACPA RF amp

Analog front-end Software-defined 
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Modulation and digital filters
Channel encoding
Channel decoding
Programmable synthesizer
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RF input 
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Antenna matching
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Variable gain control
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Fig. 9.5 The analog front-end and software-defined subsystem of an SDR implementation with
the functions performed in each domain
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On the analog front-end, lower-level signal processing is done, including the
crucial high-powered PA for transmitted signals and the LNA for low-amplitude
incoming signals, as well as eliminating inherent EM interference before feeding
the signal to the software-defined subsystem. LNA design, for example, is a sub-
system where SiGe presents distinct advantages in performance and the SiGe
BiCMOS process and GaAs pHEMTs are among the most popular implementations
(Das 2013). Table 9.2 is adapted from Das (2013) and lists the performance
parameters of SiGe BiCMOS and GaAs pHEMT technologies for L- and S-band
LNAs.

The ADC and DAC components are crucial in SDR implementations and require
high-resolution (high dynamic range) and high-speed operation to process the
incoming, typically X-band, signals. Conversion should ideally be done close to the
transmit/receive antennas to reduce the probability of signal degradation. The
selection of ADC and DAC components is influenced by the required IF, SNR,
sampling rate, jitter and two-tone intermodulation distortion. To maximize the
dynamic range of the SDR, Clarke and Kreitzer (2014) provide a typical checklist
to use when starting the design of the SDR, or optimizing an existing SDR. This
checklist includes the questions to be asked concerning:

• the requirements of the implemented standard,
• the desired minimum and maximum signal levels,
• the amount of filtering required,
• types of image filters, channel filters and anti-aliasing filters that are available,
• the effect of group delay in the filters,
• the system architecture (zero IF or single, dual or triple conversion),
• the technique for generating quadrature, and
• the primary domain, analog or digital.

For the ADC (and DAC), the requirements have their own set of questions,
predominantly the dynamic range, which influences the architecture of the con-
verter, or if the architecture is predetermined, the requirements of the dynamic
range that can be achieved. The signal bandwidth and sampling frequency influence
the maximum attainable SNR; however, the dynamic range is the fundamental
trade-off between analog and digital (within the DSP or FPGA) filtering. Additional
margins should also be considered where atmospheric attenuation, EM interference

Table 9.2 Performance
comparison between SiGe
BiCMOS and GaAs pHEMT
technologies for L- and
S-band LNAs

Performance parameter SiGe BiCMOS GaAs pHEMT

Noise figure (dB) � 0.9 � 0.4

Gain (dB) 10–17 12–21

OIP3 (dBm) � 31 � 41

Breakdown voltage (V) <15 V 15

Inductor quality factor 5–10 15

fT/fmax Comparable (similar)

Adapted from Das (2013)
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noise and adjacent-channel interference during demodulation are among these
unplanned signal degradations.

Similar to cognitive radar, cognitive radio can be achieved by implementing
SDR. Radios, along with software defined antennas, can inspect the RF environ-
ment and change the communication protocols, waveforms, power and modulation
based on the immediate environment, add encryption, or even transmit across
various bands, making the transmission difficult to intercept. Additional functions
such as situational awareness by sharing positioning coordinates or relaying the
vital signs of a soldier to medical personnel (Keller 2011) are possible with SDR.

Software defined antennas, or reconfigurable antennas, are essentially antennas
that can change their frequency of operation, radiation pattern or polarization modes
through external inputs such as RF switches, varactors, mechanical actuators or
tunable materials. Various innovative schemes to dynamically change the physical
properties of the antenna have been reported, such as the individually controllable
pixels to form a patch antenna-array, as presented in Walton et al. (2008).

Another discipline with many benefits in the EW and military application
environment in the use of radar, software and low-noise analog equipment, is the
use of precision-guided munitions. This topic is reviewed in the following section,
highlighting the basic principles, enabling technologies and subsystems and the
advantages of using such weapons.

9.5 Precision-Guided Munitions

A PGM is a missile, bomb or artillery shell armed with a thermal guidance system
with electrical and electronic components to guide the munitions towards the final
phases before impact. This terminal guidance system senses the EM environment
within its field of view. Guidance can be achieved by target acquisition systems
such as radio-waves, IR or electro-optical devices, laser, satellites and other
advanced techniques such as combining laser guidance with GPS, for example.
A PGM can therefore be aimed in the direction of the target and relies on a
combination of external guidance and its own internal guidance system at close
proximity, for example to reach the target. Implementations of PGM weapons
include

• precision-guided joint stand-off weapons,
• conversion of unguided bombs to guided joint direct attack munitions,
• conversion of cluster bombs to precision-guided munitions such as wind cor-

rected munitions dispensers,
• sensor-fused weapon follow-on, and
• joint air-to-surface stand-off missile,

which are autonomously guided and are able to function in adverse weather.
Including modern techniques of cognitive radio and/or cognitive radar into PGM
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adds to the functionality of these weapons. Raytheon® produces a handheld, 17 in.
(43 cm) long, 1.57 in. (40 mm) diameter PGM weighing two pounds (900 g) that is
fired from a rifle-mounted grenade launcher. The PGM can travel 1.5 miles
(2.4 km), with five yards (4.57 m) or less accuracy to reduce collateral damage.
Using a laser designator that resembles a pistol, one soldier points at a target while
another fires the munition. The device can be mounted on multiple platforms,
including Class I and II UAVs, all-terrain vehicles, ground mobility vehicles, small
boats and remotely operated weapons stations.

PGM can be considered a subclass of cognitive EW and therefore also requires
complex algorithms based on Bayes’ theorem to identify, track and label its target.
To perform these calculations, powerful processors are required and are mounted on
the weapon itself. These are ideally small, have low power consumption and are not
susceptible to external interference. The choice of technology again depends on the
strategy used to guide the munitions, the complexity of the system and the analog
and digital requirements that affect the accuracy and resolution of the weapons. In
Maurer et al. (2001) a low-cost gun-launched seeker concept design for naval fire
support is presented with reviews of its required functional capabilities, the seeker
design, which includes the detector and optics of the munitions, as well as the
processing and algorithm requirements. PGM depends equally on the hardware and
software engineering and the hardware must be able to perform the software
algorithms in the time constraints specified. Target detection algorithms must be
able to detect desired targets with a high probability of success, with limited pro-
cessing time, dependent on the capabilities of the microprocessors. Maurer et al.
(2001) depend on parallel operations to provide detection capabilities under a larger
range of image conditions and present a baseline target detection architecture. This
detection algorithm can be modified and applied to various applications and
environments, depending on the conditions of the environment and the capabilities
of the hardware. The parallel processing is done when detecting the contrasting
intensity levels and enhance/detect edges in the image. The results of these pro-
cessing streams are fused before the features are extracted and the target is then
detected, classified and labelled. Maurer et al. (2001) implement a microprocessor
on a DSP where the algorithms do not lend themselves to pipeline operations and
are data-dependent, where an FPGA would be preferred if the algorithms could be
decomposed into many small independent computations and take advantage of the
configurable architecture of FPGAs. Typically, algorithms can be implemented on
DSP and FPGA and computational times can be compared to determine the best
architecture if possible. The algorithm structure has multiple pipelined and
non-pipelined threads and it is difficult to determine which architecture is optimal.

Various techniques and models to solve three-dimensional interception geo-
metrical problems, which can be converted to practical algorithms, can be resear-
ched, used and adapted for different applications of PGMs. The vast number of
possible implementations, open-source hardware and software and availability of
standard geometrical algorithms make PGMs a large contender in the future of EW,
cognitive EW and adaptable multi-functioning projectile weapons. Possibly the
most crucial consideration in these applications is the velocity of the projectile
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towards the target, the distance from the target (therefore the time until impact), the
complexity of the algorithms and the limitations on the processing speed of the
microprocessor.

UAVs are also dependent on multiple subsystems, efficient interconnects
between subsystems, different communication techniques, radar systems and
mechatronic control, remote control and autonomous systems (with respect to
hardware and software) and are distinct advantages when long-range communica-
tion with these vehicles are possible. In the military environment, and also more
recently in the commercial sector, UAVs and drones are becoming more crucial and
are receiving an increase in market share, investment opportunities and technology
research projects. This is because of the various advantages they offer and the
decreases in the cost of powerful processors, high-quality communication systems
and the potential of adaptable applications through software and digital subsystem
integration. UAVs are briefly reviewed in terms of their operation, potential
applications and the advantages offered to EW in the following section.

9.6 UAVs

UAVs (also referred to as UAS or drones (Barton 2012)) have been used in military
activity in one form or another for many years. As electronic technology is
advancing in terms of its capabilities, speed, reduction in size and power con-
sumption and cost-effectiveness, the applications of UAVs are also expanding
rapidly. All UAVs rely on advanced electronic systems to gather information about
surrounding objects and obstacles (Silicon Radar 2016). Such sensor systems have
very special requirements from the enabling technology, where SiGe, GaAs, GaN
and InP all contribute to satisfy each requirement. Importantly, the requirements
that are primarily considered in UAVs include

• miniaturized electronic components,
• low weight and material usage,
• low power consumption,
• high-frequency operation with broad usable bandwidth,
• high integration of mixed and digital circuits, and ultimately
• low cost (Silicon Radar 2016).

Essentially, UAVs can contribute to EW in many aspects requiring the trans-
mission and manipulation of information signals. The advantage of long-distance
flight capabilities, their unmanned nature not directly putting a soldier at risk by
flying into enemy territory, relatively large payload (since there is no requirement
for a human pilot on board) and potential for the integration of various electronic
subsystems make UAVs ideal vehicles for EW in hostile military environments.
Among the most effective tasks and payloads UAVs can deal with are situational
awareness, SIGINT, COMINT and ES. Possibly the largest disadvantage of UAVs
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currently, not overshadowing the loss of life in traditional vehicles, is the fact that
there are very few political consequences of shooting down an unwelcome UAV
spotted in the local airspace. This results in significant losses in resources and
opportunities and may increase hostility by enemies if the mission and payload of
the UAV are unknown to the enemy. However, shooting down a manned aircraft or
vessel has much more serious consequences and can be accompanied with loss of
life, which means that UAVs are still much safer and are essential for reconnais-
sance, defensive, offensive and situational awareness missions requiring autono-
mous and remote operation.

UAVs are classified by the DoD in terms of either their physical size and thus the
potential size of the payload or their travelling range. According to the United
States DoD, UAVs are classified into five categories, summarized in Table 9.3.

Table 9.3 groups the UAV classifications by category, size, maximum gross
takeoff weight in pounds, normal operating altitude above ground level or at mean
sea level in feet and airspeed in knots. In addition, UAVs can also be classified, as
outlined by the United States DoD, by their range of travel as being

• very low-cost and close range (range of 5 km and endurance time of
20–45 min),

• close range (range up to 50 km and endurance times of 1–6 h),
• short range (range up to 150 km or longer and endurance times between 8 and

12 h),
• mid-range (high-speed and operating radius of 650 km) or
• endurance UAVs (operating radius of 300 km and endurance time of 36 h or

more).

Furthermore, UAV classification typically falls into one (or more) of six main
categories (DHL Trend Research 2014), namely

• civil and commercial applications in industries such as mining, civil construc-
tion, energy transmission and distribution, water, agriculture, oil and gas, energy
services, emergency response, film and photography and telecommunication;

• logistic support in the service delivery and transport sector,
• research and development for weather patterns, environmental effects due to

global warming, sustainable development and movement of ocean water,

Table 9.3 Five classes of UAVs as classified by the United States DoD

Category Size MGTW (lbs/kg) Normal operating
altitude (ft/m)

Airspeed
(knots/km.h−1)

Group 1 Small 0–20 (0–9) <1200 (365) AGL <100 (185)

Group 2 Medium 21–55 (9.5–25) <3500 (1066) <250 (463)

Group 3 Large <1320 (599) <18,000 (5486) MSL <250 (463)

Group 4 Larger >1320 (599) <18,000 (5486) MSL Not defined

Group 5 Largest >1320 (599) >18,000 (5486) Not defined
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• armed UAVs used in combat situations,
• exploration of enemy areas to gain reconnaissance information, and
• copying the flight and physical profile of aircraft to confuse the enemy’s air

defense systems, thus used as a decoy.

Apart from the application categories of UAVs listed above, because of the
diverse range of systems it is becoming difficult to classify these systems into a
standardized set. The US military, for example, uses a tier system with prerequisites
pertaining to range, endurance and application. UAVs can furthermore be classified
by their physical dimensions, maximum take-off weight, service ceiling, price and
build types (DHL Trend Research 2014). UAV build types include

• fixed-wing (long-range and endurance flights but with low maneuverability and
requiring catapult launch, typically used in military reconnaissance and situa-
tional awareness missions),

• tilt-wing (complex technology and expensive),
• unmanned helicopter (highly maneuverable and carrying large payloads, but

expensive and high maintenance) and
• multi-copter (cost-effective, easy to launch and low weight, but with limited

payloads and susceptible to wind).

UAVs have a large combination of computing capabilities, sensors and actuators
and software requirements, since these vehicles are remotely controlled, have pri-
marily electronic-based mission requirements and are used to sense the environment
for various elements, including the RF spectrum, visual confirmation of points of
interest, or if used in meteorological missions, sensing the environment for pollu-
tion, weather patterns or natural disasters.

UAVs are not exclusively flying vehicles and also include unmanned sea surface
vehicles (USSVs), which exploit the potential of naval remotely operated vehicles
to achieve similar EW goals as UAVs, but from a different platform and with
different requirements in terms of payload, operating conditions and missions. Also
falling under the unmanned category are unmanned ground vehicles, unmanned
spacecraft and unmanned underwater vehicles. The EW payload for the HS-USSV
includes, for example, a wideband DRFM-based EA system in addition to more
traditional payloads such as jamming equipment with high-gain antennas
(Ramasamyraja et al. 2014) and high-powered microwave power modules origi-
nally developed for tactical aircraft (Tremper and Heyer 2007).

A solar UAV uses solar energy from solar cells on the UAV for longer
endurance flights. The solar power can be distributed to the electric motors used to
propel the vehicle and for the electronic subsystems used for EW and/or meteo-
rological monitoring. Solar energy is, however, restricted to lower energy density
compared to traditional fossil fuels and must therefore be efficiently distributed. An
important subsystem in a solar UAV is the power management system consisting
typically of the maximum power point tracking, the solar modules, the battery
modules and the charging controller. The power required is determined by the
weight of the aircraft and its aerodynamic properties, such as the lift coefficient,
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drag coefficient, wing area and air density (Lee et al. 2013), as well as the payload
power requirements. A block diagram of the working principle for the solar energy
system is presented in Feng et al. (2014), adapted and given in Fig. 9.6.

As shown in Fig. 9.6, a solar-powered UAV operates on a similar principle as
any other solar-powered device and the control system is used to distribute the
available power to the subsystems of the UAV. These subsystems include the
dynamic systems and actuators, general avionics and the payload of the UAV.
A typical UAV control system is represented in Fig. 9.7, showing the feedback
requirements to guide and navigate the UAV.

As shown in Fig. 9.7, the typical UAV control system uses a feedback network
to minimize the tracking error between the desired and the estimated states when
external disturbances such as wind are accounted for. UAVs are the most difficult
systems to design and implement (when compared to ground-based unmanned
systems), since aerial vehicles are not in equilibrium with their environment.
Ground vehicles are typically in equilibrium with the environment, meaning that if
no inputs are given, there is a high probability that the system will not be in an
uncontrollable state. Errors are constantly determined and minimized to ensure that
the trajectory of the UAV follows the desired direction. External disturbances are
not only able to influence the direction of travel of the UAV, but can also cause the
aircraft to lose control; sensors and GPS are used for corrective action against
external disturbances. The tasks of the control system are complicated multi-input
multi-output and time-varying nonlinear systems (Duan and Li 2014). The control
system of the UAV is therefore a critical component in UAVs and must be able to
process complex algorithms, in real-time, including linear and non-linear dynamic
equations to estimate the flight trajectory of the vehicle. For fixed-wing, endurance,
military-based UAVs the control system must be able to compute the geometric
parameters of the aircraft, basic aerodynamic parameters, longitudinal aerodynamic
coefficients, lateral aerodynamic coefficients and fixed-wing UAV control surfaces.
For these parameters, flight dynamic models are derived based on the forces and
moments applied to the aircraft, atmospheric disturbances and the full non-linear
equations of motion (Ahmed et al. 2015). For most UAV flight equations, the earth
can be used as the inertial reference frame and the aircraft can be modeled as a rigid
body. According to How et al. (2012), the following set of equations typically

Control systemSolar panel array
Dynamic systems,

avionics and 
payload

Battery

Fig. 9.6 Simplified diagram
of a solar-powered energy
system for a UAV
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represent the signals processed in the situation presented in Fig. 9.8. The signals
presented in Fig. 9.8 are adapted from How et al. (2012).

In Fig. 9.8, adapted from How et al. (2012), the tracking error can be determined
by expressing the error e in the form

e ¼ r � ðyþ vÞ ð9:2Þ

which can be expanded upon such that

e ¼ S r � do � vð Þ � SGdi ð9:3Þ

where ideally, e should be kept as small as possible. Computational intelligence
methods are used to program control systems to execute a set of instructions
autonomously. Current and future control systems employ these intelligence
methods, or a combination of these methods, typically using the following tech-
niques (Long et al. 2007):

UAV dynamic 
systemControl system

Sensors and GPS

Disturbances

Control 
inputs

States

Sensor 
noiseState estimates

Commands
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Fig. 9.7 Typical UAV control system
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-

Fig. 9.8 Typical UAV control system showing the signals in the input, output and feedback
loop. Adapted from How et al. (2012)
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• traditional control,
• fuzzy logic,
• neural networks,
• genetic algorithms,
• rule-based methods, or
• symbolic artificial intelligence.

An alternative consideration in unmanned vehicle autonomous control is con-
sidering biological systems such as human behavior. These systems give a holistic
view on intelligence and the use of sensing, reasoning, action, learning and col-
laboration when performing tasks. Applying robotic systems such as UAVs based
on intelligent systems creates a path towards cognitive UAVs. These techniques
also determine the processing requirements due to the difference in complexity of
each method. As current FPGA and DSP technologies improve, the integration of
complex, high-speed, real-time and cognitive/neural networks (therefore large
availability of memory to store previous events and learn from them) is more
realizable compared to earlier systems. According to Long et al. (2007), the most
promising approaches to implementing control systems use layered or hierarchical
control strategies such as

• subsumption,
• behavior-based models,
• reference models, and
• three-layer models.

In Long et al. (2007), a comprehensive review on the software systems for
autonomous vehicles is given. These software systems include

• Java Expert Systems Shell,
• Fuzzy Logic in Integrated Reasoning,
• Subsumption Architecture,
• Autonomous Robotic Architecture (AuRA),
• Applied Research Laboratory at the Pennsylvania State University ARL/PSU

Intelligent Controller architecture,
• Jet Propulsion Labs Advanced Sciencecraft Experiment,
• Cognitive Architectures,

– ACT-R
– SOAR

• NIST Real-time Control System.

Advanced UAV sensor payloads are able to acquire large amounts of data,
including full-motion video and high-definition images. Sharing these data is often
bandwidth-limited; although the processor and control system are able to process
and store the data relatively easily nowadays, transmission to the ground station is
still limited by the bandwidth of the communication link. For this reason, intelligent
systems only send mission-critical data to the ground station, and the commands
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sent to the UAV should also be limited. Efficient data processing on the UAV
control system ensures that the communication link is available to send and receive
data, prioritized between mission-critical commands and data that can be trans-
mitted when the channel is open. Control compatibility is a challenging issue in
military and commercial UAVs. The most prominent and widely debated issues are
associated with control compatibility with other UAV ground stations, ability of the
UAV to communicate directly with various ground and air support systems in the
area (regardless of which architecture they belong to), secure down-link bandwidth
limitation as more UAVs are streaming data at the same time and at a higher
throughput and timely availability of relevant, post-processed data (Howard 2013).
This book does not aim to provide all equations and considerations for imple-
menting autonomous flight, but rather to highlight the complexity and the pro-
cessing requirements of these equations. Companies specializing in microelectronic
integrated systems provide fully integrated systems that achieve high levels of
performance in UAVs while reducing size, weight, power, system cost and
development time. Such integrated solutions and off-the-shelf components are
supplied by various microelectronic integrated system manufacturers. These solu-
tions include

• video transmission with low-power digital signal processors,
• safety and surveillance chipsets to support ADS-B and transponders with IFF

and sense and avoid capabilities,
• navigation integrated inertial measurement units for attitude and position

sensing, accelerometers, gyroscopes, magnetic sensors, pressure sensors and
temperature sensors,

• airframe monitoring systems with precision vibration sensors and ADC con-
verters that support health utilization monitoring systems,

• data transmission and vehicle control ICs for both flight management control
and data transmission,

• electrical systems such as motor control, power management, isolation, condi-
tioning, high-quality amplifier components supporting flight control, power
management, charging (for solar-powered devices) and propulsion systems,

• control surfaces for flight control sensing and precision measurement through
linear variable differential transformers, rotational converters and strain sensor
converters,

• payloads that include high-speed and precision converters and DSPs for inter-
facing to analog sensors and detectors, advanced gyroscopes and accelerometers
based on MEMS for payload stabilization, HDMI and DVI switches and buffers,

• SAR signal processing of the successive radio-wave pulses to form images of
landscapes and other point of interest,

• collision avoidance and mapping using high-GHz radar solutions for object
detection, mapping and ranging, and

• supporting systems for imaging, radar, surveillance, reconnaissance and
communications.
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Numerous electronic sensors for precise control and feedback are required on
UAVs. To control the altitude (pitch, roll and yaw and translation movements) of
the UAV, actuators are used to apply forces to the flight mechanical equipment. The
precise extent of the position of these actuators is critical in sustaining the correct
path of flying. The technology, hardware and software, to realize autonomous
algorithms is an important consideration and there are several FPGA and DSP
products available that can compute, store and communicate the relevant data of a
UAV control system. These digital systems must also be able to accept analog input
from all sensors and provide analog output to actuators situated all around the
UAV. The vehicle dynamics processor is typically separate from the
mission-specific telemetry equipment, although the physical processor could be
similar and the workload for each task shared.

Dynamic modeling of autonomous vehicles, like manned vehicles, requires
accurate aerodynamics of many types and variations of vehicles. The fundamentals
of state estimation and flight control are common between these vehicles and must
be simulated, optimized and programmed into the flight controller of the UAV. The
rotational state estimation (attitude and attitude rate) and translational state com-
putations (position and velocity) for fixed-wing and rotor-equipped UAVs differ
significantly, primarily owing to the additional degrees-of-freedom of the
rotor-equipped vehicles. For larger UAVs, the earth’s rotation and curvature effects
must be accounted for as well, whereas for smaller UAVs, this can be ignored to
simplify the initial computations. Depending on the type of UAV, either transla-
tional motion (for fixed-wing aircraft) or rotational motion (rotor-equipped aircraft)
must be programmed into the flight controller. Translational motion is the move-
ment of the center of mass of an object between two positions. Rotational motion
occurs if an object moves about an internal axis continuously and similar quantities
and concepts apply, but certain translational quantities must be replaced by their
equivalent rotational quantities. If the UAV is subjected to external forces and
moments due to gravity, propulsion and/or aerodynamics, the applied forces are
combined and expressed in the body frame. For in-depth reviews on the derivation
of linear and non-linear translational and rotational motion for UAVs, Table 9.4
lists several references dedicated to explaining the fundamentals of
motion-translation in aircrafts. These principles fall outside the scope of this book,
which focuses on the computational processing requirements of these techniques.

In order to implement the algorithms required to autonomously fly UAVs, either
fixed-wing or rotor-equipped, a platform for developing the systems is required,
which reduces the dependence on costly field trials, simulating the flight system
entirely in software and ensuring that each flight trial is successful, with only minor
adjustments required after each trial. As hardware and software continue to develop
and become more cost-effective to implement high-speed computers for model
development, this process has become commonplace for UAV simulation and
modeling. Chen et al. (2009) state that the fundamental goal of flight dynamics
modeling is to represent the flight motion numerically for a given input, as close to
the flight motion in the real world as the application requires. As a result of the wide
applications of flight models, a large number of implementations and algorithms of
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flight models exist. Essentially, all flight models are based on the mathematical
theorems described in Newtonian physics; from Newton’s second law, an aircraft’s
motion in its six degrees of freedom can be described by a system of non-linear first
order differential equations (Chen et al. 2009). Numerical techniques to solve these
differential equations, each defined by its own complexity and accuracy, include

• using Euler angles,
• the Heun method,
• the Bogacki-Shampine method for ordinary differential equations,
• the Runge-Kutta iterative method, and
• the Dormand-Prince method.

The non-linear model of flight-modeling is most commonly implemented in
microprocessors where speed is abundant; to simplify the equations for small UAVs
where processing power is limited, these non-linear equations are linearized to
decrease the required computational load.

Two common orientation representations are typically used to build flight
dynamics models, namely the Euler angles and quaternion. Euler angles use yaw,
pitch and roll to represent a rigid body’s orientation and movement, whereas
quaternion is a generalization that extends the complex numbers, i, j and k, where
the principal equation in quaternion mathematics still holds as

i2 ¼ j2 ¼ k2 ¼ ijk ¼ �1: ð9:4Þ

Euler angles are most typically used and implemented in modern computers and
microprocessors (Cheng et al. 2009). The DARPA Simulation Networking System
(SIMNET) is a networked battlefield simulator that allows multiple user interaction
on the battlefield at various levels. SIMNET, developed in 1987, uses quaternions
for aircraft orientation representation to avoid singularities and high data rates
associated with the more common Euler angle representation of orientation. The use
of either Euler angles or quaternions depends strongly on the application, type of

Table 9.4 References related to linear and non-linear translational and rotational motion to model
the movement and control of UAVs

Reference Title

Cooke et al. (1992) Flight simulation dynamics modeling using quaternions

Ritter and Dillinger
(2011)

Nonlinear numerical flight dynamics for the prediction of maneuver
loads

Lozano (2013) Unmanned aerial vehicles: embedded control

Duan and Li (2014) Bio-inspired computation in unmanned aerial vehicles

Franchi et al. (2012) Modeling and control of UAV bearing-formations with bilateral
high-level steering

Hajiyev et al. (2015) State estimation and control for low-cost unmanned aerial vehicles

Shima and Rasmussen
(2009)

UAV cooperative decision and control: challenges and practical
approaches
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aircraft and the expected forces to which the aircraft will be exposed. Quaternions
are widely used in two- and three-dimensional rotation in computer graphics and
game development. Smooth camera movements can be achieved because of the
ease of interpolating between two quaternions and unit normalization of floating
point quaternions suffers from fewer rounding defects than conventional matrix
representations. The main disadvantages of quaternions are that the computations
are more intensive (more complex but generally faster to execute) and also less
intuitive compared to Euler angles and quaternions only contain rotation and no
translation and scaling.

From the above discussion it becomes evident that UAV applications, vehicles,
technologies, applications, sensors, subsystems and topologies vary significantly in
literature and in practice. The technologies, in terms of semiconductor processing
requirements for each subsystem, differ and it is practically impossible to recom-
mend a single technology to fulfill all the requirements of the UAV. One has to
identify and analyze each subsystem, the information and data fed to and from the
subsystem, and the requirements of each, to implement a chosen technology
efficiently.

For example, in the case of a SAR subsystem, Caris et al. (2014) present a
typical SAR scenario and concept. According to Caris et al. (2014), the trajectory
knowledge of the UAV is obtained from GPS navigational sensors and an inertial
navigation platform from receiving the radar signal using elaborated autofocusing
procedures. The SAR system in Caris et al. (2014) uses an implementation of a
modern frequency modulated continuous wave generator (FMCW) with a high
frequency bandwidth of 1 GHz. To obtain the required resolution, a high-frequency
sensor at mm-wave (94 GHz) is implemented. The radar front-end generates chirp
signals at a bandwidth of 77 MHz between 87 and 164 MHz, after which the chirp
signal is up-converted through frequency multiplication to 7.68 and 7.99 GHz. This
signal is then passed to the frequency multiplier to multiply the signal by 12, to
92.16 and 95.88 GHz, respectively. A W-band MMIC is specifically fabricated for
this application in InAlAs/InGaAs metamorphic high electron-mobility transistor
technology with a 100 nm gate length, which provides transistors with fT and fmax

of 220 and 300 GHz respectively at a drain voltage of Vd = 1 V. The achieved
conversion gain is 7 dB with a noise figure of 4 dB.

Conversely, Jaeschke et al. (2014) implement a 240 GHz radar with 42 GHz
bandwidth using a SiGe BiCMOS transceiver with integrated antennas. The
240 GHz MMIC transceiver chip also implements the FMCW wideband modula-
tion technique and achieves a gain of 0.65 dB at 240 GHz in the far-field for the
simulated integrated patch antenna.

These two examples already show that for a UAV subsystem, such as radar (or
SAR implementations), the choice of technology, in these cases InAlAs/InGaAs
and SiGe, depends not only on the implementation frequency but also on the overall
gain in the system. It has been established that SiGe offers very high frequency
operation, nearing the THz regime, but also has significantly lower gain capabilities
as a result of the trade-off between bandwidth and gain. Combining technologies in
subsystems in any application aims to provide high-performance electronic systems
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capable of achieving high-frequency operation with high gain and low noise. As
seen in Chap. 8, the more recent optoelectronic systems aim to increase the per-
formance gains further in terms of bandwidth availability, and when integrating
microelectronic systems, it is important to consider technologies that are capable of
modular integration with optic systems as well.

9.7 Conclusion

This chapter reviews the potential future of EW, placing the focus on the enabling
technologies and subsystems that facilitate upgrading of current systems and
re-inventing traditional applications with advances in technology. These advances
are specifically aimed at technical parameters, process improvements and efficient
use of current as well as older (more cost-effective) technologies to benefit EW in
various fields. Cognitive EW, the ability of electronic systems to learn from the
environment and from historic events, has valuable advantages in warfare as
technology advances and the processing performance of miniature processors
increases. Cognitive warfare and cognitive EW can be applied in many fields and
disciplines, applications and subsystems in electronic equipment and can be
implemented in AESA, PGM and SDR. In addition, UAVs have become more
popular in recent years and their potential applications are practically limitless, if
the enabling technologies continue at the pace they have been developing over the
past decades.

In the following chapter, a summary of the advantages and disadvantages of
microelectronic technologies such as SiGe, InP, InGaAs, InSb, GaAs and GaN are
summarized from a general perspective with reference to the topics discussed in this
book. Since each technology presents its own set of strengths and weaknesses and it
has been established in this book that most applications and systems require dif-
ferent properties and performance characteristics for efficient operation, a simplified
approach to realizing future-generation EW equipment cannot be based solely on a
single technology. This book is essentially pro-SiGe, but it is not biased and takes
into account the complex nature of electronic equipment, especially in EW. It
therefore aims to provide a holistic view on technologies and processes that can
contribute to re-imaging the future of EW.
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Chapter 10
A Review on Si, SiGe, GaN, SiC,
InP and GaAs as Enabling Technologies
in EW and Space

10.1 Introduction

In May 2016 the United States DoD researchers announced the development of an
ADC that processes data at a rate of 60 GHz, fast enough to ensure the potentially
uninterrupted operation of spectrum-dependent military systems, including com-
munications, EW signals and radar, also in contested and congested EM environ-
ments, to offer situational awareness of the RF spectrum. The amount of data
generated reaches nearly a terabyte per second, a data rate so high it requires
on-chip data-management circuitry. The circuitry allows signals to be processed
locally on-chip, reducing the amount of information passed on to supporting cir-
cuitry (DARPA 2016). The researchers plan to develop an ADC that uses 50 % less
power than current technology while sampling greater bands of spectrum. The high
speeds of these ADCs are in part attributed to performance increases of the oper-
ating speed of transistors, the miniaturization of transistors, which enables more
transistors to be integrated on a single die, and a parallel-processing architecture
where each branch samples the signal at a different time and combines the result at
the output. The ADC is manufactured in a 32 nm SOI process from
GlobalFoundries® and future improvements are planned on a 14 nm SOI process
using fin field-effect transistor (FinFET) technology.

In May 2016, NXP Semiconductors® expanded its portfolio of broadband
GaN RF power transistors targeted specifically at EW and battlefield radio appli-
cations. This expansion includes final-stage amplifiers with frequency coverage as
broad as 1 Hz to 3 GHz (from HF to S-band). GaN transistors on SiC substrates
enable such performance and combine high power density, ruggedness and a flat
frequency response over a large bandwidth, enabling the devices to cover virtually
all frequencies of electronic devices used in EW and other military applications.
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Rapid progress has been achieved in high-voltage transistors such as laterally
diffused MOSFETs (LDMOS), high-voltage MESFETs, HBTs and AlGaN/GaN
HEMTs, which have an increased breakdown voltage and an increased gate
capacitance. Therefore, the power density of these transistors is high, whereas the
operating frequency is relatively low because of the increased gate capacitance.
Wide-bandgap semiconductors such as GaN and SiC show great promise for
advancing high-power microwave electronic devices, where GaN additionally
offers relatively high operating frequencies. Primarily, owing to low breakdown
voltage, it has not been possible to design and fabricate solid-state transistors in Si
and GaAs (Trew 2004) that can yield RF output power necessary to compete with
microwave vacuum tubes or GaN. This has severely limited the use of Si and GaAs
microwave solid-state transistors and devices in power applications, such as
transmitters for wireless communications systems, radars and guidance (Trew
2002). The RF PA is a key component of the transmitter unit in many EW systems,
microwave transceivers, radio-frequency identification, radar, satellite transceivers
and remote sensing systems. The performance of the RF PA has a direct impact on
the performance of the entire system, whereas the performance of the PA is pre-
dominantly determined by the power capabilities of the transistors and active
devices of the enabling technology.

In military communications there is a shift towards SDR architectures that
reduce the number of different radio platforms currently used by the armed forces.
New configurable architectures and devices, using SiGe and CMOS processes,
drive the objective to software definable systems. Higher integration in SDR
applications also enables cognitive functionality, anti-jamming and encryption
McHale 2015). SDR, for example, requires high-frequency, low-noise and
low-power technologies to realize practical and modular systems that can be used
by soldiers on the battlefield. SiGe is one technology that provides these capabilities
and is able to process data at the extremely high rates required for real-time SDR
communications.

From the above discussion it is evident that no one-size-fits-all approach is
possible when choosing a technology for specific applications, whether in com-
mercial, military or space-based applications. Various trade-offs of the potential
technologies must be weighed and compared to determine the optimum solution for
each application. Even subsystems could benefit from the superior properties pro-
vided by each technology and, if possible, more than one technology could be
implemented in a system to provide benefits for each subsystem. This chapter
highlights the advantages and disadvantages and the most crucial characteristics of
technologies such as Si, SiGe, GaN, InP, GaAs and SiC when considering
implementation of a system in military application and EW; these are also appli-
cable to commercial and space uses. The following section summarizes these
characteristics by individually reviewing each technology/process material.
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10.2 Semiconductor Process Highlights

10.2.1 Process Highlights: Si

This section describes the highlights of Si as a semiconductor material as well as its
optoelectronic properties, which make the material such a widely used and suc-
cessful semiconductor material. The properties of Si have been intensively studied
and its advantages and disadvantages are well known across the research and
development segments. This paragraph briefly highlights these properties to assist
in a comparison between Si and other emerging and established/mature semicon-
ductor materials. Table 10.1 lists the parameters of Si used in the comparative study
between semiconductor materials used to manufacture integrated circuits, based on
its electrical performance. All the parameters presented in this section are obtained
from various sources and in the case of slight differences on reported values, an
average is taken and used in this book.

It is difficult to highlight the characteristics of Si that make it such a popular
semiconductor material without repeating what generations of researchers, scholars,
physicists and engineers have discovered and published since the discovery of the
p-n junction by Russel Ohl in 1940, which led to the development of junction tran-
sistors and solar cells. By 1963, Schultz (1963) had already outlined the dominance of
Si as a semiconductor used extensively in the fabrication of electronic devices such as
diodes, transistors, ICs and solar cells, as well as being a window material for certain
portions of the near-IR spectrum, especially the visible band. Schultz (1963) provides
a concise summary of the characteristics of Si and the principal features of its behavior
as a semiconductormaterial. Already in this paper, Schultz (1963) refers the readers to
existing published material, original papers and review articles to ensure that the
published paper only highlights the crucial elements that make Si such a successful
material for semiconductor processing and avoid re-iterating the well-known char-
acteristics. From this perspective, this book also does not aim to repeat all the material
properties of Si and only highlights important properties that (still) make Si a preferred
semiconductor material in the 21st century. Highlights include:

• Si is abundant: SiO2 is the most common compound in the earth’s crust and
commonly takes the form of ordinary sand, quartz, rock crystals, amethyst, agate,
flint, jasper and opal. Other useful compounds of Si include SiC, used as a semi-
conductor and as an abrasive since it is nearly as hard as diamond, sodium silicate
(Na2SiO3), which is known aswater-glass and used to produce soap and adhesives,
as well as silicon tetrachloride (SiCl4), which is used to create silk screens.

Table 10.1 Material characteristic highlights of Si

Material Bandgap
(eV)

Electron-mobility
(cm2/V s)

Power
density
(W/mm)

Breakdown
voltage
(kV/cm)

Thermal
conductivity
(W/cm K)

Dielectric
constant

fT
(GHz)

Si 1.12 1500 0.2 300 1.5 11.8 20
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• Extracting and purifying Si from its raw material are both well-established,
inexpensive and efficient methods, which involve reducing the silica compounds
in furnaces at temperatures exceeding 2000 °C. Carbon reacts with the oxygen
in the molten silica to produce CO2 and Si, which settles at the bottom of these
furnaces. The remaining Si is then treated with oxygen to reduce any calcium
and aluminum impurities (Plus 2009). The result is metallurgical-grade Si,
which is up to 99 % pure. To manufacture electronic-grade Si, which is
99.99999999 % pure, additional processing to refine the metallurgical-grade Si
is necessary. This process includes grinding the Si to a fine powder and reacting
it with gaseous hydrogen chloride at 300 °C to give a liquid compound of Si
called trichlorosilane (HCl3Si). Impurities such as iron, aluminum, boron and
phosphorus are removed with fractional distillation and the purified HCl3Si is
vaporized and reacted with hydrogen gas at 1100 °C to retrieve the elemental Si.
During this reaction, Si is deposited at the surface of an electrically heated
ultra-pure Si rod to produce the electronic-grade Si (Plus 2009).
Electronic-grade Si is therefore a near-perfect material with practically zero
impurities and defects, making processing with the material a virtually exact
science resulting in high yield and cost-effective processing.

• Mechanical handling of Si wafers is more forgiving than most semiconductor
materials, for example InSb. Mechanical handling might be overlooked in many
cases as an important characteristic, but in fact, the handling of a semiconductor
material through its entire processing procedure typically introduces material
cracks and defects into the material. This results in lower yield and higher cost
of manufacturing; Si crystallizes in a diamond form with relatively strong bonds
holding the crystals together.

• The bandgap of pure Si is moderate at 1.12 eV with an intrinsic carrier con-
centration of ni = 1.5 × 1010 cm−3 at 300 K. This leads to relatively small
leakage currents of the active devices. Doping Si with impurities is relatively
easy according to the available research, techniques and parameters defined
throughout literature.

• SiO2 is grown on Si and used as a passivation layer and insulator in CMOS
processing and to form the gates of MOSFETs. The advantage of using SiO2 is
that the material is perfectly matched to Si when grown on a pure Si wafer,
leading to minimal defects and reducing surface states between layers.

More recently, since approximately the late 1980s, Si photonics have made
substantial progress because of its compatibility with mature CMOS manufacturing
processes and high-quality SOI wafers, an ideal platform for creating planar
waveguide circuits (Jalali and Fathpour 2006). As high-bandwidth data transmis-
sion is increasingly becoming limited by the parasitics introduced by the trans-
mitting channel, traditional methods such as copper wires are becoming less
effective. Optical transmission is becoming a crucial requirement to reduce the
inherent attenuation of high-frequency signals. Traditional copper wires also
demonstrate large power dissipation due to the charge and discharge effect of the
parasitic capacitance between signal wires. The high level of integration of Si
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photonics with traditional Si IC manufacturing can offer high stability and low
power consumption of interconnects in high-bandwidth applications (Zhou et al.
2015). The critical milestones of Si photonics include successful demonstration and
implementation of passive components, modulators and photodetectors. Si-based
photonics and OEICs can operate at wavelengths anywhere between 1.2 and
100 µm, depending on the design, material doping and operating temperature
(Soref 2006).

By doping Si with Ge, SiGe provides additional benefits over the customary Si
process. It is reviewed in the following paragraph.

10.2.2 Process Highlights: SiGe

The competitiveness of Si as a semiconductor material and its inherent limitation to
high-power and high-frequency applications have motivated researchers to find
alternative alloys, based on Si as an enabling technology to keep the costs low, but
with increased performance. One such material is SiGe, which uses similar pro-
cessing techniques as traditional Si, but adds Ge as a dopant in the base of the
transistors to increase frequency performance. This book provides highlights of the
performance gains of SiGe in the EW field of applications, which can potentially
take advantage of the enhanced performance without sacrifices in other areas, such
as cost. Table 10.2 lists the comparative properties and parameters for SiGe.

The following paragraph from Robinson (2014) is cited: “Si, a material used in
the manufacture of most modern microchips, is not competitive with other materials
when it comes to the extremely high performance levels needed for certain types of
emerging wireless and wired communications, signal processing, radar and other
applications. Certain highly specialized and costly materials—such as indium
phosphide, gallium arsenide and gallium nitride—presently dominate these highly
demanding application areas. But SiGe changes this situation. In SiGe technology,
small amounts of Ge are introduced into Si wafers at the atomic scale during the
standard manufacturing process, boosting performance substantially.” Robinson
(2014) highlights a new record for transistor speed at an fmax of 798 GHz; albeit at a
cryogenic temperature (4.3 K), still an impressive accomplishment for the tech-
nology and valued insight into its potential capabilities for room temperature
operation. The same transistor, achieving 798 GHz at 4.3 K, was operated at
417 GHz at room temperature, a speed already faster than 98 % of all the transistors
available currently, irrespective of technology.

Table 10.2 Material characteristic highlights of SiGe

Material Bandgap
(eV)

Electron-mobility
(cm2/V s)

Power
density
(W/mm)

Breakdown
voltage
(kV/cm)

Thermal
conductivity
(W/cm K)

Dielectric
constant

fT
(GHz)

SiGe 0.945 7700 1 200 0.083 13.95 285
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SiGe, deemed the successor to GaAs since the early 1990s, is characterized by
higher integration and reduced cost and is fast becoming the superior technology for
high-speed and complex ICs. Key applications where SiGe are dominant are in
high-speed optical network transceivers, base stations, wired broadband commu-
nications, high-speed cross-point switches, GPS and circuits and subsystems of
radar and mm-wave applications. Although unable to outperform technologies such
as GaAs in terms of microwave performance parameters such as noise figure, power
output or robustness (Schuh et al. 2009), SiGe offers various distinct advantages in
its BiCMOS integration capabilities and multiple channel communications infras-
tructures on single chips. As integrated solutions are shifting the focus from high
power output to increased processing capabilities, high integration levels, high
volume, low power consumption and low cost, the SiGe HBT has emerged as a
prominent candidate for replacing GaAs.

The introduction of a Ge-base in traditional Si technology increases the transit
frequency into the high-GHz range and a high base doping reduces the base sheet
resistance, which also improves the fmax of these transistors. Another important
advantage is the excellent passivation by SiO2, which reduces the 1/f corner fre-
quency in SiGe HBTs (König et al. 1995). Logan and Noras (2009) presented a
comparison between a SiGe BiCMOS LNA and a Si CMOS LNA with identical
topology at 2.1 GHz and concluded that the SiGe LNA presented a better NF with
significantly lower current consumption under similar operating conditions. This
result shows that in the case of LNAs, operating at relatively low frequencies, SiGe
BiCMOS is superior to the traditional Si CMOS implementations. Although it is
difficult to ascertain that SiGe BiCMOS technology outperforms CMOS on all
FOMs, at all frequencies and under all circumstances, isolating and comparing
electronic circuits give a holistic overview of the typical performance gains when
implementing SiGe BiCMOS technology.

In RF wireless communications, as presented in Senapati and Maiti (2000), SiGe
HBTs are examined and device performance on a radio-frequency IC is compared
against Si BJTs, GaAs HBTs and GaAs HEMT. From this comparison, SiGe HBTs
presented the lowest power consumption with respectable performance in gain, NF
and linearity. GaAs HEMT devices presented the lowest NF and Si BJTs presented
the best linearity.

In Long (2005), the impact of SiGe bipolar and BiCMOS technologies on
wireless transceivers for portable telephony and data communications is surveyed.
Long (2005) also identifies the favorable characteristics of the SiGe technology in
terms of turnaround time and overall cost compared to traditional CMOS or III-V
technologies. Importantly, as also mentioned in Long 2005, is the fact that SiGe
technologies offer space for innovation in circuit and system design (such as direct
conversion and homodyning) by offering low-cost and highly integrated devices to
overcome the shortfalls of NF and speed when compared to GaAs and even InP
technologies. As opposed to increasing the operating frequencies of subsystems
towards the limitations of the technology, SiGe allows multiple cascaded circuits
(such as multi-core CPUs) to co-exist on a single chip without compromising the
yield of the device, through its ability to contain millions and up to billions of
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transistors on a single die. In addition, as applications start operating in the hun-
dreds of GHz range, the interconnect and parasitic effects become more pronounced
and the transistor fT and fmax are not the only limitations in these circuits (Niu 2005).
In these cases, the ability to slow down the operating frequency but increase the
circuit complexity and functionality becomes more attractive and a technology such
as SiGe BiCMOS becomes versatile with its high dynamic range and low power
consumption.

For power electronics, GaN is a wide-bandgap material that provides benefits of
high operating frequency and high breakdown voltage. It is reviewed in the fol-
lowing paragraph.

10.2.3 Process Highlights: GaN

In terms of wide-bandgap and high-power density semiconductor materials, GaN
still remains an important contender in EW and space applications where energy
efficiency is a crucial parameter. Although not the fastest material in terms of
transistor switching speeds, GaN has a modest and competitive maximum operating
frequency, considering its high-power density and efficiency. The properties of
GaN related to the comparative discussion in the chapter are presented in
Table 10.3.

GaN is a binary III-V direct bandgap semiconductor and its electrical properties
make it ideal for optoelectronic devices, high-power and high-frequency applica-
tions. Initially, GaN was developed for improvised explosive device jammers used in
the military and has evolved to serve many additional applications. GaN was pri-
marily used for L-, S- and C-band applications such as radar, cable television and
power management. In 2015, the GaN market share was estimated at US $180
million with approximately 67 % allocated to military applications and a growing
demand for more efficient and compact hybrid electric vehicles (Shamsi et al. 2013).

Advances in GaN HEMT technology have made GaN a contender in military
and commercial satellite markets and power amplifiers requiring reliability, lin-
earity, power density and energy efficiency (Damian and Gelerman 2012). GaN
transistors generally present a high output impedance, making it easier to match and
combine devices in cascaded amplifiers. GaN transistors can be modified to pro-
duce BJTs, enhanced-mode MOSFETs and more recently MESFETs, HEMTs,
FinFET and LDMOS variants to improve performance. In the automotive industry,

Table 10.3 Material characteristic highlights of GaN

Material Bandgap
(eV)

Electron-mobility
(cm2/V s)

Power
density
(W/mm)

Breakdown
voltage
(kV/cm)

Thermal
conductivity
(W/cm K)

Dielectric
constant

fT
(GHz)

GaN 3.49 1500 30 3300 1.5 9 150
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the performance and cost advantages of SiC have limited the market share of GaN
(although integrating GaN on SiC substrates has produced high-frequency and
high-powered devices), whereas in higher frequency RF and high-power trans-
mission communications technology such as WiMAX, LTE and legacy military
applications, GaN has gained traction against GaAs and LDMOS technologies. This
is primarily due to its higher frequency performance and ability to output significant
power even in the mm-wave range, wide bandgap, heat capacity and thermal
conductivity. These characteristics also open up new opportunities, not only for
military applications such as radar and EW, but also in space-based communication
applications.

Generally, GaN technologies are placed on SiC substrates to further improve
their heat distribution (thermal conductivity) capabilities, while maintaining the
high-power and high-frequency advantages of GaN (Runton et al. 2013). GaN
provides orders higher power density compared to GaAs and SiGe, which enables it
to dissipate heat efficiently while operating in the upper-GHz ranges owing to its
high electron mobility. In addition, GaN presents high cut-off frequencies in the
200 GHz range and has a relatively high breakdown voltage (approximately 100 V
and higher). A higher electric field breakdown and higher doping density in GaN
essentially translate to reduced width of the drift region, reducing its size and
effectively increasing its power density (Han et al. 2009).

The biggest disadvantage of GaN and the primary factor inhibiting the tech-
nology from being integrated in more commercial products is its cost. The manu-
facturing process of GaN is complex and the material is unforgiving when
compared to Si with its perfectly defined crystal lattice, high yield and repro-
ducibility. The cost of the GaN process will inevitably decrease as volumes
increase, but will possibly never be below the cost of bulk Si CMOS or even GaAs.

Another wide-bandgap material with high breakdown voltage is SiC, reviewed
in the following paragraph.

10.2.4 Process Highlights: SiC

A wide-bandgap material that competes with (and complements) GaN in the
power-electronics field is SiC. Although its power density is not as high as that of
GaN, it still presents various advantages in semiconductor processing, such as its
ability to conduct heat away from active devices quickly. Table 10.4 lists the
properties of SiC, obtained from various sources and used in this comparative
study.

Table 10.4 Material characteristic highlights of SiC

Material Bandgap
(eV)

Electron-mobility
(cm2/V s)

Power
density
(W/mm)

Breakdown
voltage
(kV/cm)

Thermal
conductivity
(W/cm K)

Dielectric
constant

fT
(GHz)

SiC 3.25 900 10 3500 4.5 10 20
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Wide-bandgap technologies such as SiC, along with GaN, are predominantly
used in power electronics systems, medium- and high-power (Liang et al. 2014) and
high-temperature applications (Singh and Sundaresan 2015). SiC MOSFETs and
Schottky barrier diodes have started to enter the market previously dominated by
traditional Si because of their high-power and high-voltage capabilities. SiC and
GaN present the best trade-offs between high-voltage blocking capability,
high-temperature operation, high switching speeds, commercial availability and
technology maturity (Millán 2012). SiC presents higher thermal conductivity
compared to GaN, but GaN offers better high-frequency and high-voltage perfor-
mance, although it lacks good quality bulk substrates, which is a disadvantage for
vertical devices. The higher thermal conductivity reduces the requirements for large
overheads of thermal management systems. The high breakdown electric field of
SiC allows for thinner and more highly doped blocking layers. The wide bandgap
results in higher temperature operation and radiation-hardened devices, while the
high thermal conductivity allows heat to be efficiently extracted away from the
device (Singh and Sundaresan 2015). Si insulated-gate bipolar transistor (IGBT)
power devices have a limitation on the maximum voltage of up to 6.5 kV
(Madhusoodhanan et al. 2015). As a result, for a distribution grid (up to 13.8 kV at
60 Hz) interfacing applications of power electronics converters using Si IGBTs,
integrated gate-commuted thyristors, or gate turn-off thyristors for higher order
multilevel converters (more than three levels) are mandatory. A 15 kV SiC IGBT
(Kadavelugu et al. 2013) has facilitated the use of power converters at distribution
voltage level without employing higher order multilevel converter topologies
(Madhusoodhanan et al. 2015).

Power semiconductors are required to present low leakage current at high
voltage-blocking levels to limit power consumption and prevent thermal runaway
leading to device failures. Leakage current is a function of doping concentration in
the semiconductor and SiC (and GaN) can operate at much higher blocking volt-
ages with lower doping concentrations as a result of the wide bandgap, when
compared to traditional Si, for example. Power devices grown on Si substrates
effectively reduce the manufacturing cost but at the expense of crystal defects in the
grown layers, which leads to surface effects such as leakage currents.

SiC circuit breakers for DC power systems using 1200 V SiC JFET at DC
operating voltages of 400 V with turn-off fault currents of 125 A at response times
of 1 µs have been described in Shen et al. (2015). SiC PIN diodes with 6.5 kV
IGBT switches in a 4.16 kV, 8 MVA neutral-point clamped voltage source con-
verter with a switching frequency of 465 Hz are presented in Filsecker et al. (2014).
The most widely studied configurations of SiC devices are normally-on SiC JFET
and cascaded topologies using a normally-on SiC JFET together with a low-voltage
Si MOSFET (Alonso et al. 2014). The study carried out by Alonso et al. (2014)
confirms that the overall switching losses of the JFET in continuous conduction
modes are low, making it suitable for operating in this mode in terms of overall
converter efficiency. However, the lower turn-off losses of the cascade configura-
tion point to this configuration as the most appropriate for the discontinuous
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conduction modes when zero-voltage switching is achieved at the turn-on of the
main power.

The cost of SiC material processing has decreased to approximately 10 Euro/cm2

(13.6 US $/cm2) with 100 mm (4 inch) wafers as the standard and 150 mm (6 inch)
wafers available (Kaminski and Hilt 2014).

InP is a semiconductor material that provides very high-frequency operation, a
relatively narrow bandgap, high-electron mobility and advantages when applied in
optoelectronic ICs. It is reviewed in the following paragraph.

10.2.5 Process Highlights: InP

The ability to drive optical signals on-chip using semiconductors that are able to
accommodate high-speed analog and digital electronics is becoming more com-
monplace and a greater requirement in modern electronic communication systems
capable of multi-Gbps transfer speeds. Parasitic effects of traditional interconnects
have become a limiting factor in high-frequency applications and optical communi-
cations aim to overcome these limitations. OEICs can be achieved bymaterials that are
responsive to light waves at practical wavelengths, such as within the 1.3–1.55 µm
band. InP, when combined with InGaAs, can produce high-quality and high-speed
optoelectronic circuits, which can combine photosensitive detectors, waveguides and
high-speed active circuits on a single chip. The properties of InP are summarized in
Table 10.5.

A primary motivation for direct bandgap zincblende1 InP transistor technologies
and microelectronic devices is its ability to integrate with optoelectronic and
photonic devices such as InGaAs photodiodes in the 1.3–1.55 µm optical band.
Semiconductor nanowire heterostructures are increasingly more dominant and
crucial building blocks for optoelectronic devices and the optical properties on InP
nanowire heterostructures present small lateral size devices and high aspect ratios in
one-dimensional quantum system physics (Cirlin et al. 2008). InP-based HBTs
typically have a vertical MBE device profile and exhibit low surface recombination
and low flicker noise. These devices can produce digital and analog signal pro-
cessing circuits that exhibit the low phase jitter and high receiver sensitivity
characteristics of conventional Si bipolar technologies, but at greater speeds (Cirlin
et al. 2008). InP HBTs in addition offer advantages over GaAs technologies such as
reduced power consumption due to the lower bandgap of GaInAsP. InP-based
HBTs offer high transconductance, good power driving capabilities, the ability to
manufacture vertical structures and thus small area requirements with high-speed
operation (Topham et al. 1990). In addition, InP presents low parasitic capacitances
and ease of device isolation, which make them ideal not only for high-frequency

1The indium and phosphide atoms form two interpenetrating face-centered cubic lattices, referred
to as the zincblende structure.
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transistors but also for high-frequency optoelectronic devices. An attractive feature
of InP HBTs is that they are based on a vertical MBE structure as opposed to a
planar FET or HEMT structure and are compatible with the monolithic integration
of high-performance PIN diode photodetectors. InP can also be grown epitaxially
and lattice-matched to InGaAs to create PIN-structured multi-pixel photodiodes
with high-speed capabilities for IR imaging. To manufacture InP HBTs or InP
HEMTs effectively, a stable epitaxial material as well as stable top- and
bottom-wafer processing is required, making InP more difficult and costly to
manufacture compared to more traditional materials.

InP HBTs have been an integral component in applications such as mobile and
fiber-optic telecommunications with its high PAE, low leakage current and high
breakdown voltage in mm-wave telecommunications owing to its high efficiency
and high linearity and in satellite communications where size, weight and power
efficiency are crucial. InP HBTs can operate under lower DC currents at high
frequencies in comparison with GaAs HBTs, making the technology ideal for
high-speed space communications. The turn-on voltage of an InGaAs/InP HBT can
be as low as 0.4–0.6 V, whereas AlGaAs/GaAs HBTs have turn-on voltages of
typically 1.1–1.3 V.

Mixed signal circuits based on InP HBTs are being challenged by aggressively
scaled SiGe bipolar and BiCMOS technologies to meet high bandwidth and high
dynamic range requirements (Zopler 2003). InP HBTs are topologically similar to
graded-base SiGe devices, which are more commonly available; however, InP
devices have distinct characteristics that influence the accurate modelling of these
devices (Hitko and Li 2013). InP HBT modelling is approached with a
thermal-resistance-first method because of the inherent lower thermal conductivities
of III-V semiconductor materials. Self-heating occurs in InP/InGaAs junctions,
which also varies the output resistance in DC measurements. As a result of the high
levels of base doping, base-width modulation effects are smaller in InP HBTs when
compared to SiGe.

From a mathematical and physics perspective, InP model parameters are gen-
erally extracted from measurements as opposed to relying on computational esti-
mations and simulations. In III-V materials, electron-velocity overshoot is
significant and makes it difficult to project the current gain and transit time based on
only the physical dimensions of the device. In addition, high collector voltages,
typically applied to InP HBTs, vary the effective base-collector junction capacitance
and affect the transistor fmax, making frequency parameter estimation for these
devices difficult (Hitko and Li 2013).

Table 10.5 Material characteristic highlights of InP

Material Bandgap
(eV)

Electron-mobility
(cm2/V s)

Power
density
(W/mm)

Breakdown
voltage
(kV/cm)

Thermal
conductivity
(W/cm K)

Dielectric
constant

fT
(GHz)

InP 1.35 5400 1 500 0.7 12.5 300
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Reduction of the junction temperature and the intrinsic base-collector capaci-
tance to improve fmax of the InP HBTs is commonly achieved by transferring the
InP technology to substrates with high thermal conductivity such as SiC, as
described in Radisic et al. (2015), implemented in a 200 nm InP technology. In
Griffith et al. (2015), a 250 nm InP HBT technology with fT and fmax of 400 GHz
and 700 GHz respectively highlights the capabilities of integrating high-speed and
high-efficiency power amplifiers in InP technology.

Finally, GaAs, a very high electron mobility semiconductor material with a
relatively high operating frequency, is reviewed in the following paragraph.

10.2.6 Process Highlights: GaAs

GaAs also presents a relatively wide bandgap, high mobility and high-frequency
operation with the additional advantage of inherently being radiation resistant.
More importantly, GaAs possesses ideal characteristics for solar radiation conver-
sion to electrical energy, which when combined with its radiation-hardened char-
acteristic are ideal for space-based and military applications requiring
solar-powered supplies. The properties of GaAs are presented briefly in
Table 10.6 and the advantages and disadvantages of the material are described in
this section.

In an article published by Whitesides (1988), mention of GaAs technologies
pushing for higher dominance in the semiconductor manufacturing market is pre-
ceded by the observation that Si was already, and still is, the abundant and more
inexpensive alternative. GaAs substrates inherently offer high resistance to electron
flow, making it a semi-insulating material, whereas Si, for example, is
semi-conducting before it is doped with impurities. GaAs material has a wider
bandgap and higher drift velocity than traditional Si (Nair 1995) and InP. The
higher drift velocity at low electric field leads to higher mobility in GaAs devices.

The usefulness of GaAs becomes apparent in applications requiring
radiation-hardened and high-temperature operation. In addition, GaAs can rela-
tively easily be doped to emit light, making it useful for lasers and LEDs. The
crystal structure of GaAs is essentially its most important contribution to its high

Table 10.6 Material characteristic highlights of GaAs

Material Bandgap
(eV)

Electron-mobility
(cm2/V s)

Power
density
(W/mm)

Breakdown
voltage
(kV/cm)

Thermal
conductivity
(W/cm K)

Dielectric
constant

fT
(GHz)

GaAs 1.42 8500 0.5 400 0.5 12.8 150
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cost, low reliability and difficulty of processing. Growing large and crystal-defect
free GaAs materials is an exact and labor-intensive process compared to Si, which
is relatively easy to grow. Moreover, arsenic is a toxic and volatile material. Ideally,
by harnessing the advantages of the speed of GaAs with the efficiency and yield of
Si, manufacturing GaAs and Si devices on a single substrate can be achieved
(Yamaguchi et al. 2000); however, matching between these materials is not perfect
and depositing GaAs on Si without spreading the crystal defects is another costly
and challenging process (Whitesides 1988).

Abate (2015) presents a similar trend in terms of the cost and availability of
GaAs. Quoting from the 2015 publication: “Si is typically used in solar cells and
computer chips. Gallium arsenide is an alternative material with many advan-
tages”. It is still widely accepted that GaAs is a much faster (in terms of operating
frequency) material compared to Si, but it is only used in specialized applications
where the higher cost can be justified. In Lin et al. (2013), GaN is proposed as an
alternative to earlier-generation GaAs-based transceiver modules in phased array
antennas and AESA radar (Schuh et al. 2009) for EW applications. This is primarily
due to the fact that GaAs presents much lower power output capabilities (5–15 W)
compared to the much wider bandgap material GaN, with output powers at S-band
in the 85 W region.

Kuzuhara and Tanaka (2003) published transistor performance of GaAs-based
high-frequency and high-speed devices and explicitly highlighted the fact that
GaAs has inferior electron mobility compared to InGaAs and lower peak drift
velocity compared to InP. It has a wider bandgap compared to Si, but smaller than
SiC and GaN. GaAs remains an excellent candidate for high-frequency electronic
devices and with the increasing popularity of the mm-wave domain, GaAs still
proves its worth as an enabling technology. Firstenberg and Tomasetta (1984)
highlight several military applications where radiation hardness, high throughput
and environment severity are stringent process requirements, where GaAs shows
innate advantages. The list of applications in the 1984 article include:

• EW (early warning receivers),
• secure and satellite communications,
• air defense,
• space and ocean surveillance,
• intelligence, and
• image processing.

Firstenberg and Tomasetta (1984) also concluded that in advanced defense
systems where functional performance is limited by the speed of the electronic
components, GaAs can provide the benefits of introducing higher-speed electronics
in systems where the complexity can be reduced to improve on yield and cost.

The following section reviews the semiconductor materials based on perfor-
mance parameters such as electron bandgap, electron (carrier) mobility, power
density, breakdown voltage, thermal conductivity and cut-off frequency.
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10.3 Material Performance: Si, SiGe, GaN, SiC, InP
and GaAs

Reviewing the advantages and disadvantages of semiconductor materials used in
EW, space and commercial applications in isolation can also be presented as a
comparative study in terms of material parameters. This section summarizes these
properties and parameters of Si, SiGe, GaN, SiC, InP and GaAs with regard to their
electrical and physical parameters: their electron bandgap, electron mobility, power
density, breakdown voltage, thermal conductivity and transistor cut-off frequency.
Each paragraph presents a chart comparing the parameters of each material and a
discussion on the performance variations attributed to each parameter.

From these data, an overall performance comparison equation is presented with
weighting factors attached to each parameter, which can be altered depending on
the requirements of the application. By increasing or decreasing each weighting
factor, the optimal material for a proposed application can be determined and two
such examples are given.

The first parameter presented is the electron bandgap of each material, specified
in eV.

10.3.1 Performance Comparison: Electron Bandgap (EV)

The electron bandgap of a solid insulator or semiconductor material is the energy
difference between the top of the valence band and the bottom of the conduction
band, which must be overcome to allow free conduction of electrons. Essentially,
this difference determines the amount of energy (electric field) that should be
applied across the terminals of the material in order to change its properties from
non-conducting to conducting. Insulators have larger electron bandgaps, meaning
that it takes a larger electric field to induce the flow of current in the material.
Conductive materials have very low electron bandgap where the ambient energy
such as room-temperature radiation or incident light are enough to facilitate current
flow through the material. Semiconductor materials have a small but non-zero
bandgap, which requires some external energy applied to the material in order to
facilitate the flow of electric current. If no energy is applied, ambient energy is not
enough to overcome the energy difference between the valence and conduction
band and the flow of current is not possible.

The conductivity of intrinsic semiconductors is strongly dependent on the
bandgap of the material. The introduction of alloys such as Ge into traditional
materials such as Si intentionally changes the bandgap of the material to control the
electrical properties of the device. Temperature also plays a significant role in the
determination of the bandgap properties of a semiconductor material, where a
decrease in temperature decreases the bandgap energy of the material. An increase
in temperature can also add enough energy to the material to overcome the inherent
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energy differences and facilitate current flow. In such applications (high tempera-
ture), a larger bandgap is preferred to ensure that the semiconductor material
properties are controlled only by the energy supplied in the form of an electric field
as opposed to variations in temperature or radiation. Military applications often opt
for larger bandgap materials for this reason and can be operated at much higher
energy levels under typical conditions. Si, for example, has a bandgap of approx-
imately 1.12 eV, a relatively low value, whereas if it is doped with Ge, the bandgap
is decreased but the electron mobility is increased; electron mobility also plays a
role in the characteristics and current-flowing capabilities of a material. In solar
cells, the Shockley-Queisser limit refers to the maximum theoretical efficiency of a
solar cell using a single p-n junction to collect power from the cell (Shockley and
Queisser 1961). The limit places an inherent maximum solar conversion efficiency
based on the bandgap of the p-n junction, where a lower bandgap relates to a lower
solar conversion efficiency.

The bandgaps of the materials discussed in this chapter are shown in Fig. 10.1.
Figure 10.1 shows the differences in bandgaps of the materials SiGe, GaN, SiC,

InP, GaAs and Si, in no particular order. From Fig. 10.1 it can be seen that Si
presents the smallest bandgap apart from its alloy, SiGe, and is the most commonly
used material not only in IC fabrication, but also in solar panels. InP and GaAs have
comparable bandgaps around 1.35 and 1.42 eV, respectively. GaN and SiC have
the widest electron bandgaps at 3.49 and 3.25 eV, respectively. These wide
bandgaps of GaN and SiC make them ideal for use in high-temperature and
radiation-prone environments such as space and in the military, where they can be
intentionally radiated with levels of energy in EW. SiGe has the lowest bandgap,
where a direct result of the Ge grading is an increase in operating frequency; since a
smaller bandgap increases the electron injection speed (resulting in higher gain), the
field from the graded base bandgap decreases the base transit time, produces a
higher Early voltage and eliminates the base profile from performance figures. SiGe

Fig. 10.1 Performance comparison between SiGe, GaN, SiC, InP, GaAs and Si semiconductor
processes in terms of electron bandgap and specified in eV
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is the first applied bandgap-engineered device in Si technology and offers better
performance without the trade-off of additional cost for process alterations.

Electron mobility, specified in cm2/V-s, is reviewed in the following paragraph.

10.3.2 Performance Comparison: Electron
Mobility (cm2/V-s)

An electric field applied across a semiconductor material causes the carriers to drift
or move at an average velocity between the positive and negative electrodes. The
induced current is the ratio of total charge and the time interval needed to move
between the electrodes. This effect results in the current density performance
characteristics of the material.

Closely related is the carrier mobility. The carrier mobility is directly linked to
the conductivity and resistivity of the semiconductor material. For low doping
concentrations the mobility in a semiconductor is moderately constant and largely
restricted by phonon scattering. As the doping is increased, the mobility in the
semiconductor decreases due to ionized impurity scattering. The type of dopant
determines the mobility in the semiconductor material.

The conductivity of a material is defined as the current density divided by the
applied electric field and since current density equals the product of the charge of
the mobile carriers, its density and velocity are expressed as a function of the
electric field using mobility (Van Zeghbroeck 2011). Resistivity is the inverse of
conductivity; the resistivity of a material decreases with an increase in doping
density. The sheet resistance of a semiconductor material is an alternative, some-
what easier, method to determine the resistance to the flow of current and is
expressed in Ω/square.

The electron mobility of the materials discussed in this chapter is given in
Fig. 10.2.

Fig. 10.2 Performance comparison between SiGe, GaN, SiC, InP, GaAs and Si semiconductor
processes in terms of electron mobility and specified in cm2/V-s
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From Fig. 10.2, it can be seen that SiGe outperforms Si in terms of electron
mobility because of the Ge-graded base doping profile introduced in the Si sub-
strate. GaAs has the highest electron mobility at approximately 8500 cm2/V-s and
can be incorporated with AlGaAs to from a HEMT, which has superior perfor-
mance in terms of its power capabilities through bandgap engineering. Other
notable HEMT technologies include AlGaN/GaN compounds, which exhibit not
only high power performance, but also high-frequency operation. GaN and SiC
present the lowest electron mobility in this comparison, sacrifice their high-power
capabilities for operating speed and are typically used in power-switching appli-
cations where a rapid transition between states is not required, although GaN also
exhibits relatively high-frequency performance as well.

The following paragraph reviews the power density of the semiconductor
materials, specified in W/mm2.

10.3.3 Performance Comparison: Power Density (W/mm2)

High-power density of semiconductor materials is one of the key drivers and
metrics for the advancement of power conversion technologies for applications in
the military and space, which require high power density devices to take advantage
of the reduced size of ICs while retaining high-power conversion efficiency.
Generally, materials with wider bandgaps offer the highest power density, but
bandgap engineering of traditional materials such as Si has improved upon the
power density of the alloys, similar to SiGe, for example.

Advances in microelectronic engineering aim to improve the power density of
materials while maintaining high efficiency, high reliability and low cost. A critical
challenge that remains is to provide long-term reliability of these components. Most
critically, power density allows the generation or distribution of power in small
spaces, inherently important in applications where space is limited. A power density
comparison of the materials discussed in this chapter is presented in Fig. 10.3.

Fig. 10.3 Performance comparison between SiGe, GaN, SiC, InP, GaAs and Si semiconductor
processes in terms of power density and specified in W/mm2
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Figure 10.3 shows the differences in power densities between the materials
discussed in this chapter. GaN, followed by SiC, presents the highest power den-
sity, as seen in Fig. 10.3, and is therefore an ideal semiconductor material used in
high-power mobile devices, optical and radio networks as well as in defense and
aerospace applications such as radar, covert communications and EW. SiGe pre-
sents improved power density, considering the low power densities of InP, GaAs
and Si. In Harir and Socher (2013), for example, a SiGe HBT with power density of
1 W/mm2 is achieved, which shows a significant improvement for high-frequency
and relatively low breakdown voltage semiconductors.

In PAs, a higher power density results in less combining loss, an increased PAE
and cost-effectiveness of PA solutions. High breakdown voltages and high current
enable high voltage and high power switches. SiC, for example, enables high
voltage blocking, low switching losses, a low on-resistance and adequate frequency
operation. SiC furthermore has high thermal conductivity, which is ideal for power
devices and thermal transfer and complements the increased power density.

Related to power density is the breakdown voltage of active semiconductors
specified in kV/cm, which is reviewed in the following paragraph.

10.3.4 Performance Comparison:
Breakdown Voltage (kV/cm)

Considering the collector to base junction of a BJT, similar to a p-n junction diode,
an avalanche process limits the collector-base voltage the transistor can sustain
(Bairanzade 2003). If the applied voltage is large enough, the n-side depletion
region will reach the n+ contact diffusion and, if the voltage increases further, the
contact will supply electrons to the p-n junction. At this point, the collector-base
junction is essentially shorted and the current is limited by the external resistances
(Bairanzade 2003). Essentially, three mechanisms control the breakdown voltage of
a transistor, these being thermal instability, quantum mechanical tunneling of car-
riers across the bandgap and avalanche multiplication. Thermal instability occurs
with an increase in leakage current due to an increase in temperature. These
mechanisms are not directly destructive; however, heating caused by the large
breakdown current and high breakdown voltage causes the devices to be perma-
nently damaged unless appropriate steps are taken to sink heat away from the
device. The tunneling effect occurs in a high electric field when a significant current
flows by means of the band-to-band tunneling process. At even higher electric
fields, avalanche multiplication occurs, also called impact ionization, and the upper
limit of the breakdown voltage of the transistor is imposed by avalanche multi-
plication. Large current in reverse-biased conditions flow when multiplication of
carriers in the space-charge region break covalent bonds due to the high electric
field. Power transistors have high breakdown voltage specifications and are able to
sustain much higher electric fields compared to traditional transistors.

318 10 A Review on Si, SiGe, GaN, SiC, InP …



Breakdown voltage is a key parameter of power switching devices, which must
be high and stable with low leakage current, but for logic devices it is equally
important, since technology typically decreases in size but the applied voltages
remain constant (to avoid redesigning of power supplies and supporting circuitry).
Figure 10.4 shows the breakdown voltages of the materials discussed in this
chapter.

From Fig. 10.4 it can be seen that GaN and SiC present the largest breakdown
voltages by a fair margin, followed by InP, GaAs, Si and SiGe. For this reason,
GaN and SiC are the preferred technologies for power-switching devices, similar to
the argument regarding power density. Direct bandgap III-V GaN-transistors are
ideal for higher frequency ICs up to 1–2 kV and a maximum current rating of a few
10’s A. Indirect bandgap SiC transistors are better suited for discrete devices or
modules blocking 1 kV and above and virtually no limit in the current (Kaminski
and Hilt 2014). Si IGBTs also have the capability to operate at similar specifications
as SiC devices. InP, GaAs, Si and SiGe transistors are not commonly used in
power-switching applications because of their low breakdown voltages.

Thermal conductivity, the ability to sink heat away from the device, specified in
W/cm.K, is reviewed in the following paragraph.

10.3.5 Performance Comparison:
Thermal Conductivity (W/cm K)

Thermal conductivity, the inverse of thermal resistance, is a function of temperature
and is determined by various physical processes and material characteristics. For
relatively pure semiconductors and temperatures well below the melting point of the
material(s), generated heat is conducted almost exclusively by lattice
vibrations/phonons (Reisch 2012). Only at very high temperatures do mobile

Fig. 10.4 Performance comparison between SiGe, GaN, SiC, InP, GaAs and Si semiconductor
processes in terms of breakdown voltage and specified in kV/cm
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carriers and photons make a substantial contribution to the heat transport in the
crystal lattice of the semiconductor material. Contrary to the expected result that
higher doped materials have a better ability to transport heat because of the addi-
tional electrons, in actual fact thermal conductivity is lowered at high doping levels,
as can be seen in Fig. 10.5, with SiGe compared to Si. Thermal conductivity is also
a temperature-dependent attribute of the material and generally decreases as the
temperature rises. Figure 10.5 shows the thermal conductivity of the materials
discussed in this chapter.

Figure 10.5 shows that SiC has the largest thermal conductivity when compared
to SiGe, GaN, InP, GaAs and Si. SiC therefore offers the best ability to conduct heat
away from the active devices, an ideal characteristic when considering its wide
bandgap and its use in high-power and high-temperature and/or high-radiation
switching power electronics, offering a reduction in physical size of these com-
ponents if integrated into supporting circuitry. Materials such as GaAs and SiGe are
rarely used in high-power and high-temperature applications because of their low
thermal conductivity, leading to low reliability in such systems, especially crucial in
military-based environments such as the seeker-head of a missile. At low operating
voltages and high-speed applications, thermal conductivity is often achieved by
external methods such as heatsinks attached to ICs (evident in for example PC
CPUs). The cut-off frequency of a transistor is a FOM that determines its maximum
operating frequency and is reviewed in the following paragraph.

10.3.6 Performance Comparison: Cut-off
Frequency FT (GHz)

A measure of the transistor current-gain bandwidth product is the cut-off frequency,
a frequency at which the common-emitter, short-circuit current gain is unity (Kirk

Fig. 10.5 Performance comparison between SiGe, GaN, SiC, InP, GaAs and Si semiconductor
processes in terms of thermal conductivity and specified in W/cm K
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1962). Transistor cut-off frequency is dependent on the current density flowing
through the transistor and falls off with an increase in current density (Kirk 1962).
The cut-off frequency of a transistor amplifier is greatly affected by its feedback
network (Thomas 1952). The most common description of the cut-off frequency is
the frequency where the output signal has experienced 3 dB attenuation due to the
parasitic losses in the transistor resulting from high-frequency operation. The
cut-off frequency is therefore an ideal parameter to describe the frequency response,
thus the maximum operating speed, of the transistor and has been a FOM of
transistor performance since its invention. fT is strongly dependent on the material
of the semiconductor, the inherent parasitic capacitances between the gate-source in
CMOS (or base-emitter in BJTs) and gate-drain in CMOS (or base-collector in
BJTs) junctions and the intrinsic gain of the transistor. Traditionally, III-V HEMT
and III-V HBTs have outperformed traditional Si CMOS transistors by a fair
margin, considering purely their fT, but SiGe has steadily increased its operating
frequency capabilities to compete directly with these materials, at the benefit of
lower integration cost into standard Si processes and lower power consumption.
Although transistors are rarely used in circuits as stand-alone components, but are
connected in amplifier configurations, the cut-off frequency does not determine the
overall performance of the IC; however, the cut-off frequency is a good indication
of the maximum attainable speed performance from the IC. Typically, trade-offs
among the speed of the transistor, its power capabilities and gain are compared
when choosing a technology for a specific application. Figure 10.6 presents the
cut-off frequencies of the materials discussed in this chapter.

As seen in Fig. 10.6, SiGe and InP present the highest cut-off frequencies cur-
rently available, operating at nearly 300 GHz. SiGe is however by far the most
cost-effective solution for high-frequency applications, whereas InP offers conve-
nience in its optoelectronic capabilities in the 1.3–1.55 µm spectrum. GaN and
GaAs also yield relatively high-frequency performance when compared to SiGe and
InP, although they are more expensive to manufacture. GaN additionally presents

Fig. 10.6 Performance comparison between SiGe, GaN, SiC, InP, GaAs and Si semiconductor
processes in terms of cut-off frequency and specified in GHz
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high-power capabilities due to its wide bandgap, but power consumption and heat
generation of these components increase the complexity and cost of integration. EW
uses broadband and high-power emissions to disrupt and jam RF signals, tradi-
tionally performed by GaN. Similarly, AESA radar requires optimum power and
size trade-offs, another discipline dominated by GaN. SiGe, operating at high-GHz
frequencies, is advantageous because of its low power consumption, which is
required for most mobile communications and military devices situated in
power-limited environments. SiC presents the lowest cut-off frequency, somewhat
lower than traditional Si, and is therefore ideally used in low-frequency, high-power
switching circuits operating at high-temperature and/or high-radiation
environments.

Based on the individual parameters reviewed in this section, the following
section determines the desirability of each semiconductor technology based on
example applications.

10.4 Semiconductor Material Desirability Based
on Application Requirements

10.4.1 Performance Comparison: Overall Desirability

Two examples of transistor desirability depending on its application are presented
in this section. Each parameter as discussed in the previous section is given a
weight factor based on the application: high-power, high-temperature
low-frequency switching applications (Table 10.7) and high-frequency,
low-power and cost-effective applications (Table 10.8). For each of these proposed
applications, the resulting semiconductor desirability is given as a normalized value
with a maximum of 1 (100 %).

The weighting factors in Table 10.7, assigned to the parameters based on its
importance to realize a high-power, high-temperature and low-frequency switching
application, are used to calculate the desirability of each technology and are pre-
sented in Fig. 10.7.

As seen in Fig. 10.7, not surprisingly, GaN and SiC are the most desirable
semiconductor materials based on the weighting factors in Table 10.7 for

Table 10.7 Weighting
factors for high-power,
high-temperature
low-frequency switching
transistors

Parameter Unit Weight

Electron bandgap eV 5

Electron mobility cm2/V-s 1

Power density W/mm2 3

Breakdown voltage kV/cm 3

Thermal conductivity W/cm.K 2

Cut-off frequency GHz 1
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high-power applications. Based on these weighting factors, it is noticeable that
there is no significant difference among SiGe, InP and GaAs, which shows good
promise for integrating SiGe as an alternative technology with its added advantages
of high frequency and low power consumption. Considering a high-frequency
application, Table 10.8 presents weighting factors to achieve high-frequency
operation, while maintaining low power consumption.

The resulting desirability of the semiconductor materials based on the weighting
factors presented in Table 10.8 is given in Fig. 10.8.

According to Fig. 10.8, SiGe is the most desirable material if high-frequency
and low-power applications are required with emphasis on cost-effectiveness. InP,
GaN and GaAs also present significant performance capabilities in terms of oper-
ating speed, with the trade-offs being its higher cost and its relatively marginal
superiority in electron mobility when compared to SiGe. SiC and traditional Si
present the lowest desirability when high-speed operation is critical, such as in
high-speed communications, radar signal processing, EW, data transfer, imaging
and digital processing.

Cost is a major deciding factor in choosing an enabling technology for specific
applications and semiconductor manufacturing facilities are typically extremely
expensive to realize, maintain and operate. The following section summarizes some
of the costs involved in semiconductor processing and the reasons why mature

Table 10.8 Weighting
factors for high-power,
high-temperature,
low-frequency switching
transistors

Parameter Unit Weight

Electron bandgap eV 1

Electron mobility cm2/V-s 3

Power density W/mm2 1

Breakdown voltage kV/cm 1

Thermal conductivity W/cm K 1

Cut-off frequency GHz 5

Fig. 10.7 Overall desirability of SiGe, GaN, SiC, InP, GaAs and Si when considering a
high-power, high-temperature and low-frequency switching application
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technologies are less costly, although system performance is reduced when using
such technologies.

10.5 Cost of Semiconductor Processing

A crucial limitation in adopting any enabling technology to produce large volumes
of devices for specific applications is the cost, directly related to the manufacturing
cost, yield, efficiency and stability. These factors are typically collectively grouped
into the category of technology maturity and determine the viability of using a
sub-performing technology in favor of lower cost during mass production.
Foundries capable of producing large volumes of semiconductor applications and
ICs most commonly opt for mature technologies such as Si, or more prominent ones
in recent years such as SiGe, primarily because of its low integration cost with
existing Si processes. The total cost of a semiconductor process consists of various
factors, including the cost of the facility, consumables, equipment, labor and other
costs (such as maintenance and running costs). The percentage of the total cost of
each of these factors is summarized in Fig. 10.9 (adapted from Integrated Circuit
Engineering Corporation 1996).

According to Fig. 10.9, equipment and labor in a semiconductor fabrication
facility are the largest expenses at 31 and 26 %, respectively. Semiconductor
manufacturing equipment is extremely expensive to purchase, maintain and repair.
Moreover, with the rapid enhancements in the semiconductor industry, a large
percentage of the equipment should be replaced or upgraded at relatively short
intervals. Photolithography equipment, for example, should be kept up to date with
the latest advances in node size and resolution for a foundry to remain competitive
and produce state-of-the art devices. Similar to photolithography, ion-implantation
requires large and expensive equipment which must be maintained and efficiently
used, with the cost of manufacturing masks for photolithography and the cost of

Fig. 10.8 Overall desirability of SiGe, GaN, SiC, InP, GaAs and Si when considering a
high-frequency, low-power and cost-effective application
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targets (used in ion-implantation) being large contributors to the high cost of run-
ning these facilities.

Skilled workers are required to operate the expensive and complex machinery
and in a typical scenario individual workers are only responsible for a fraction of
the entire process, therefore requiring a large number of workers to realize a
complex process. This pushes labor costs up (approximately 26 % of the total cost)
to run and maintain such a facility.

Facilities, accounting for approximately 19 % of the overall cost, are typically
large open spaces (such as warehouse-type buildings) with specialized lighting,
cleanliness control, vibration reduction and temperature and humidity control.
Because of the specialized nature of semiconductor processing, extreme control
over the immediate environment and space requirements, a large capital investment
is required to erect such a facility initially and to maintain it.

In addition, many consumables are required to manufacture semiconductor
devices, including expensive chemicals that are used in large quantities, various gas
sources such as silane (SiH4) and nitrogen, large amounts of liquid nitrogen and
costly materials such as lint-free cloth, gloves and cleaning materials. Because of
the cost of chemicals used for etching and cleaning and the large quantities used
during a process-run, consumables also make up a large portion of the overall cost,
approximately 16 %, depending on the process. Among the other expenses (8 % of
the total cost) are the maintenance and running costs of such a facility. A further
breakdown of the costs involved to do a single process-run, assuming the facility is
able to manufacture state-of-the-art devices, is given in Fig. 10.10 (adapted from
Integrated Circuit Engineering Corporation 1996).

As shown in Fig. 10.10, a typical process requires various steps of pho-
tolithography, diffusion, etching, depositing of thin films and ion implantation. The

Fig. 10.9 Summary of estimated semiconductor technology development costs (adapted from
Integrated Circuit Engineering Corporation 1996)
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approximate percentages of the total costs of each of these steps are indicated in
Fig. 10.10.

Figures 10.9 and 10.10 present a brief look into the typical costs involved in
semiconductor processing. These cost are commonly deciding factors when
choosing a technology to realize subsystems for specific application. In military and
space-based applications, higher processing cost can often be justified by the lower
volume of device manufacturing and using state-of-the-art technologies frequently
results in performance breakthroughs. In the commercial sector, high-volume
production often leads to a decrease in overall cost, as is the case with personal
computer processing units, whereas smaller volume production often opts for older,
more mature technologies to limit the cost-to-market.

10.6 Conclusion

This chapter reviews the performance characteristics of various technologies used
in commercial, military and space-based systems. Military and space technologies
often have stringent requirements based on power consumption, size, weight, fre-
quency performance and output power and it is critical to consider all performance
factors when choosing a technology for a specific application. Performance char-
acteristics reviewed in this chapter include electron bandgap, electron mobility,
power density, breakdown voltage, thermal conductivity and cut-off frequency.
Each parameter is reviewed in terms of its value in the semiconductor processes as
well as the performance advantages and disadvantages of each. These performance
comparisons are used to determine the viability and desirability of each technology
based on specific applications such as high-power or high-frequency operation.

Fig. 10.10 Summary of estimated semiconductor technology development costs (adapted from
Integrated Circuit Engineering Corporation 1996)
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Radiation-hardened technologies are also becoming more crucial in military and
space-based applications. Although these have been used for many decades,
research focus on inherent radiation-hardened properties is receiving increased
attention as space application are becoming more commonplace and less costly to
realize.
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