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Preface 
 
 
Receiver systems can be considered to be the core of electronic warfare (EW) 
intercept systems. Without them the fundamental purpose of such systems is null 
and void. In this work we consider the major elements that make up receiver 
systems and the receivers that go in them. 
 Receiver system architectures are introduced in Chapter 1. Basic 
nomenclature and system functioning are covered, including the key system 
performance parameters. Spread spectrum signaling is introduced as that, along 
with non-spread digital signaling, is the foundation of most communication 
systems in which we are interested. The chapter concludes with an overview of 
collection management on the battlefield. EW signal collection is but one of many 
ways information is collected, and it is useful to see where EW fits with some of 
the other disciplines. 
 Chapter 2 covers communication signals and the modulation systems they 
use. Mathematical representations of these signals are introduced. The principal 
focus is on digital techniques as digital signaling is the basis for modern spread 
spectrum communications. An introduction to random modulation is provided 
because most realistic communication signals are contaminated with at least 
thermal noise and that yields them at least partially stochastic in nature. We 
introduce the primary spectrum access methods to include the relatively new one, 
spatial division multiple access. The chapter concludes with a brief discussion of 
two of the most popular types of signal filtering methods. 
 Beginning in Chapter 3, we delve into the major elements comprising 
receivers. Chapter 3 specifically covers the RF stage at the target signal entry 
point. Major noise sources are considered with particular emphasis on low noise 
amplifiers. Thermal noise is a particular nemesis because target signals of interest 
are typically very weak for EW systems. Low noise amplifiers are required to 
minimize this source of noise. Although the coverage is far from exhaustive, we 
consider low noise amplifiers designed with both bipolar junction transistors and 
metal oxide semiconductor transistors. The effects of mismatches between the 
antenna and receiver input are covered. The chapter concludes by considering 
band select/preselector filters and why they are required. 
 The low noise amplifier (LNA) in the receiver RF stage must be as wideband 
as possible in EW receivers. These receivers typically have a very wide frequency 



range and usually multiple LNAs. Of course, the more of these amplifiers, the 
more costly the receiver becomes, both in terms of price and the amount of space 
occupied by the receivers. In addition, the receiver requires more power, which is 
usually at a premium. The preselection filters also must be wideband, but usually 
not as wide as the LNA. Suboctave preselector filters are frequently employed. 
Relatively narrowband (i.e., 10% of tuned frequency) amplifiers are also used. 
Thus, in Chapter 4 we introduce some techniques for enhancing the bandwidth of 
amplifiers. 
 The next stage in the signals path through the receiver is usually the mixer, 
which we introduce in Chapter 5. The fundamental parameters are discussed and 
the limitations on the mixer are covered. Some simple mixers are introduced, 
concluding with a discussion on the Gilbert mixer, popular for system-on-a-chip 
receivers. Chapter 5 concludes with a presentation on oscillators. The local 
oscillator plays a large role in establishing the receiver performance. 
 The mixer stage usually drives the intermediate frequency (IF) chain, which 
we introduce in the next two chapters. In Chapter 6 the RF amplifiers used for the 
IF amplification function are considered. Chapter 7 examines analog filters and 
their characteristics. These filtering stages are normally narrowband, with the 
same frequency used irrespective of the RF frequency to which the receiver is 
tuned. 
 Analog narrowband receivers, which have formed the majority of EW 
receivers up until relatively recently, are discussed in Chapter 8. The 
superheterodyne receiver is introduced along with its popular cousin, the 
homodyne receiver (which is really a special type of superheterodyne receiver). 
Tuned radio frequency receivers are briefly mentioned, although they do not 
comprise a widely used architecture for EW receivers. In some applications they 
can be used because of their simplicity and therefore low cost. 
 We consider compressive receiver architectures in Chapter 9. They form a 
family of architectures that, while being wideband, can detect signals that are 
changing frequency rapidly, as one type of spread spectrum does, and, coupled 
with the necessary signal processing, allows for intercept of these signals. The 
modules that allow for this fast processing are introduced and key performance 
parameters examined. 
 Another popular family of wideband receivers useful for processing spread 
spectrum signals is digital, which we introduce in Chapter 10. This chapter forms 
an introduction to the following five chapters, which delve deeper into particular 
topics for digital receivers. Chapter 11 covers the important topic of sampling 
signals as well as how this is accomplished—with analog-to-digital converters. 
The principal architectures and performance parameters for analog-to-digital 
converters are covered. Chapter 12 provides an introduction to digital filters and 
their performance. Methods for digital demodulation of signals are covered in 
Chapter 13. Converting signals from the digital domain back into the analog 
domain is sometimes (although not always) required. These devices and their main 



architectures are introduced in Chapter 14. Finally, in Chapter 15 we consider 
direct digital converters, a method of extracting narrowband signals from 
wideband ones that are comprised of several of the narrowband signals. This is a 
key requirement of modern wideband EW receiving systems. 
 The methods of spreading narrowband signals into wideband ones are 
reviewed in Chapter 16. Direct spread, frequency hopping, and time hopping 
methods are discussed and their characteristics are assessed. 
 The next three chapters cover some receiver architectures for these three types 
of spread spectrum signals. Chapter 17 provides two representative architectures 
for direct spread signals. The difficulty in intercepting this type of signal should 
become clear after reading this chapter. Chapter 18 examines some popular digital 
architectures for intercepting frequency hopping signals, as well as the use of 
compressive receivers for this purpose. These signals are considerably easier to 
process. Finally, Chapter 19 illustrates receiver architectures for time hopping 
signals. The method of accomplishing time hopping consists of using pulse 
position modulation and very wide bandwidths (several gigahertz). As such, they 
can easily interfere with many other types of communications if their power is not 
carefully controlled. Because of this, they are currently limited to very short range 
links (personal area networks). The receiver architecture that can address this 
signal type is the time-channelized radiometer, and we discuss that architecture. 
 We introduce receiver techniques for direction finding in the final chapter, 
Chapter 20. We examine the architectures for the most popular forms of signal 
processing and discuss most of the sources of error introduced both internally and 
externally in EW systems. We conclude the chapter with a brief discussion of 
using the compressive receiver for this purpose primarily for frequency hopping 
targets. 

Some symbols are duplicated. In a book such as this that covers a wide variety 
of subjects, it is difficult to avoid reusing symbols and still adhering to common 
standards (f for both frequency and noise factor, e.g.). While every effort has been 
made to minimize this, some duplication is unavoidable. In those cases, it is hoped 
that the meaning of the symbols is clear from the context. 
 Any errors of commission or omission are the responsibility of the author. As 
always, constructive feedback is welcomed. 

 



 
 
 
 
 
 

Chapter 1 
 
 

Receiving Systems and Receiving 
System Architectures 
 
 

1.1 Introduction 
 
In this chapter we present the fundamental electronic warfare (EW) receiving 
system architectures. Since this book is about EW receivers, a great deal more will 
be said about receivers in the later chapters. This chapter presents the big picture 
of receiver architectures. 
 The modern taxonomy of EW is illustrated in Figure 1.1. This functional area 
is usually split into three fundamental areas as shown: (1) electronic support (ES), 
electronic attack (EA), and electronic protect (EP) as shown: 
 

• ES is comprised of all the processes necessary to intercept battlefield 
transmissions for the purpose of generating combat information. This 
includes determining targets for EA. 

• EA is the actions taken to insert false signals into equipment meant to 
receive the transmissions. This includes jamming receivers. 

• EP is the actions taken to protect friendly forces from being successfully 
attacked by opposing forces using ES and EA. 

 
 Here we are mainly concerned with the ES function, and, in particular, the 
receivers and receiver systems that are used to intercept adversarial 
communication systems. We explicitly preclude discussions on other types of 
transmission systems (e.g., radars) to keep the discussions limited in scope. 

This chapter is oriented as follows. We begin with a summary of ES 
functionality and the command and control process. We then present the 
electromagnetic spectrum for future reference. The second part of the chapter is 
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devoted to a dialog on how EW receiving systems are configured to accomplish 
the functions identified in the first part. The chapter concludes with a brief 
discussion on collection management, which outlines the way targets are derived 
for ES (and other) systems. 

 
 

1.2 Electronic Support Systems 
 
In the context of this chapter and the remainder of this book, a receiving system is 
defined as those elements necessary for the noncooperative intercept of targeted 
communication systems. 
    
1.2.1 Electronic Support 
 
ES is action taken to search for, intercept, locate, and analyze radiated 
electromagnetic (EM) energy for the purpose of exploiting these in support of 
military operations. This information is sometimes referred to as combat 
information, and it is generally used for support of immediate activities. When 
further analyzed, it can also be used for intelligence generation. 
 One of the most important, but difficult, problems associated with electronic 
surveillance and countermeasures involves the recognition of signals in an 
extremely complex multisignal environment. In many RF environments of interest 
every, or almost every, channel is occupied. The signals acquisition receiver must 
search a wide frequency band, while providing an interception capability with 
extreme speed, large dynamic range, and high sensitivity. These characteristics are 
especially important when the threat signals are frequency agile. The use of 
frequency agile electronic counter-countermeasures (ECCM) techniques by the 
opposing side is a significant threat to the ability of denying effective use of the 
EM spectrum. Faced with a frequency agile threat, the countermeasures system 
must locate each dwell frequency rapidly enough so that jamming interference can 
be applied in a manner and for a time sufficient to cause loss of message 
intelligence. 
 The modern EW environment is characterized by communication systems 
emissions that are increasing in number and sophistication. As the demand for 
communications continues to expand, the electronic technologies will continue to 

 
 
Figure 1.1 Electronic warfare taxonomy. 
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be driven by the need to gather and process ever-increasing amounts of 
information. This will place even greater demands on the digital technologies and 
on the application of more exotic frequency agile techniques. 
 It used to be true that the frequency bands of primary interest to tactical 
military EW systems started at about 2 MHz and reached about 500 MHz. With 
the advent of modern forms of communication, such as cellular phones and 
various networking capabilities, this frequency range has expanded up to 5 GHz 
and beyond in some cases. These signal transmissions utilize conventional forms 
of modulation, as well as low probability of intercept (LPI) formats. 
 ES has the important advantage as a detector of enemy systems in being 
completely passive. Active sensors such as radar and sonar can generally be 
detected at ranges much greater than the maximum range at which the active 
system can detect targets. ES systems, on the other hand, have no sensor signals 
that an adversary can detect. (There are C2 signals that emanate from ES systems 
in order to control the system. However, these signals are normally the same type 
as used by other forces in the area so they do not compromise the ES system as 
such.)  
  
1.2.2 Command and Control 
 
A concise definition of command and control (C2) was provided by MG John B. 
Marks (Ret.) as follows:  
 

Definition 1.1: Command and Control 
Command: All the means necessary to direct actions. 
Control: All the means necessary to ensure that directed actions 
are being carried out [1]. 

 
 It has been true through the ages that to successfully engage in combat, a 
military leader must have effective C2 of his forces. This is true whether the forces 
consist of armies, groups of tanks, a naval flotilla, aircraft, or some combination of 
these. A commander needs to have communications links for transmitting 
directions to his forces. Superior C2 executed by a commander, and the 
communications to carry out these orders, can often offset the disadvantages of 
having forces that are smaller in number of those of an enemy force. 
 It is a generally held opinion that in modern warfare, victory goes to the side 
that can effectively control the spectrum. 
 Thus we see that communications places a large role in C2. In many tactical 
situations that communication is via RF transmissions. Commanders must 
communicate both with their subordinates and their superiors in order to 
effectively execute the C2 functions. It is precisely this feature that is exploited by 
ES systems, and the better the ES functions, the better exploitation ensues. 
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1.3 The Electromagnetic Spectrum 
 
We show the electromagnetic spectrum (EMS) in Figure 1.2. The portion of the 
band that is normally used for communication purposes is shown at the bottom of 
the chart (this excludes some forms of communication by the Navy for 
communications with submarines). The band extends from the high frequency 
(HF) through the lower end of the super high frequency (SHF) spectrums. This is 
the band of concern to most modern ES systems. This is not to say that a single 
system needs to cover this entire region, but the entire region must be included 
when considering the requirements for ES systems. 
 The types of communication transmissions that transpire in these zones are 
also indicated in Figure 1.2, although this list should not be considered complete. 
Special communications systems and capabilities can be found in almost all 
regions of the frequency spectrum, for example. It is also important to note that 
while radars are not normally used for communications (although some can be), 
they can be found in all of the regions shown in Figure 1.2 as well. For 
communications ES, radars are a source of interference and noise. 
 
 

1.4 Receiving System Architectures 
 
In this section we present the basics of receiving system architectures to provide a 
baseline for detailed discussions of receiving systems in the subsequent chapters. 

 
 
Figure 1.2 The electromagnetic spectrum used for communication. 
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By far the most prolific receiver architecture in use for EW systems is the 
superheterodyne structure. 
 
1.4.1 Fundamental Receiving System Model 
 
A diagram of a simple (maybe the simplest) receiving system is shown in Figure 
1.3. The receiving subsystem consists of an antenna, a receiver (Rx), a spectral 
display unit (SDU), and a receiver control unit (RCU). The operator subsystem 
consists of a system computer and the necessary equipment for an operator to 
interface with it. The ability to communicate with the outside world is also 
included. Signal paths [radio frequency (RF) and intermediate frequency (IF) in 
this case] are shown with light lines while dark lines indicate control lines. 
 The Rx may actually consist of several receivers, each of which covers a 
portion of the total frequency spectrum (receivers for the HF range are typically 
much different from those for the VHF range, e.g., and two receivers would be 
implemented in this case). The SDU displays the portion of the frequency 
spectrum of current interest to the operator. The signal sent from the receiver to 
the SDU is normally the IF signal in the receiver or some other video (pre-
detected) signal useful for the purpose. Sometimes the SDU signal information is 
implemented on the operator’s display. The presence of a signal at a 
frequency/channel is indicated by some mechanism on the screen of the SDU. The 
RCU performs the function of controlling the receiver and may, in reality, be the 
receiver front panel or a function implemented by the system computer, in which 

 
 
Figure 1.3 A simple receiving system. 
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case the operator’s control of the receiver is via the keyboard and display. Control 
signals are sent from the RCU to the receiver to change the receiver settings, such 
as frequency. In return, status signals are sent from the receiver back to the RCU 
to indicate the health of the receiver. 
 The operator subsystem, while not literally part of the receiving subsystem, is 
shown for completeness to illustrate where the operator fits into the receiving 
process. The keyboard and display permit the operator to interface with the system 
computer to facilitate receiving tasking from the C2 source as well as to 
communicate the results of the receiving process to a destination. 
 The architecture, while simple in this case, is extensible and not much 
changes. A receiving system with many operators each with one or more receivers 
would look like Figure 1.3 replicated the necessary number of times. The system 
computer would likely be more powerful. The operator interfaces would likely be 
some sort of standard control bus such as MIL-STD-1555 or 10baseT or 100baseT 
Ethernet. 
 In the largest of such receiving system, the functions of searching the 
spectrum and subsequent copying of targets of interest would typically be 
separated and executed by operators specializing in one subset of the overall 
functions. 
 
1.4.1.1 Signal Searching 
 
The system shown in Figure 1.3 could be used to search the spectrum for signals 
of interest, or it could be used to tune to specific frequencies to see if there is 
current activity at a frequency. The former is referred to as general search and 
normally the search is executed from some start frequency to some stop frequency, 
typically linearly. 
 The latter search method is referred to as directed search, and specific 
frequencies are programmed into the RCU. This is the mode when the target 
frequencies of interest are a priori known. 
 The two search modes can be mixed. One implementation of an algorithm that 
combines the two is illustrated in Figure 1.4 [2]. In this architecture a revisit timer 
is used to cycle between the two search modes. It represents the amount of time 
the system spends in the general search mode before entering the directed search 
mode. Starting in the general search mode, the next scan frequency is selected to 
examine for energy presence. If there is energy present at that channel, the signal 
is copied, which may or may not be accompanied by recording of the signal. Other 
functions may also be executed at that time, such as obtaining a geoposition (fix) 
of the target, as illustrated in Figure 1.4. If the target is of interest, typically the 
channel is entered onto the directed search list. When copying is completed the 
scan process proceeds. If there is no energy detected at the tuned channel, the 
revisit timer is examined to see if it has expired. If not, the next channel is chosen. 
If it has expired, the directed search mode is entered. In this mode, each directed 
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search frequency is examined in sequence. If energy is detected at one of these 
frequencies, then, as in the general search mode, the target is copied, and possibly 
other functions are executed. Once all the directed frequencies are examined, the 
general search mode is started again. 

A somewhat more extensive receiving system is illustrated in Figure 1.5. In 
this case the search receiver/receiving subsystem is separate from the receiver used 
for the copy function. The monitor receivers are typically queued from the search 

 
 
Figure 1.5 Receiving system with a separate search function. 

 
 
Figure 1.4 An EW signal collection process. (Source: [2], ©Artech House, 2002. Reprinted with
permission.) 
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process and tuned automatically to where signal energy is detected. The signals 
thus received are recorded in the receiving subsystem, which could be analog tape 
recorders or, more recently, digitally recorded onto computer disk storage. The 
operators in this case would process the recorded signals rather than the signals 
directly from the receivers. 

We concentrate here on the receiver functions in Figures 1.4 and 1.5. For a 
description of the other elements shown, the reader is referred to [3–8]. 

 
 

1.5 Monitor Receivers 
 
Monitor receivers are used in ES systems to receive signals on a more or less 
constant basis. That is, they are not generally used to search for signals of interest 
(SOIs). We introduce the most common receiver architecture here, the 
superheterodyne configuration. 
 
1.5.1 Concept of the Superheterodyne Receiver 
 
A flow diagram of the superheterodyne (superhet) receiver is shown in Figure 1.6. 
RF signals entering the receiver from the antenna are first amplified and filtered. 
They are then mixed (multiplied) with the local oscillator (LO) signal in the mixer 
to convert them to a (usually lower) frequency. Signals at all frequencies are 
converted to the common IF for further amplification and filtering so the LO must 
be variable in order to provide the correct mixing frequency. This concept is based 
on the trigonometric relationship describing the product of two sine waves: 
 

 
1

sin sin [cos( ) cos( )]
2

A B A B A B= − − +  (1.1) 

 
One of terms on the right hand side (rhs) of (1.1) is removed by subsequent 
filtering (either can be used—the other eliminated). The IF signal is then amplified 
and further filtered (narrowband) to remove the unwanted term in (1.1) as well as 

 
 
Figure 1.6 Fundamental concept of the superheterodyne receiver.  



Receiving Systems and Receiving System Architectures 9

other unwanted signals. The IF signal is then detected, depending on the type of 
modulation. If the resulting signal is audio, it then drives headphones or other 
audio device, such as a tape recorder. If the resulting signal is digital, further 
digital processing is performed to extract information. 

In the superhet radio, the received signal enters one input of the mixer. A 
locally generated signal (LO signal) is fed into the other. The result is that replicas 
of the RF signal are generated at new frequencies. These are applied to a fixed 
frequency IF amplifier and filter. Any signals that are converted down and then 
fall within the passband of the IF amplifier will be amplified and passed on to the 
next stages. Those that fall outside the passband of the IF are rejected. Mixing two 
sinewave signals together in this way produces a signal with components at the 
sum and difference frequencies according to (1.1).  

In the example shown in Figure 1.7, signals will appear at the mixer output at 
1MHz and 11 MHz. Tuning is accomplished simply by varying the frequency of 
the LO. The advantage of this process is that very selective fixed frequency filters 
can be used and these far outperform any variable frequency ones. They are also 
normally at a lower frequency than the incoming signal and again this enables 
their performance to be better and less costly. The spectrum is shown in Figure 
1.8.  

To see how this operates take the example of two signals, one at 6 MHz and 
another at 6.1 MHz. Also take the example of an IF situated at 1MHz. If the local 
oscillator is set to 5 MHz, then the two signals generated by the mixer as a result 
of the 6 MHz signal fall at 1 MHz and 11 MHz. If the IF filter bandwidth is 

 

 
 
Figure 1.8 Superhet example frequency spectrum. The signals generated by mixing or multiplying two
signals together. 

 
 
Figure 1.7 Example of the superhet mixing process. 
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narrow enough, the 11 MHz signal is rejected, but the one at 1 MHz passes 
through the IF stages. The signal at 6.1 MHz produces a signal at 1.1 MHz (and 
11.1 MHz), and this falls outside the bandwidth of the IF ( 50 kHz)±  so the only 

signal to pass through the IF is that from the signal on 6 MHz. 
If the LO frequency is moved up by 0.1 MHz to 5.1 MHz, then the signal at 

6.1 MHz will give rise to a signal at 1 MHz and this will pass through the IF. The 
signal at 6 MHz will give rise to a signal of 0.9 MHz at the IF and will be rejected. 
In this way the receiver acts as a variable frequency filter, and tuning is 
accomplished. 

The superhet receiver is by far the most common form of EW receiver in use. 
It is the best performing narrowband receiver architecture, and components are 
readily available for satisfying even the most demanding requirements. We discuss 
the superhet further in Chapter 5, and introduce some other forms of narrowband 
receivers. 
 
 

1.6 Search Receiver Architectures 
 
There are several configurations of receivers that can serve as search receivers. We 
will introduce three topologies and give their basic operation principles here. 
Those architectures are: 
 

• Scanning narrowband receiver 
• Digital transform receiver 
• Compressive receiver (CxRx) 

 
1.6.1 Scanning Narrowband Receiver 
 
The simplest type of search receiver is probably the scanning superheterodyne 
receiver, which is simply a superheterodyne receiver whose frequency is linearly 
changed with time. 

Most modern tuned superheterodyne receivers are digitally controlled for 
maximum flexibility. They can be controlled directly with an RCU or via 
computer as required. These receivers actually dwell on a frequency channel as 
opposed to scanning as in an analog equivalent. 

The frequency resolution achievable with a digitally tuned narrowband 
receiver is inversely proportional to dwell time. For example, if the receiver dwells 
at a frequency for 10 ms and the instantaneous bandwidth of the receiver is       
200 kHz, then the maximum channelization possible is to divide the 200 kHz 
bandwidth into 200 1 kHz cells. 

Conventional EW receivers cannot readily detect the transmission of 
frequency hopped spread spectrum (FHSS) or short-duration signals, however. It 
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is necessary to search a wide frequency band and detect signals over a large 
dynamic range very rapidly with a high probability of success. This is only 
possible, considering the expected threat signals, if the sweep rate versus 
resolution restrictions inherent in standard superheterodyne receivers are 
overcome. 
 Figure 1.9 is a time-frequency diagram for a scanning superheterodyne 
receiver. The revisit time as a function of dwell time is shown in Figure 1.10. 
Revisit time is the time required to scan from a given frequency through the scan 
bandwidth, Ws, and back to the same frequency. Dwell time is the time a signal 
must exist within the analysis bandwidth, WB. This constraint on dwell time is due 
to the finite time (approximately 2/WB) required to achieve essentially 100% 
response to a CW signal. The corresponding constraint on sweep rate is that the 

receiver sweep no faster than WB Hz in 2/WB seconds, or 2
B0.5W  Hz/sec. If, for 

example, an analysis bandwidth of 25 kHz is to be used, the corresponding sweep 
rate possible is 0.313mHz/ms, hardly a sweep rate that could be used to follow 
even a slow frequency hopping target over the VHF band. Figure 1.10 shows the 
minimum cell width required. 
 While the superheterodyne receiver remains a valuable analysis tool, other 
wideband receiver techniques are promising candidates to handle the rapid signal 
acquisition needs in the communications frequency bands. Two wideband 
possibilities are the compressive receiver and digital transform receivers. 
Performance considerations will follow a brief description of each of the receiver 
types. 
 
1.6.2 Compressive Receiver 
 
A compressive receiver flow diagram is shown in Figure 1.11. The RF subsystem 
converts the RF input band to the compressive IF processor input frequency range. 
The logarithm of the amplified time-compressed IF processor output is computed 
to reduce the required dynamic measurement range. The logarithm of the signal is 
passed to the signal sorting processor, which develops the threat signal 
information for the jamming system controller (if the ES receiver is feeding a 
jammer). Information transfer is by way of the receiver controller. The heart of the 
CxRx is the compressive IF processor. Figure 1.12 is a conceptual block diagram 
of the IF processor. The input signal bandwidth is restricted by the bandpass filter 
(BPF) to the width of the dispersive delay line (DDL). The BPF output is then 
converted to the final IF, which is swept through the DDL band by the linear swept 
local oscillator (SLO). The swept IF signal generated is the complex conjugate of 
the DDL impulse response. The sweep occurs every receiver scan period and 
sweeps the processor through a frequency range that ensures complete correlation 
of all signals within the passband of the input BPF. 

The IF processor develops an output for each scan that represents the spectral 
energy distribution present at its input during that scan period. A continuous wave 
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Figure 1.10 Minimum cell width of the scanning superheterodyne receiver. W is the RF search range
and WB is the analysis bandwidth. 

 
 
Figure 1.9 Frequency versus time for the scanning superheterodyne receiver. 
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Figure 1.12 Operation of the CxRx IF processor. 

 
 
Figure 1.11 Compressive receiver flow diagram. 
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(CW) input will develop a representative output pulse once per scan at a position 
in time that corresponds to its frequency; that is, it maps the spectral components 
at its input into time domain outputs, which amounts to performing a continuous 
Fourier transform for each signal occurring within its input bandwidth. The output 
pulse results because the frequency dependent delay of the DDL is such that the 
beginning of an output pulse is delayed a length of time equal to the input pulse 
duration. Intermediate portions of the pulse are proportionately delayed a lesser 
time. Consequently, all signal energy tends to emerge from the DDL output at one 
instant of time. Because the tendency toward instantaneous response is 
bandlimited, the output pulse is of finite duration and is approximately the 
reciprocal of the DDL bandwidth. It should be noted that the output pulse 
amplitude is a measure of the received signal strength. 

For communication systems the requirement is that the compressive IF offer 
modest bandwidth with long processing time to provide a frequency resolution that 
is compatible with typical communications frequency spacing. A broad RF band 
can be covered by stepping the RF subsystem LO in increments the size of the 
DDL bandwidth. 

 
1.6.3 Digital Transform Receiver 
 
A digital fast Fourier transform (FFT) receiver is shown in Figure 1.13.  The 
RF/IF subsystem converts the RF input band to a signal at or near baseband. A 
lowpass filter (LPF) is used to limit the frequency band to be sampled by the 
analog-to-digital converter (ADC). A window function is used ahead of the FFT 
processor to shape the processor output response. The FFT  output is passed to the 
signal sorting processor, which develops threat signal information. 
 The digital transform receiver calculates the discrete Fourier transform of the 
downconverted RF input band by use of an FFT algorithm. The instantaneous 

 
 
Figure 1.13 Digital FFT receiver. 
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processing bandwidth is basically a function of the sampling rate of the ADC and 
the shape factor the anti-aliasing LPF uses ahead of the ADC. As in the case of the 
CxRx, the RF input band converted can be extended by incrementing the RF/IF 
subsystem LO in frequency steps the size of the basic processor instantaneous 
bandwidth. 
 
1.6.4 Receiver Considerations 
 
The two candidate communication receiver approaches considered here for fast 
signal acquisition are the CxRx and the FFT receiver. Each of these receiver 
approaches has advantages as well as disadvantages that must be weighed against 
the given application, and the available tradeoffs associated with approaches, in 
terms of the desired objectives, must be evaluated. Among the tradeoffs involved 
are those related to size, complexity, cost, probability of specific signal intercept, 
speed, compatibility with overall system requirements, and the risk associated with 
the development of technology for a given approach. Compressive receivers and 
digital transform receivers are well established, low-risk techniques. 
 Selection of an approach is strongly influenced by the requirement imposed 
on the system for probability of intercept (POI) of a particular target signal. When 
the receiver will be operational only for  a fraction of the time, because of look-
through requirements, the POI problem can be especially severe. 
 If a receiver repetitively sweeps a frequency band in a time that is less than 
the on-time of an in-band target signal, or otherwise constantly looks at a 
frequency band, the target signal will always be intercepted. But if the receiver 
looks through periodically, the look-through period may not coincide with the 
signal on-time and interception will not occur. In order to ensure interception 
during each look-through, the look-through period must be at least as long as the 
signal pulse repetition interval, assuming a simple pulse-type representation of the 
signal. However, the actual signal statistics will be such that a number of look-
throughs will be necessary to ensure a high POI. The appropriate operational  
strategy must be developed through analysis of the anticipated threat signal 
environment and, to a large extent, will for the basis of the receiver approach 
selection. 
 Instantaneous bandwidth and frequency resolution are also important receiver 
concerns that help guide the choice of receiver approach. All receiver approaches 
have constraints on frequency resolution in common. These constraints are a 
consequence of the time that a target signal is availabe for processing. 
 After establishing the receiver requirements that are based on parameters 
discussed to this point, a number of additional performance parameters must be 
specified for a given application. Among the parameters that will be considered 
are dynamic range, frequency accuracy, and sensitivity. 
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1.7 Key System Performance Parameters 
  
While there are many interrelated EW receiving system parameters to be 
considered, the most important for characterizing the performance of a receiving 
system are: 
 

• Noise figure 
• Sensitivity 
• Selectivity 
• Dynamic range 

 
1.7.1 Noise Figure 
 
Noise is always present in any electronic equipment, and EW receivers are no 
exception. Noise is the nemesis of all communication systems. It is the challenge 
that must be addressed for adequate performance. Noise in an EW receiver system 
can be categorized as external or internal.  

 
1.7.1.1 External Noise Sources 
 
External noise sources include thermal (sky) noise, atmospheric noise, and man-
made noise. This thermal noise is caused by viewing the sky with an antenna that 
has a non-zero temperature.  

Thermal noise is caused by agitated electrons (temperature above absolute 
zero). Some of this energy is viewed by the receiving antenna, and if it has 
directionality, more energy is absorbed in the direction of maximum gain than in 
other directions. Bright noise sources (such as the sun) emit considerably more 
energy than the background sky that an antenna absorbs.  
 Atmospheric noise is predominant in the frequency region up to about 100 
MHz. It is caused by lightning discharges and is broadband. Such noise energy can 
travel for considerable distances, especially in the lower HF frequency range. 
 There are many types of man-made noise sources. Man-made noise sources 
are any noise generator produced by manufacturing and would not exist in nature 
if it weren’t for being artificially produced. Examples are fluorescent lights and 
welders. See [9] for more details on external noise sources. 
 
1.7.1.2 Internal Noise 
 
Internal noise sources include thermal noise and LO noise. The latter will be 
discussed at length in Chapter 5. 
 Internally generated thermal noise arises for the same reason that external 
thermal noise does—agitated electrons emit broadband energy. The ratio of the 
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signal-to-noise ratio (SNR) at the output of a system to that at its input (which is 
always greater than one since noise is generated in the system that is reflected at 
the output but is not present at the input) is known as the noise factor. The noise 
factor expressed in dB is known as the noise figure (NF). 
 
1.7.2 Sensitivity 
 
Sensitivity refers to how weak a signal can be and still be used to extract 
information in an ES system. It is closely related to the noise level present, both 
internal and external to the ES system. It is often specified in terms of an 
SNR level below which some system parameter, such as output SNR, cannot be 
effectively accomplished. In the VHF frequency range, for example, a typical 
sensitivity value is –105 dBm with a 15 dB RF SNR in a 25 kHz bandwidth. 
Another example is 20 dB RF SNR for a 10–3 bit error rate (BER) for a digital 
signal. 
 
1.7.3 Selectivity 
 
Selectivity specifies how closely signals can be located in the frequency spectrum 
and still be separated. It is primarily determined by the shape of the filters in the IF 
portion of the receiver. 
 Signals in adjacent channels in the RF spectrum can and do leak into each 
other’s channel. This energy spillover may be caused by the transmissions 
themselves or may be caused by the receiver if the filtering is not adequate. Sharp 
filter rolloff is often required to minimize this interference. 
 
1.7.4 Dynamic Range 
 
The dynamic range is the total range of signal power that can be processed by a 
receiving system. There is an instantaneous dynamic range and a total dynamic 
range. The former refers to the total range of signals that can be collected without 
inserting some form of attenuation in the signal path to avoid overload of 
subsequent processing steps. The total dynamic range is the totality of the signal 
power levels that the receiving system can cope with, including the use of 
attenuators in the signal path. 
 
1.7.5 Other Significant Parameters 
 
1.7.5.1 Signal Bandwidth 
 
The bandwidth of signals is an important parameter since the processing of signals 
with narrow bandwidths is typically quite different from those with a wide 
bandwidth. These are relative terms, however. 
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 In a crowded RF environment, typical for many EW system applications, 
measuring the bandwidth can be problematical. When (almost) every channel is 
occupied, much of the time it can be difficult to determine where one signal leaves 
off and the next begins. 
 
Narrow Bandwidth: Signals with narrow bandwidth include traditional VHF and 
UHF analog FM and digital signals as well as HF voice and data signals. 
 
Wide Bandwidth: Signals with a relatively wide bandwidth include several forms 
of multichannel formats. Multicarrier public switched telephone network (PSTN) 
signals are of this variety and might include frequency division multiplexed (FDM) 
as well as time division multiplexed (TDM) arrangements. 
 
 FDM signals carry two or more information-bearing signals that are separated 
in baseband frequency but are transmitted on a single RF carrier. All users in an 
FDM system have access to the RF channel all the time. The RF carrier is 
typically FM modulated with the composite baseband signal. 

TDM signals are comprised of two or more baseband signals that share the RF 
spectrum on the basis of time. During one time interval, one user has access to the 
channel while during the next time interval, another user has that access. The 
modulation used for TDM is normally, but need not be, FM. 
 
1.7.5.2 Baud Rate 
 
The baud rate is the signaling speed of digital signals. It is the rate at which 
information is exchanged over the channel. It is sometimes confused with the bit 
rate, which is a fundamentally different parameter. It can sometimes be used to 
identify a particular type of signal. 
 
1.7.5.3 Bit Rate 
 
The bit rate is the instantaneous speed of digital signaling. If the digital signaling 
is continuous, the baud rate and the bit rate are equivalent. If there are 
interruptions in the digital signaling when the bit rate is zero, then the baud rate is 
slower than the bit rate. 
 

1.8 Spread Spectrum 
 
A spread spectrum (SS) signal is one whose RF bandwidth is much larger than the 
bandwidth of the underlying information signal. (This is a loose definition since 
wideband FM modulation falls under this categorization yet is not normally 
associated with SS formats.) 
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 SS signals can be categorized as low probability of detection (LPD), low 
probability of intercept (LPI), and low probability of exploitation (LPE). LPD 
implies that even the presence of the signals is difficult to determine. LPI means 
that the presence of the signals can be readily detected but difficult to intercept, for 
a variety of reasons. LPE means that the signals can be detected and intercepted 
but exploitation is difficult. Encryption is an LPE technique, but is not limited to 
spread spectrum signals. 

There are three predominant forms of SS signals: (1) FHSS, (2) direct 
sequence spread spectrum (DSSS), and (3) time hopped spread spectrum (THSS). 
Each has its own characteristics that are quite different from the others. 

 
1.8.1 FHSS 
 
When the frequency of the signals is changed on a relatively fast basis, the signal 
is categorized as FHSS. If the hopping code is changed many times for a single 
information bit, it is referred to as fast frequency hopping (FFH). When there are 
several information bits sent on a single frequency, it is called slow frequency 
hopping (SFH). 
 Early forms of FHSS sometimes used analog formats for the instantaneous 
modulation (AM or FM), but they have since gone by the wayside. All modern 
forms of FHSS employ digital signaling, typically frequency shift keying (FSK). 
 FHSS is an LPI technique. Such signals are fairly easy to detect since they are 
implemented by rapidly varying the carrier frequency, but at each frequency the 
signals are detectable. 
 
1.8.2 DSSS 
 
The energy in an information-bearing signal can be instantaneously spread over a 
wide bandwidth by multiplying that signal with another specially coded digital 
signal with a substantially higher data rate. This is referred to as DSSS. Code 
division multiple access (CDMA) is a form of DSSS signaling, where access to the 
RF channels is shared among several users and each user has a unique code so the 
correct information-bearing signal can be extracted at the CDMA receiver. 
 DSSS is an LPD technique since the modulated RF carriers are normally at or 
below the noise floor of the spectrum. There are techniques for detecting such 
signals but generally suspicion of the presence of the signals is required a priori to 
efficiently use the methods. 
 
1.8.3 THSS 
 
When the time of transmission of a bit is varied randomly according to a specified 
code, THSS ensues. The most popular form of THSS is ultrawideband (UWB) 
signaling. Pulses as short as several picoseconds are used to send the information 
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with pulse-position modulation (PPM), so the corresponding RF bandwidth can be 
very wide. 
 THSS is an LPD method because the spectrum of the modulated signals is 
quite wide (several gigahertz). 
 
 

1.9 Collection Management 
 
The functioning of ES systems, like all other battlefield sensors, is determined by 
the commander’s information requirements. To satisfy those requirements the 
process referred to as collection management (CM) is used to determine which 
assets can best satisfy which requirement. 
 We briefly describe the collection management process here to provide a 
sense of the steps necessary to task, in particular, ES systems. 
 
1.9.1 The Collection Management Process1 
 
CM is the process of establishing what needs to be accomplished with information 
collectors in order to satisfy a commander’s information needs. It goes far beyond 
just what can be collected with intercept systems. It includes all forms of methods 
for information collection: ES, human intelligence (HUMINT), measurement and 
signature intelligence (MASINT), and so forth. Our focus is on the ES function. 
For a more in-depth examination of information warfare and how receiving 
systems fit into the information operations (IO) process, [8] is recommended. 

The CM process is summarized in Figure 1.14. It is cyclic in nature—as we 
use the process to satisfy some information requirements, we simultaneously use it 
to generate new requirements or reprioritize existing ones. As shown in Figure 
1.14, each step of the CM process consists of a series of judgment decisions. The 
process is based on specific operational requirements (SORs) and specific 
information requirements (SIRs). 

The same procedural thought process shown in Figure 1.14 is used regardless 
of echelon, type of operation, or time available. However, circumstances will 
dictate the nature and amount of detail able to be developed in the resulting  
products. For example, a CM section of the G2 at the corps level might take 
several days to execute all the procedures to produce 
 

• An intelligence synchronization matrix 
• A number of asset evaluation worksheets 
• A detailed collection plan reflecting several hundred SORs 

 

                                                           
1 Portions of this section are extracted from US Army field manual FM 34-2, The Collection 
Management Process. 
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Figure 1.14 The collection management process. (Source: [10].) 
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(Examples of the first two of these are given in the appendix to this chapter.)  
During an accelerated staff planning process, an experienced battalion S2 may 
take 5 minutes to execute exactly the same set of procedures. He then hands the 
event template and a simple reconnaissance and surveillance (R&S) tasking 
matrix to his scout platoon leader. He also asks for a copy of the platoon leader’s 
plan to incorporate into the battalion R&S overlay. 

Every step is always executed. The time required to conduct these steps 
depends on the tools available. Actually constructing asset evaluation worksheets 
may not be necessary if familiarity of the capabilities of the assets is available; this 
speeds up the process. The capabilities of the assets against the collection target 
must be considered before selecting them as part of the collection strategy. 
 

Definition 1.2: CM is the identification, prioritization, and 
refinement of uncertainties concerning the threat and the 
battlefield environment that a command must resolve to 
accomplish its mission. 
 

The end result of CM processing is a prioritized list of exactly what needs to 
be collected, precisely where it needs to be collected, and when it needs to be 
collected and reported in order for a unit to conduct. In particular the ES system 
tasking is identified in terms of what, who, where, when, and how. 

Named areas of interest (NAIs) are identified that indicate where certain types 
and kinds of information can be obtained. Targeted areas of interest (TAIs) are 
specific regions within which specific targets are expected and, if found there, 
provide specific evidence of adversarial activities. 
 Intelligence requirements are synchronized with the command’s COA, and 
these provide the underlying guidance for CM. As collectors report, analysts 
receive the information they need to develop intelligence that drives the 
commander’s decisions. 
 
 

1.10 Concluding Remarks 
 
We have shown in this introductory chapter basic architectures of ES systems and 
for what they are used. There are a great many variations possible for such systems 
and we illustrated only a few. They all perform the same basic tasks, however, 
irrespective of their specific implementations. All these ES systems are used to 
noncooperatively intercept battlefield transmissions for the purpose of collecting 
combat information and intelligence information. 
 We also illustrated how the tasking for ES systems is established. CM plans 
are derived to guide the specific tasks for these systems, along with all other 
collection assets available to satisfy the commander’s intelligence requirements. 
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Appendix 1.A Collection Management Process Output 
Products 
 
We provide examples of two of the products of the CM process in this appendix. 
Specifically we show an asset evaluation worksheet (Figure 1.A.1) and an 
intelligence synchronization matrix (Figure 1.A.2). 
 
1.A.1 Asset Evaluation Worksheet 
 
The asset evaluation worksheets are used to evaluate the relevance of particular 
collection assets to a specified intelligence requirement. The example worksheet 
shown in Figure 1.A.1 applies to SIR 9.3: Are the HETs stationary in TAI 999? 
The imagery assets available consist of JSTARS, ASARS, and UAV. The ELINT 
collector is GRCS as is the COMINT collector. The HUMINT collector consists of 
an ACR and there are no MASINT collectors available. The entries indicate how 
well that asset applies to the capability and environmental factors listed across the 
top of the form. A plus sign indicates a good match, a zero indicates a 
marginal/moderate match, and a minus sign indicates a bad match.  

To satisfy this particular SIR, U-2 ASARS, UAV, GRCS (ELINT), U-2 
SENIOR SPEAR, and GRCS (COMINT) are the best available sensor assets. If 
not committed to a higher priority collection requirement during the time interval 
over which SIR 9.3 applies, these would be the best assets to select from for 
tasking. 
 
1.A.2 Intelligence Synchronization Matrix 
 
The intelligence synchronization matrix is a graphical depiction of the activities 
necessary to satisfy the commander’s information requirements. It illustrates what 
assets are to be applied to which tasks and when. We show an example of such a 
matrix in Figure 1.A.2. The lines indicate processing time both before and after 
each collection period. The rectangles indicate the actual times of collection of 
information. The dark squares show the latest times that tasking can occur while 
the arrowheads indicate the latest time that the information collected is of use. 
Also indicated on the matrix are the SIRs to which the collection tasks apply.  

Shown across the top is the timeline to which the matrix applies. The times 
indicated are in H-hours, which is the time after which the activities start (H = 0 is 
the beginning). The PIRs correspond to decision points (DPs) that have been 
established. 
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SIR 9.3: Are the HETs stationary in TAI 999? 

ASSETS 
Capability Factors Environmental Factors 

Capable Remarks 
R a n g e Timeliness  

    Technical 
Characteristics 

W e a t h e r T h r e a t T e r r a i n

IMINT 

U-2 
ASARS 

+ + + + + + + 

Cueing improves 
technical capability; 
excellent targeting 
accuracy 

JSTARS + + 0 + + + 0 
MTI/FTI; cue 
ASARS/UAV 

UAV + + + + + + +  
         

ELINT 

U-2 
SENIOR 
RUBY 

+ 0 + + + + 0 Likely ADA activity 

GRCS + + + + + + + 
Likely ADA activity; 
Mission SA; Track 
N70 

         

COMINT 

U-2 
SENIOR 
SPEAR 

+ + (CTT) + + + + + 
Convoy C2 sites; 
Cue ASARS 

GRCS + + + + + + + 
Convoy C2 sites; 
Mission SA; Track 
N70 

GBCS 0 + + + + + 0  

HUMINT 
IPW + 0 0 + + + 0 As available 
CI + 0 0 + + +  0  
ACR + + + + 0 + 0  

MASINT 
NA         
         
         

Assets Selected:  IMINT:      JSTARS, ASARS, UAV                                  + Good 
                            ELINT:      GRCS                                                               0 Marginal 
                            COMINT:  GRCS                                                               – Poor 
                            HUMINT:  ACR 
                            MASINT:   NA 

 
Figure 1.A.1 Asset evaluation worksheet. (Source: [10].) 
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Figure 1.A.2 Intelligence synchronization matrix. (Source: [10].) 
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Chapter 2 
 
 

Signals and Modulation Systems 
 
 
2.1 Introduction 
 
A carrier is modulated with an information signal in order to convey the 
information contained in that signal to a second (or more) location. The carrier is 
(usually) higher in frequency than the information signal for practical reasons, 
such as properties of the medium over which the signal must propagate. In this 
chapter we cover the foundations of modulations used for modern communication 
systems. We introduce the basic concepts of complex signals and systems in this 
chapter.  

We begin the chapter with the notions surrounding representing signals and 
then discuss complex modulation and systems. The important Hilbert transform is 
introduced in this section. Next the modern modulation techniques are discussed 
including analog and digital modulations. Most of the extensive literature of 
modulation of communication signals assumes that the signals are deterministic. 
Random signals require a somewhat different treatment, and the theory of such 
signals is sparser. We discuss some of the concepts of random signals next. Then 
we review the various methods of access to communication channels. We 
conclude the chapter with a discussion of pulse shaping filters. 

Notation: Matrices are denoted with a bold capital letter, e.g., A denotes a 
matrix. Vectors are denoted with a small letter with an arrow over-stroke, for 
example, a


denotes a vector. Random variables are denoted with a capitalized 

italicized letter. A particular manifestation of a random variable is denoted as a 
small italicized letter. Random process variables are denoted with a bold small 
letter—for example, a denotes a random process. 
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2.2 Representing Signals 
 
Signals can be represented in many different ways. From Fourier’s theory, we 
know that we can represent any real-world signal by the combination of one or 
more sinusoids. As such, characteristics of sinusoidal signals are important to 
understand. 

In the complex domain, we can think of a fundamental signal as a rotating 
phasor. A phasor is a rotating vector in the complex plane with magnitude A and 
rotational speed ω radians per second as illustrated in Figure 2.1. At time t 

 
 ( )x t a jb= +  

 
where 
 

 2 2A a b= +  

 1tan
b

t
a

−θ = ω =  

 
We can also express the phasor in polar format as 
 

 
( )

(cos sin )

j tx t Ae

A t j t

ω=
= ω + ω

 

 
A complex exponential can be represented as (Euler’s formulas): since 
 

 cos sinj te t j tω = ω + ω  

 

 
 
Figure 2.1 Phasor notation. 
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then 
 

 
cos

2

sin
2

j t j t

j t j t

e e
t

e e
t

j

ω − ω

ω − ω

+ω =

−ω =
 

 
A cosinusoid can be represented by a counter-rotating conjugate pair of phasors 
with a purely real result, since the imaginary components cancel, as shown in 
Figure 2.2. Similarly, a sinusoid is represented by a counter-rotating conjugate pair 
of phasors with a purely imaginary result. 

Phasors rotate in two directions and have the following characteristics. 
Positively rotating phasors rotate counterclockwise and represent positive 
frequencies, while negatively rotating phasors rotate clockwise and represent 
negative frequencies. Referring to the Fourier transform, this just splits the signals 
up into the fundamental phasors, or complex exponential components. 
 
 

2.3 Complex Signals and Systems  
 
2.3.1 Introduction  
 
All physical signals and waveforms are real-valued so why bother to consider 
complex-valued signals and systems? The original complex signal concepts can be 
traced back to the introduction of lowpass equivalent notation—that is, analysis of 
bandpass signals and systems using their lowpass/baseband equivalents. In 
general, a real-valued bandpass signal/system has a complex-valued lowpass 
equivalent. For example, linear I/Q modulation and demodulation principles are 
based on these ideas. Also all advanced frequency translation techniques and thus 

 
 
Figure 2.2 Conjugate pair of phasors that are counter-rotating. 
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the related receiver architectures (low-IF, direct-conversion, and so forth) utilize 
complex signals. Sampling and efficient multirate processing of bandpass signals 
is another good example. 
 
2.3.2 Basic Concepts and Definitions  
 
By definition, the time domain waveform or sequence x(t) of a complex signal is 
complex-valued: I Q( ) ( ) ( ).x t x t jx t= +  In practice, this is nothing more than a pair 

of two real-valued signals I ( )x t and Q ( )x t carrying the real and imaginary parts. 

Similarly, a complex system is defined as a system with complex-valued impulse 
response denoted by h(t).  
 

Property 2.1: Symmetric Amplitude Spectra 
 
In the frequency domain, real-valued signals always have 
symmetric amplitude spectrums. Complex signals do not (need 
to) have any symmetry properties in general. The spectral 
support region (region of non-zero amplitude spectrum) can 
basically be anything. 
 
Property 2.2: Complex Conjugation 
 
If the spectrum of x(t) is denoted by X(f ), then the spectrum of 
its conjugate, x*(t), is X*(−f ). 

 
This simple-looking result is surprisingly useful when interpreting some properties 
of complex signals. An immediate consequence is that if you consider the real part 
of x(t), that is, 
 

 
*( ) ( )

( ) Re{ ( )}
2

x t x t
y t x t

+= =  (2.1) 

 
its spectrum is 
 

 
*( ) ( )

( )
2

X f X f
Y f

+=  (2.2) 

 
If X(f ) and X*(−f ) are not overlapping, y(t) = Re{x(t)} contains all the information 
about x(t). This result finds good use, for example, in understanding frequency 
translations. 
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Property 2.3: Convolution 
 
Another key operation related to linear systems in general is 
convolution. In the general complex case, the convolution of x(t) 
and h(t) can be written as 
 

            I Q I Q( ) ( ) [ ( ) ( )] [ ( ) ( )]x t h t x t jx t h t jh t∗ = + ∗ +  

              I I Q Q I Q Q I( ) ( ) ( ) ( ) [ ( ) ( ) ( ) ( )]x t h t x t h t j x t h t x t h t= ∗ − + ∗ + ∗  (2.3) 

 
We can see that four real convolutions are needed in general. Obvious 
simplifications occur if either the filter input, x(t), or the filter, h(t), is real valued. 
In these cases, only two real convolutions need to be calculated. 
 
2.3.3 Analytic Signals and Hilbert Transforms  
 
A Hilbert transformer is generally defined as an allpass linear filter that shifts the 
phase of its input signal by 90 degrees. 
 

Property 2.4: Hilbert Transform 
 
The (anticausal) impulse and frequency responses of the Hilbert 
transformer can be formulated as  
 

continuous-time 

HT

HT

1
( )

, 0
( )

, 0

h t
t

j f
H f

j f

=
π
− ≥

= + <  
 

discrete-time

 HT

HT

0, even
( ) 2

, odd

, 0
( )

, 0
j

n
h n

n
n

j
H e

j
ω


= 
 π

− ≤ ω < π
= + −π ≤ ω <

 

 
In practice this behavior can be well approximated over a finite bandwidth. The 
input and output spectrums of the Hilbert transformer are illustrated in Figure 2.3. 

One fascinating property related to Hilbert filters/transformers is that they can 
be used to construct signals with only positive frequency content. This kind of 
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signal is generally termed analytic and is always complex. The simplest example 
is to take a cosine wave 1cos(2 )A f tπ whose Hilbert transform is 1sin 2A f tπ (just a 

90 degree phase shift!). These together when interpreted as I and Q components of 
a complex signal, result in 1 1cos 2 sin 2A f t jA f tπ + π 1exp( 2 ),A j f t= π whose 

spectrum has an impulse at f1 but nothing on the other side of the spectrum. 
The “elimination” of the negative frequencies can more generally be 

formulated as follows. Starting from an arbitrary signal x(t) we form a complex  
signal HT( ) ( )x t jx t+ where HT ( )x t denotes the Hilbert transform of x(t). Then the 

spectrum of the complex signal is HT( )[1 ( )]X f jH f+ where 

 
continuous-time 

 

HT

1 ( ), 0 2, 0
1 ( )

1 , 0 0, 0

j j f f
jH f

j j f f

+ × − ≥ ≥ + = = + × < < 
 

 
which shows the elimination of the original negative frequency content. Similar 
concepts carry over to discrete-time and we can write 
 

discrete-time 
 

HT

1 ( ), 0 2, 0
1 ( )

1 , 0 0, 0
j j j

jH e
j j

ω + × − ≤ ω < π ≤ ω < π + = = + × −π ≤ ω < −π ≤ ω < 
 

 
This idea of using the Hilbert transform to generate analytic signals is further 
illustrated graphically in Figure 2.3. 

In practice, the Hilbert filtering causes a delay, and a corresponding delay 
needs to be included also in the upper (I) branch. 

 
 
Figure 2.3 Hilbert transformer implementation, input spectrum, and resulting output spectrum. 
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An example time response of a Hilbert transformer is shown in Figure 2.4 
while the corresponding frequency response is shown in Figure 2.5, both 
amplitude and phase. 
 

Example 2.1: Consider a Hilbert transformer of order 50 with 
bandwidth 0.1π,…,0.9π (π denotes half the sampling frequency). 
This results in about 87 dB attenuation for the negative 
frequencies (with respect to the corresponding positive band). 
The resulting frequency response is shown in Figure 2.6. 

 
2.3.4 Frequency Translations and Mixing  
 
One key operation in communications signal processing is the shifting of a signal 
spectrum from one center frequency to another. Conversions between baseband 
and bandpass representations are special cases of this.  

 
 
Figure 2.5 Hilbert transformer example frequency spectrum corresponding to Figure 2.4. 

 

 
 
Figure 2.4 Hilbert transformer example time response. 
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2.3.4.1 Complex Translation 
 
The basis of all frequency translations lies in multiplying a signal with a complex 
exponential, generally referred to as complex or I/Q mixing. This will cause a pure 
frequency shift; that is,  

 

 LO
LO( ) ( ) ( ) ( )j ty t x t e Y f X f fω= ⇔ = −  (2.4) 

 
which forms the basis for all the linear modulations. This is illustrated in the 
frequency domain in Figure 2.7. In general, four real mixers are needed to 
implement a complex mixer as 
 

LO
I Q LO LO( ) [ ( ) ( )][cos( ) sin( )]j tx t e x t jx t t j tω = + ω + ω  

        I LO Q LO Q LO I LO( ) cos( ) ( ) sin( ) [ ( ) cos( ) ( ) sin( )]x t t x t t j x t t x t t= ω − ω + ω + ω    (2.5) 
 
Of course, in the special case of a real input, only two mixers are needed. 

Real mixing is obviously a special case of the previous complex one and 
results in two frequency translations: 
 
 LO( ) ( ) cos( )y t x t t= ω  

 
 

Figure 2.6 Complex HT1 jH+ frequency response. 
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 LO LO
LO LO

1 1 1
( ) ( ) ( ) ( ) ( )

2 2 2
j t j tx t e e Y f X f f X f fω − ω= + ⇔ = − + +  (2.6) 

 
Here, the original spectral component appears twice in the mixer output, the two 
replicas being separated by LO2 f in frequency. In receivers, this results in the so-

called image signal problem since the signals from both c LOf f+ and c LOf f− will 

appear at cf after the real mixing stage (see Figure 2.8). If real mixing is used, the 

image signal needs to be attenuated before the mixer stage. We will discuss this 
further when we present details on mixers in Chapter 4. 

Linear I/Q modulation methods are just a special case of complex mixing. 
Given a complex message signal I Q( ) ( ) ( ),x t x t jx t= +  it is first modulated as 

c( ) exp( ),x t j tω after which only the real part is actually transmitted 

 

 
{ }c

c c

I c Q c( ) Re ( ) ( ) cos( ) ( ) sin( )

1 1
( ) *( )

2 2

j t

j t j t

y t x t e x t t x t t

x t e x t e

− ω

ω − ω

= = ω − ω

= +
 (2.7) 

 
 
Figure 2.7 I/Q mixing input and output spectra. 

 
 
Figure 2.8 Real mixing input and output spectra. 
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This result can be interpreted in two (equivalent) ways: 
 
Interpretation 1: xI(t) and xQ(t) are modulated onto two orthogonal (cosine and 
sine) carriers, which is nice from the implementation point of view. 
 
Interpretation 2: x(t) and x*(t) are modulated onto two complex exponentials 
exp(jωCt) and exp(−jωct). This is key in building a general understanding and 
recovering x(t) back from y(t). 
 
Note that both terms/spectral components (at +fc and –fc) contain all the original 
information [i.e., x(t)]. This process, also termed lowpass-to-bandpass 
transformation, is pictured in Figure 2.9. 
 
2.3.4.2 I/Q Demodulation 
 
In the receiver, the goal is to recover the original message x(t) from the modulated 
signal y(t). Based on the previous discussion, it is easy to understand that either of 
the signal components at +fc or –fc can be used for that purpose, while the other 
one should be rejected. Since 
 

 C C C C C
1 1 1 1

( ) ( ) *( ) ( ) *( )
2 2 2 2

j t j t j t j t j ty t e x t e x t e e x t x t e− ω ω − ω − ω − ω = + = +  
 (2.8) 

 
the message can be fully recovered by simply lowpass filtering the complex 
receiver mixer output. Formal flow diagrams for the modulator and demodulator 
in terms of complex signals are presented in Figure 2.10. 
 A realistic implementation of the demodulator shown in Figure 2.10 is shown 
in Figure 2.11. 
  
2.3.5 Complex Signals and Sampling 
 
In periodic sampling (at sample rate fS) the resulting discrete-time signal has a 
periodic spectrum where the original continuous-time spectrum is replicated  

 
 
Figure 2.9 Lowpass-to-bandpass transformation input and output spectra. 
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Figure 2.11 Realistic I/Q demodulator. 

 
 
Figure 2.10 Modulator and demodulator with complex signals. 
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around the integer multiples of the sampling frequency. Interestingly, any of these 
spectral replicas (or “images”) can be considered as the useful part and thus be 
used for further processing. Consequently, sampling (and multirate operations in 
general) can also be used, in addition to mixing techniques, in performing 
frequency translations. 

Let W denote the double-sided bandwidth of a complex-valued baseband 
signal (i.e., the spectrum is nonzero only for −Wneg ≤ f ≤ Wpos, W = Wneg + Wpos). To 
avoid aliasing, the sampling frequency fS must be high enough such that the 
spectral images do not overlap; that is, 
 
 S neg pos S neg pos Sf W W f W W f W− ≥ ⇔ ≥ + ⇔ ≥  (2.9) 

 
This is the classic Nyquist sampling theorem.  

Naturally, since the signal to be sampled is complex-valued, there exist two 
real-valued sample streams (I and Q) both at rate fs. If the signal to be sampled 
consists of multiple frequency channels, sampling rates below fs = W are possible 
if only some of the channels are of interest. The sampling frequency should simply 
be selected in such a manner that aliasing is avoided on top of those interesting 
frequency bands. 

Example spectra that both have the same lower limit fS << W for the sampling 
frequency are depicted in Figure 2.12. 
 
2.3.6 Summary 
 
It does not matter whether the signal is real or complex or whether it is located 
“symmetrically” with respect to the origin. The minimum sampling rate is always  
fS = W. So, in general, we can conclude that the traditional statement “the signal 
should be sampled at least at a rate two times its highest frequency component” is 
inaccurate. What really matters is the double-sided bandwidth. A good example is 
the sampling of a real-valued lowpass signal, say x(t), with spectral support           

 
 
Figure 2.12 Spectra resulting from sampling. 
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–W…W. When sampled directly, the minimum sampling rate is fS = 2W. As an 
alternative, we can form an analytic signal x(t) + jxHT(t), where xHT(t) denotes the 
Hilbert transform of x(t), for which the minimum sampling rate is only fS = W 
(even though the highest frequency component present in both signals is W). 
 
 

2.4 System Definition 
 
Dynamical systems can be characterized in a number of ways.  They can be 
modeled with partial and ordinary differential equations, they can be represented 
with transfer functions, or if they are time variant, they can be analyzed with 
stochastic differential equations (SDE) [1], as three possibilities. In this section we 
will focus on the second of these [2, 3]. 

 
Definition 2.1: System. A system is defined by a mapping 

 
( ) [ ( )]y t x t=  

 
from the input x(t) into the output y(t).  
 
Definition 2.2: Linear System. A system   is linear if 
 

1 2 1 2( ) ( ) ( )ax bx a x b x+ = +    

 
Definition 2.3: Time-Invariant System. A system is time-
invariant if [ ( )] ( )( ).x t x t+ τ = + τ   A system is time-invariant 

when h(t, u) = h(t – u). 
  
Definition 2.4: Impulse Response. The impulse response of a 
linear system is given by 

 
( , ) [ ( )].h t u t u= δ −  

 
For an arbitrary input x(t), the system output is given by 

 

 ( ) [ ( )] ( ) ( , )y t x t x z h t z dz
∞

−∞

= =   (2.10) 

 
If the input to a linear, time-invariant (LTI) system is a complex exponential at 
frequency f, given by ( ) exp( 2 ),x t j ft= π then the output is 
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 ( ) [ ( )] ( )exp( 2 )y t H x t H f j ft= = π  (2.11) 

 
where ( )H f is the Fourier transform of the impulse response h(t) 

 

 ( ) ( ) exp[ 2 ( )]H f h t z j f t z dz
∞

−∞

= − − π −  (2.12) 

  
and is called the system transfer function. For an arbitrary input with Fourier 
transform ( ) { ( )},X f x t=  the output is 

 

 ( ) [ ( )] ( ) ( ) exp( 2 )y t H x t H f X f j ft df
∞

−∞

= = π  (2.13) 

 
with the Fourier transform 
 
 ( ) { [ ( )]} ( ) ( )Y f x t H f X f= =   (2.14) 

 
The system transfer function H(t, f ) for a linear time-variant (LTV) system is 

given by 
 

 ( , ) ( , ) exp[ 2 ( )]H t f h t z j f t z dz
∞

−∞

= − π −  (2.15) 

 
Note that H(t, f) in (2.15) is a function of both f and t. If the input to an LTV 
system  is x(t) = exp(j2πft), then the output is 
 
 ( ) [ ( )] ( , ) exp( 2 )y t x t H t f j ft= = π  (2.16) 

 
 which is a generalization of (2.12) to LTV systems. For an arbitrary input with 

( ) { ( )},X f x t=  the output is 

 

 ( ) ( )( ) ( , ) ( ) exp( 2 )y t H x t H t f X j t df
∞

−∞

= = ω π  (2.17) 

 
A linear system is linear periodically time-variant (LPTV) if the impulse 

response is periodic in t 
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 ( , ) ( , )h t t h t T t T+ τ = + + τ +  (2.18) 

 
with Fourier series for the impulse response and the transfer function given by 
 

                                c( , ) ( ) exp( 2 )n
n

h t t h j nf t
∞

=−∞

+ τ = τ π  (2.19) 

 c c( , ) ( ) exp( 2 )n
n

H t f H f nf j nf t
∞

=−∞

= + π  (2.20) 

 
where ( ) { ( )}n nH f h z=  are the harmonic transfer functions. If the input to an 

LPTV system is x(t) = exp (j2πft), then the output is 
 

             c c( ) [ ( )] ( )exp[ 2 ( ) ]n
n

y t H x t H f nf j f nf t
∞

=−∞

= = + π +           (2.21) 

 
The Fourier transform of the output of an LPTV system is 
 

 ( ) ( ) ( ),n cn
Y f H f X f nf

∞

=−∞
= +  

 
where X(f ) is the Fourier transform of the input. 

If a single complex exponential at frequency f is input to an LTI system, the 
output is also a single complex exponential at frequency f with a scaled amplitude 
and a phase offset, where the scaling and offset are determined by the transfer 
function H(f). For an LTV system, the output for a single complex exponential 
input, in general, contains a continuum of frequencies. For LPTV systems, from 
(2.21) the output corresponding to a single complex exponential at frequency f is a 
summation of complex exponentials at frequencies f + nfc, where fc is the 
fundamental frequency. An LPTV system can be used to model a mixer as a 
single-input (RF) single-output (IF) system considering the LO as part of the 
mixer itself. Such a model captures frequency translation, which is the basic 
functionality of a mixer. On the other hand, an LPTV model cannot capture 
nonlinearities of the signal path. The system transfer function concept can be 
generalized to nonlinear time-invariant or (periodically) time-varying systems to 
capture signal path nonlinearities. For a nonlinear periodically time-varying 
system, the output corresponding to a single complex exponential at frequency f is 
a summation of complex exponentials at frequencies c ,kf nf+  

1, , , , , ,k n= ∞ = −∞ ∞   where fc is the fundamental frequency. 
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2.5 Modulations  
 
A carrier can be modulated in three basic ways: (1) by varying its amplitude, 
known as amplitude modulation (AM); (2) by varying its frequency, known as 
frequency modulation (FM); and (3) by varying its phase, known as phase 
modulation (PM). More sophisticated methods combine two or more of these 
variations to improve spectral efficiency. These basic modulation forms are still 
used today with both analog and digital signals [4]. 
 
2.5.1 Analog Modulations 
 
In analog modulations the basic principle is to superimpose the message signal in 
analog form onto a carrier that is a sinusoid of the form  
 
 ccos(2 )A f tπ + φ  

 
2.5.1.1 Amplitude Modulation 
 
In AM, the carrier signal  
 
 c( ) cos 2A t f tπ  

 
has its amplitude A(t) modulated in proportion to the message-bearing signal m(t) 
to give 
 
 c[1 ( )]cos 2A m t f t+ π  

 
The magnitude of m(t) is chosen to be less than or equal to 1, from reasons having 
to do with demodulation; that is, recovery of the signal m(t) from the received 
signal. The modulation index is then defined to be  
 
 AM max ( )

t
m tβ =  

 
Figures 2.13 and 2.14 are depictions of what the modulated signal looks like for  
 
 AM m( ) sin 2m t f t= β π  

 
for βAM = 0.2 and 0.4, respectively. 

The frequency of the modulating signal, fm, is chosen to be much smaller than 
that of the carrier signal, fc. If the modulation index were larger than one,   
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Figure 2.14 Amplitude modulation waveform when A = 2 and βAM = 0.4. 

 
 
Figure 2.13 Amplitude modulation waveform when A = 2 and βAM = 0.2. 
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overmodulation ensues and the signal gets distorted. Accurate demodulation is 
then not possible.  

Note that the AM signal is of the form  
 

 
AM m c

AM
c c m c m

(1 sin 2 ) cos 2

cos 2 [cos 2 ( ) cos 2 ( ) ]
2

A f t f t

A
A f t f f t f f t

+ β π π
β

= π + π + + π −
 

 
which has frequency components at frequencies  
 
 c c m c m, ,f f f f f+ −  

 
The version of AM that we described is called AM double sideband or AM 

DSB, since we send the modulating signal at both  
 

 c mf f−  

 
and at 
 
 c mf f+  

 
Note that the same signal is sent at these two frequencies, thus wasting spectrum. 
It is more efficient to transmit only one of the sidebands, which is called AM 
single sideband (AM SSB). This can be further refined to be AM upper sideband 
(AM USB) and AM lower sideband (AM LSB).  
 The spectrum of AM DSB is given by 
 

 AM c c c c

1
( ) [ ( ) ( )] [ ( ) ( )]

2
X t M f f M f f A f f f f↔ + + − + π δ + + δ −  (2.22) 

 
which is illustrated in Figure 2.15. Both of the sidebands are apparent in this 
figure. The second term on the rhs of (2.22) are the carrier components shown in 
Figure 2.15. When these terms are suppressed, the resulting modulation method is 
referred to as AM DSB suppressed carrier (AM DSB SC). 
 
2.5.1.2 Angle Modulations 
 
The two forms of angle modulations are phase modulation and frequency 
modulation. In FM the instantaneous frequency of the carrier is modulated to 
impress the modulating signal m(t) onto the carrier. Thus the signal that is 
transmitted is of the form  
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 c

0

( ) cos[2 2 ( ) ]
t

x t A f t f m t dt= π + πΔ   

 
Here the signal m(t) is assumed to be normalized so that the maximum of the 
integral is 1 and fΔ is called the frequency deviation of the modulation scheme. 

 To understand the concept of frequency variation, it is necessary to define the 
instantaneous frequency. We define a generalized sinusoidal signal 
 
 ( ) cos ( )x t A t= θ  (2.23) 

 
Here θ is the angle of the sinusoidal signal and is a function of t. For an ordinary 
fixed frequency signal, 
 
 c 0( ) cos(2 )x t A f t= π + θ  (2.24) 

 
Hence 
 
 c 0( ) 2t f tθ = π + θ  

 
and 
 

 c

1

2

d
f

dt

θ=
π

 (2.25) 

 
The frequency fc here is a constant, proportional to the derivative of the angle 

( ).tθ In general, this derivative may not be a constant. We now define /d dtθ as 

the instantaneous frequency fi, which may vary with time. Thus 
 

 
 
Figure 2.15 Spectrum of AM DSB. M(f ) is represented by the non-zero bandwidth spectrum at fc – fm

and fc + fm. 
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 i

1

2

d
f

dt

θ=
π

 

    i2 f dtθ = π  (2.26) 

 
It is now easy to appreciate the possibility of transmission of information in x(t) by 
varying the angle θ of a carrier. 

If the angle ( )tθ is varied linearly with m(t), then 

 
 c 0 PM( ) 2 ( )t f t k m tθ = π + θ +  (2.27) 

 
where kPM is a constant, and the resulting form is PM. Thus a signal 

c 0 PMcos[2 ( )]A f t k m tπ + θ +  represents a phase-modulated carrier. Note that the 

instantaneous frequency fi for a phase-modulated carrier is given by 
 

 i c PM

1 ( )

2

d dm t
f f k

dt dt

θ= = +
π

 (2.28) 

 
 Hence, in PM the instantaneous frequency varies linearly with the derivative 
of the modulating signal. FM ensues, however, when we vary the instantaneous 
frequency directly with the modulating signal. Thus for a frequency-modulated 
carrier, the instantaneous frequency fi is given by 
 

 i c FM

1
( )

2
f f k m t= +

π
 (2.29) 

 
and 
 

 i( ) 2t f dtθ = π  

                                c FM 02 ( )f t k m t dt= π + + θ  (2.30) 

 
and the signal 
 

c 0 FMcos[2 ( ) ]A f t k m t dtπ + θ +   

 
represents a frequency-modulated carrier. 
 We can see that although PM and FM are different forms of angle modulation, 
they are similar in many respects. In PM, the angle is varied linearly with the 
modulating signal, whereas in FM the angle varies linearly with the integral of the 
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modulating signal. Indeed, if we integrate the modulating signal m(t) first and then 
allow it to phase-modulate the carrier, we obtain a frequency-modulated wave. 
Similarly, if we differentiate m(t) first and use it to frequency-modulate a carrier, 
the result is a phase-modulated wave. Note that for (strictly) angle modulation the 
amplitude is always constant. 
 If the PM and FM signals are denoted by PM ( )x t and FM ( ),x t respectively, 

then 
 

 ( )
PM c PM

FM c FM

( ) cos[2 ( )]

( ) cos 2 ( )

x t A f t k m t

x t A f t k m t dt

= π +

= π + 
 (2.31) 

 
where m(t) is the message signal. In (2.31) the initial phase 0θ is assumed to be 

zero without loss of generality. 
 We express the sinusoidal signal, (2.23), by its exponential counterpart: 
 
 ( )cos ( ) ~ j tA t Ae θθ  

 
where it is understood that we always imply the real part of the exponential signals 
thus represented. 
 
 ( )cos ( ) Re{ }j tA t Ae θθ =  

 
We use the notation ( )x t for the exponential representation of x(t). Thus if 

 
 ( ) cos ( )x t A t= θ  

 
then 
 
 ( )( ) j tx t Ae θ=  

 
and since 
 
 ( ) [cos ( ) sin ( )]x t A t j t= θ + θ  

 
then 
 
 ( ) Re{ ( )}x t x t=   

 
With this notation, the PM and FM carriers in (2.31) can be expressed as 
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c PM

c FM

[2 ( )]
PM

[2 ( ) ]

FM

( )

( )

j f t k m t

j f t k m t dt

x t Ae

x t Ae

π +

π +

=

=




 (2.32) 

 
For convenience let 
 

 ( ) ( )g t m t dt=   

 
This gives 
 

 c FM[2 ( )]
FM ( ) j f t k g tx t Ae π +=  (2.33) 

 
Narrowband FM 
 
The general expression for the FM carrier is given by (2.33). The instantaneous 
frequency fi is given by 
 

 i c FM FM

1 1 1
( )

2 2 2c

d dg
f f k f k m t

dt dt

θ= = + = +
π π π

 

 
which is obviously proportional to the message signal m(t). The term kFM(t)/2π 
represents the deviation of the carrier frequency from its quiescent value fc. The 
constant kFM therefore controls the deviation of the carrier frequency. For small 
values of kFM the frequency deviation is small, and the spectrum of the FM signal 
occupies a narrow band. If kFM is large the bandwidth is correspondingly larger.  

Let us first consider the narrowband case. If kFM is small so that FM ( ) 1k g t <<
for all t, then 
 
 FM ( )

FM1 ( )jk g te jk g t≈ +  

 
and 
 

 c2
FM FM( ) [1 ( )] j f tx t A jk g t e π≈ +  

 
and 

 
 FM FM c FM c

carrier sideband

( ) Re{ ( )} cos 2 ( )sin 2x t x t A f t Ak g t f t= = π − π    (2.34) 
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We observe that the AM carrier can be expressed as  
 

 AM c c

carrier sideband

( ) cos 2 ( )cos 2x t A f t m t f t= π + π   (2.35) 

 
where the narrowband FM carrier is given by (2.34). Similarly, the narrowband 
PM carrier is given by 
 
 PM c PM c( ) cos 2 ( ) sin 2x t A f t Ak m t f t= π − π  (2.36) 

 
Each signal has a carrier term and the sidebands that are centered at c .f±  If 

 
 ( ) ( )x t X f↔  

 
and 

 
 ( ) ( )g t G f↔  

 
then since 
 

 ( ) ( )g t m t dt=   

 
it follows from the time integration property of Fourier transforms given by 
 

 
1

( ) ( )
2

t

f u du F f
j f−∞

↔
π  

 
that 
 

 
1

( ) ( )
2

g t M f
j f

↔
π

 (2.37) 

 
Hence 
 

 
1

( ) ( )
2

G f M f
j f

=
π

 (2.38) 

 
and we can see that if M(f ) is bandlimited to fm, then G(f ) is also bandlimited to 
fm. 
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The frequency spectrum of xFM(t) of the FM carrier in (2.34) can be found by 
using the frequency shift property of the Fourier transform given by 
 

 0 0 0( )sin 2 [ ( ) ( )]
2

j
f t f t F f f F f fπ ↔ + − −  

 
Thus if 
 
 FM FM( ) ( )x t X f↔  

 
then 
 

 FM
FM c c c c( ) [ ( ) ( )] [ ( ) ( )]

2

j Ak
X f A f f f f G f f G f f

π
= π δ − + δ + + − − +  (2.39) 

 
 Comparison of the spectrum of FM (2.39) with that of AM in (2.22) shown in 
Figures 2.13 and 2.14 brings out clearly the similarities and differences between 
the two types of modulations. In both types there is a carrier term and sideband 
component centered at c .f± The sideband spectrum for FM, however, has a phase 

shift of / 2π with respect to the carrier, whereas that of AM is in phase with the 
carrier. The spectrum ( ) (1 / 2 ) ( )F f j f M f= π and hence if M(f ) is bandlimited to 

fm, G(f ) is also bandlimited to fm. Thus, a narrowband FM (and narrowband PM) 
signal occupies the same bandwidth (2fm) as that occupied by an AM signal. 
  
Wideband FM 
 
If the deviations in the carrier frequency are made large enough; that is, if the 
constant kFM is chosen large enough so that the condition FM ( ) 1k g t <<  is not 

satisfied the characteristics of FM signals presented in the last section do not apply 
and becomes very involved for a general modulating signal m(t). Derivation of a 
precise expression for the bandwidth of a wideband FM carrier for a general 
modulating signal m(t) is not possible because FM is a nonlinear modulation. 
 Suppose the modulating signal is a sinusoid 
 
 m( ) cos 2m t a f t= π  
 
The modulated signal is illustrated in Figure 2.16. We assume that the signal m(t) 
is switched on at t = 0 and hence 
 

 m

0

( ) ( ) cos 2g t m t dt a f tdt= = π   
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 m
m

sin 2
2

a
f t

f
= π

π
 (2.40) 

 
Since the instantaneous frequency fi is given by (2.29) 
 

 i c FM m c FM m

1 1
( ) cos 2

2 2
f f k f t f ak f t= + = + π

π π
 (2.41) 

 
it is evident from (2.41) that the maximum deviation of the carrier frequency is 

FM / 2ak π Hz and 

 

 c[2 ( / )sin 2 ]
FM ( ) m mj f f f f tx t Ae π + Δ π=  

 
The quantity m/f fΔ is the ratio of the maximum deviation of the carrier frequency 

to the modulating signal frequency fm and is called the modulation index and 
denoted βFM. Thus 
 

 FM
FM

m2m

akf

f f

Δβ =
π

  (2.42) 

 
and 
 

 c FM m(2 sin 2 )
FM ( ) j f f tx t Ae π +β π=  

            FM csin 2 2mj f t j f tAe eβ π π=  (2.43) 

 
The first exponential in (2.43) is obviously a periodic function of period m1 / f and 

can be expanded with a Fourier series as 
 

 
 
Figure 2.16 FM modulated carrier, where m(t) is the modulating signal and x(t) is the modulated 
carrier time waveform. 



Electronic Warfare Receivers and Receiving Systems 52 

 FM m msin 2 2j f t jn f t
n

n

e c e
∞

β π π

=−∞

=   

 
where 
 

 
m

FM m m

m

1/ 2
sin 2 2

m

1/2

f
j f t jn f t

n

f

c f e e dtβ π − π

−

=   

 
Letting m2 ,f t yπ = we get 

 

 ( sin

m )fj m y ny

nc f e dy
π

−

−π

=   (2.44) 

 
The integral on the right in (2.44) cannot be evaluated in closed form and must be 
numerically integrated. 

This integral is denoted by f( )nJ m  and has been extensively tabulated. It is 

called the Bessel function of the first kind and nth order [5]. These functions are 
plotted in Figure 2.17. Thus 
 

 FM m msin 2 2
FM( )j f t jn f t

n
n

e J e
∞

β π π

=−∞

= β  (2.45) 

 
We can show that 
 

 FM FM

FM FM

( ) ( ),  even

( ) ( ),  odd
n n

n n

J J n

J J n
−

−

β = β
β = − β

 (2.46) 

 
Substituting (2.45) into (2.43), we get 
 

 c m2 2
FM FM( ) ( )j f t jn f t

n
n

x t Ae J e
∞

π π

=−∞

= β  

 
and 
 

 FM FM c m( ) ( )cos(2 2 )n
n

x t A J f n f
∞

=−∞

= β π + π  (2.47) 

 
Using (2.46), we can express (2.47) as 
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FM 0 FM c 1 FM c m c m

2 FM c m c m

3 FM c m c m

( ) { ( )cos 2 ( )[cos 2 ( ) cos 2 ( ) ]

( )[cos 2 ( 2 ) cos 2 ( 2 ) ]

( )[cos 2 ( 3 ) cos 2 ( 3 ) ]

}

x t A J f t J f f t f f t

J f f t f f t

J f f t f f t

= β π + β π + − π −
+ β π + + π −
+ β π + + π −
+

 (2.48) 

 
 We can see from (2.48) that the modulating signal m(t) of frequency fm gives 
rise to energy at sideband frequencies c m c m c m( ), ( 2 ), ( 3 ), ,f f f f f f± ± ±  as 

shown in Figure 2.17(b). The general FM carrier therefore contains components of 
infinite frequencies and has an infinite bandwidth. In practice, however, the 
amplitudes of the spectral components of higher frequencies become negligible, 
yielding a finite bandwidth for almost all of the energy, which is obvious from 
Figure 2.17(a). For FMβ  << 1, only J0( FMβ ) and J1( FMβ ) have any significant 

magnitudes. All of the higher functions, J2( FMβ ), J3( FMβ ), …, are negligible in 

this case, and only the carrier and the first-order sidebands are of significance. 
This is, of course, the narrowband FM discussed in the previous section. 
 For FM 2,β = the functions 5 FM( ),J β 6 FM( ),J β …, have negligible amplitudes. 

Hence the significant spectral components of an FM carrier for FMβ = 2 are fc, 

c m c m c m, 2 , 3 ,f f f f f f± ± ± and c m4 .f f± In this case, the bandwidth of the 

significant sidebands is 8fm. As FMβ is increased further, higher-order sidebands 

become more significant. The significant sidebands can be considered as those that 
have an amplitude of at least 1% of that of the unmodulated carrier; that is, those 

 
 
Figure 2.17 Bessel functions: (a) the functions and (b) the spectrum of a tone FM modulated carrier. 
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for which FM( ) 0.01.nJ β > The number of significant sidebands for different values 

of FMβ  can be found from the plot of the Bessel functions. We can see from 

Figure 2.17(a) that FM( )nJ β diminishes rapidly for n > FM .β  This is particularly 

true for values of FMβ >> 1. Thus, for wideband FM where the number of 

significant sidebands may be considered to be the integer closest to FM ,β  FMβ = n. 

The total bandwidth W of the FM carrier is given by 
 
 m FM m4 4 HzW n f f≈ π ≈ β  

 
but 
 

 f
FM

m m2

akf

f f

Δβ =
π

  

 
Hence 
 
 FM m4 4 HzW f f≈ πβ ≈ πΔ  (2.49) 

 
Actually, it can be shown that m4 ( 2 )W f f= π Δ + is a more accurate expression 

than 4 .fπΔ Hence we have 

 
 m4 ( 2 )W f f≈ π Δ +  (2.50) 

 
This rule gives a fairly good estimate for wideband FM.  

The frequency deviation of the carrier as a function of FMβ is shown in Figure 

2.18. It is evident from this figure that for FMβ >> 1, the bandwidth W is 

approximately twice the frequency deviation of the carrier. 
  
2.5.2 Modern Digital Modulations 
 
2.5.2.1 Introduction 
 
While the preceding sections discussed analog modulations, most modern 
modulation schemes are digital. The only significant analog modulations 
remaining are commercial broadcast radio (AM and FM bands). Even these are 
being replaced with digital formats (e.g., commercial satellite radio). 

The main goal of modulation is to squeeze as much data into the least amount 
of spectrum possible. That objective, known as spectral efficiency, measures how 
quickly data can be transmitted in an assigned bandwidth. The unit of 
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measurement is bits per second per Hertz (bps/Hz). Multiple techniques have 
emerged to achieve and improve spectral efficiency. 

This section provides an introduction to digital modulation methods. A more 
mathematical treatment is contained in [6], which can be consulted by the 
interested reader. 

 
2.5.2.2 Data Rate and Baud Rate 
 
The maximum theoretical data rate, otherwise known as the channel capacity (C) 
in bits/s (bps), is a function of the channel bandwidth (W) channel in Hz and the 
SNR, denoted by γ: 
 
 2log (1 )C W= + γ  (2.51) 

 
This is called the Shannon-Hartley law. The maximum data rate is directly 
proportional to the bandwidth and logarithmically proportional the SNR. Noise 
greatly diminishes the data rate for a given BER. 

Another key factor is the baud rate, or the number of modulation symbols 
transmitted per second. The term symbol in modulation refers to one specific state 
of a sine carrier signal. It can be an amplitude, a frequency, a phase, or some 
combination of them. Basic binary transmission uses one bit per symbol. 

In ASK, a binary 0 is one amplitude and a binary 1 is another amplitude. In 
FSK, a binary 0 is one carrier frequency and a binary 1 is another frequency. 
BPSK uses a 0° shift for a binary 0 and a 180° shift for a binary 1. In each of these 
cases there is one bit per symbol. 

Data rate in bps is calculated as the reciprocal of the bit time (Tb):  
 

 bData Rate 1 / bpsT=  (2.52) 

 
 

Figure 2.18 Normalized FM bandwidth as a function of FM .β  
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With one symbol per bit, the baud rate is the same as the bit rate. However, if we 
transmit more bits per symbol, the baud rate is slower than the bit rate by a factor 
equal to the number of bits per symbol. For example, if 2 bits per symbol are 
transmitted, the baud rate is the bit rate divided by 2. For instance, with QPSK a 
70 Mb/sec data stream is transmitted at a baud rate of 35 Msymbols/sec. 
 
2.5.2.3 Amplitude Shift Keying and Frequency Shift Keying  
 
Figure 2.19 shows a serial digital signal of binary zeros and ones to be transmitted 
and the corresponding AM and FM signals resulting from modulation. There are 
two types of AM signals: on-off keying (OOK) and ASK (the former is actually a 
form of the latter). In Figure 2.19(a), the carrier amplitude is shifted between two 
amplitude levels to produce ASK. In Figure 2.19(b), the binary signal turns the 
carrier off and on to create OOK or ASK where one of the amplitudes is zero. 

AM produces sidebands above and below the carrier offset by the highest 
frequency content of the modulating signal. The bandwidth required is two times 
this highest frequency content including any harmonics for binary pulse 
modulating signals.  

Frequency shift keying (FSK) shifts the carrier between two (or more) 
different frequencies. For BFSK these are called the mark and space frequencies, 
or fm and fs [Figure 2.19(c)]. FM produces multiple sideband frequencies above 
and below the carrier frequency. The bandwidth produced is a function of the 

 
 
Figure 2.19 Three basic digital modulation formats are still very popular with low-data-rate short-
range wireless applications: (a) amplitude shift keying, (b) on-off keying, and (c) frequency shift
keying. These waveforms are coherent as the binary state change occurs at carrier zero crossing

points. 
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highest modulating frequency including harmonics and the modulation index, 
which is given by 
 
 FM bfTβ = Δ  (2.53) 

 
where Δf is the frequency deviation or shift between the mark and space 
frequencies: 
 
 s mf f fΔ = −  

 
and Tb is the bit time interval of the data or the reciprocal of the data rate (1/bps). 

Smaller values of βFM produce fewer sidebands. A popular version of FSK, 
called minimum shift keying (MSK), ensues when βFM = 0.5. Smaller values are 
also used such as βFM = 0.2. 

Binary data consists of sharp transitions between “one” and “zero” states and 
vice versa, potentially creating signals that have sidebands extending out a 
considerable distance from the carrier. This is sometimes called spectral splatter 
and creates problems for most radio communications systems, as any sidebands 
outside the allowed bandwidth cause interference to adjacent channels and any  
communication links that may be using them. 

 
Minimum Shift Keying 
 
MSK is a type of continuous-phase FSK that is used in a number of applications. 
MSK is illustrated in Figure 2.20. MSK modulation is a form of OQPSK in which 
the symbol pulse shape is a half-cycle sinusoid rather than the usual rectangular 
pulse. With its constant-envelope property, the power amplifier may work at 
saturation without significantly distorting the modulated signals. This allows the 
use of higher efficiency power amplifiers in the system transmitters. 

Figure 2.20 shows that when using MSK modulation there are no phase 
discontinuities because the modulating data signal changes the frequency of the 
signal in a continuous fashion precluding them. This arises as a result of the 
unique characteristic of MSK that the frequency difference between the logical 

 
 
Figure 2.20 MSK carrier (b) modulated by the data signal in (a). 
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one and logical zero states is always equal to half the data rate, which is when βFM 
= 0.5.  
 
GMSK 
 
A variant of MSK modulation, known as Gaussian filtered minimum shift keying 
(GMSK) is used for a number of radio communications applications including the 
GSM cellular telecommunications system. In GMSK the data signal is first filtered 
by a Gaussian filter before modulating the carrier. 

The spectral splatter problem can be overcome in part by filtering the signal 
as in GMSK, but the transitions in the data become progressively less sharp as the 
level of filtering is increased and the bandwidth reduced. The advantage of MSK 
is its continuous phase transitions. Here there are no phase discontinuities because 
the frequency changes occur at the carrier zero crossing points. 

The GMSK modulation scheme reduces signal sidelobe power level and 
mainlobe width by filtering the rectangular pulses before modulation using a 
baseband Gaussian-shaped filter. This controlled amount of inter-symbol 
interference (ISI) further reduces the carrier’s phase discontinuities. This approach 
can satisfy an adjacent-channel interference requirement of 60dB or more. (The 
ratio of spurious content in the adjacent channel to that of the desired channel is 
60dB).  

The spectrum of MSK and GMSK (when WT = 0.5) is compared in Figure 
2.21. 

 
ASK and FSK Spectral Efficiency  
 
There are several ways to improve the spectral efficiency for both ASK and FSK. 
The data rates, carrier frequencies, and shift frequencies can be selected so there 
are no discontinuities in the sine carrier when changing from one binary state to  

 

 
 
Figure 2.21 Spectral density of MSK and GMSK signals as a function of the offset from the carrier. 
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 another. These discontinuities produce glitches that increase the harmonic content 
and the bandwidth. 

The stop and start times of the binary data are synchronized with the sine 
carrier so that transitions in amplitude or frequency occur at the zero crossing 
points. This is called continuous phase or coherent modulation. Both coherent 
ASK/OOK and coherent FSK have fewer harmonics and a narrower bandwidth 
than non-coherent signals. 

A second technique is to shape the digital signal with a filter prior to 
modulation. This rounds the signal off, lengthens the rise and fall times, and 
reduces the harmonic content. Special Gaussian and raised cosine lowpass filters 
are used for this purpose. GSM cell phones using GMSK allow a data rate of     
270 kbps in a 200kHz channel. 
 
2.5.2.4 Binary Phase Shift Keying 
 
A very popular digital modulation scheme, binary phase shift keying (BPSK), 
shifts the carrier sine wave 180° for each change in binary state (see Figure 2.22). 
BPSK is coherent as the phase transitions occur at the zero crossing points. The 
proper demodulation of BPSK requires the signal to be compared to a sine carrier 
of the same phase. This requires carrier recovery (particularly the carrier phase) 
and other complex circuitry. 

A simpler version is differential BPSK or DPSK, where the received bit phase 
is compared to the phase of the previous bit. In this sense it is sometimes 
considered a coherent form of modulation. BPSK is very spectrally efficient in that 
we can transmit at a data rate equal to the bandwidth or 1 bit/Hz. 

 
2.5.2.5 Quadrature Phase Shift Keying 
 
A variation of BPSK is quadrature PSK (QPSK). The modulator produces two 
sine carriers 90° apart (see Figure 2.23). The binary data modulates each phase, 
producing four unique sine signals shifted by 45° from one another. The two 

 
 
Figure 2.22 In binary phase shift keying, note how a binary 0 is 0° while a binary 1 is 180°. The phase
changes when the binary state switches so the signal is coherent. 
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phases are added together to produce the final signal. Each unique pair of bits 
generates a carrier with a different phase (Table 2.1). 

Figure 2.24(a) displays QPSK with a phasor diagram where the phasor 
represents the carrier sine amplitude peak and its position indicates the phase. The 
constellation diagram in Figure 2.24(b) shows the same information. QPSK is very 
spectrally efficient since each carrier phase represents two bits of data. The 
spectral efficiency is 2 bits/Hz, meaning twice the data rate can be achieved in the 
same bandwidth as BPSK. 
 
2.5.2.6 Multiple Phase Shift Keying 

 
QPSK produces two bits per symbol, making it very spectrally efficient. QPSK 
can be referred to as 4PSK because there are four amplitude-phase combinations. 
By using smaller phase shifts, more bits can be transmitted per symbol. Some 
popular variations are 8PSK and 16PSK. Such modulations are referred to as 
multiple phase shift keying (MPSK). 8PSK uses eight symbols with constant 
carrier amplitude with 45° shifts between them, enabling three bits (8 = 23) to be 
transmitted for each symbol. 16PSK uses 22.5° shifts of constant amplitude carrier 
signals. This arrangement results in a transmission of 4 bits per symbol (16 = 24). 
This can continue for much higher rates, and orders of 256 (= 28) are not 
uncommon when the noise level allows it. 

Table 2.1 Carrier Phase Shift for Each Pair of Bits Represented 

Bit Pairs Phase (degrees) 
00 45 
01 135 
11 225 
10 315 

 

 
 
Figure 2.23 QPSK modulator. 
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 While MPSK is much more spectrally efficient, the greater the number of 
smaller phase shifts, the more difficult the signal is to demodulate in the presence 
of noise. The principal benefit of MPSK is that the constant carrier amplitude 
means that more efficient nonlinear power amplifiers (PAs) can be used in the 
transmission scheme. 

 
2.5.2.7 Quadrature Amplitude Modulation 
 
The creation of symbols that are some combination of amplitude and phase can 
carry the concept of transmitting more bits per symbol further. This method is 
called quadrature amplitude modulation (QAM). For example, 8QAM uses four 
carrier phases plus two amplitude levels to transmit 3 bits per symbol. Other 
popular variations are 16QAM, 64QAM, and 256QAM, which transmit 4, 6, and 8 
bits per symbol, respectively (see Figure 2.25). 

While QAM is very spectrally efficient, it is more difficult to demodulate in 

 
 
Figure 2.24 Modulation can be represented without time domain waveforms. For example, QPSK can
be represented with a phasor diagram (a) or a constellation diagram (b), both of which indicate phase
and amplitude magnitudes. 

 
 
Figure 2.25 16QAM uses a mix of amplitudes and phases to achieve 4 bits/Hz. In this example, there
are three amplitudes and 12 phase shifts. 



Electronic Warfare Receivers and Receiving Systems 62 

the presence of noise, which in most cases is random amplitude variations. Linear 
power amplification is also required so spectrally efficient nonlinear transmitter 
PAs cannot be used. QAM is very widely used in cable TV, Wi-Fi wireless local-
area networks (LANs), satellites, and cellular telephone systems to produce 
maximum data rate in limited bandwidths. 

 
2.5.2.8 Amplitude Phase Shift Keying 
 
Amplitude phase shift keying (APSK), a variation of both MPSK and QAM, was 
created in response to the need for an improved QAM. Higher levels of QAM such 
as 16QAM and above have many different amplitude levels as well as phase shifts. 
These amplitude levels are more susceptible to noise since the higher the order the 
less distance there is between levels. 

Furthermore, these multiple levels require linear PAs that are less efficient 
than nonlinear (e.g., class C). The fewer the number of amplitude levels or the 
larger the difference between the amplitude levels, the greater the chance to 
operate in the nonlinear region of the PA to boost power level. 

APSK uses fewer amplitude levels than ASK alone. It essentially arranges the 
symbols into two or more concentric rings with a constant phase offset θ. For 
example, 16APSK uses a double-ring PSK format as illustrated in Figure 2.26. 
This is called 4-12 16APSK with four symbols in the center ring and 12 in the 
outer ring. Two close amplitude levels allow the amplifier to operate closer to the 
nonlinear region, improving efficiency as well as power output. APSK is used 
primarily in satellites since it is a good fit with the popular traveling wave tube 
(TWT) PAs. 
 

 
 
Figure 2.26 16APSK uses two amplitude levels, A1 and A2, plus 16 different phase positions with an 
offset of θ. This technique is widely used in satellite communications. 
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2.5.2.9 Orthogonal Frequency Division Multiplexing 
 
Orthogonal frequency division multiplexing (OFDM) combines modulation and 
multiplexing techniques to improve spectral efficiency. A transmission channel is 
divided into many smaller subchannels or subcarriers (see Figure 2.27). The 
subcarrier frequencies and spacings are chosen so they are orthogonal to one 
another. Their spectra will not interfere with one another, then, so no guard bands 
are required. 

The serial digital data to be transmitted is subdivided into parallel slower data 
rate channels. These lower data rate signals are then used to modulate each 
subcarrier. The most common forms of modulation are BPSK, QPSK, and several 
levels of QAM. BPSK, QPSK, 16QAM, and 64QAM are defined with 802.11n. 
Data rates up to about 300 Mbps are possible with 64QAM. Bear in mind, 
however, that the larger the number of states, the more susceptible to noise the 
signals become, so generally higher SNRs are required. 

The complex modulation process is produced by DSP techniques. An inverse 
fast Fourier transform (IFFT) generates the signal to be transmitted. An FFT 
process recovers the signal at the receiver.  

OFDM is very spectrally efficient. That efficiency level depends on the 
number of subcarriers and the type of modulation used on the subcarriers, but it 
can be as high as 30 bps/Hz. Because of the wide bandwidth it usually occupies 
and the large number of subcarriers, it also is less prone to signal loss due to 
fading, multipath reflections, and similar effects common in UHF and microwave 
radio signal propagation. 

OFDM is a very popular form of digital modulation due to its spectral 
efficiency. It is used in Wi-Fi LANs, WiMAX broadband wireless, Long Term 

 
Figure 2.27 In the OFDM signal for the IEEE 802.11n Wi-Fi standard, 56 subcarriers are spaced 312.5
kHz in a 20 MHz channel. Data rates to 300 Mbits/s can be achieved with 64QAM. 
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Evolution (LTE) 4G cellular systems, digital subscriber line (DSL) systems, and 
in most power-line communications (PLC) applications. 

 
2.5.2.10 Determining Spectral Efficiency 
 
Spectral efficiency is a measure of how quickly data can be transmitted in an 
assigned bandwidth, and the unit of measurement is bps/Hz. Each type of 
modulation has a maximum theoretical spectral efficiency measure. Table 2.2 
indicates this spectral efficiency for several techniques. 

SNR is another important factor that influences spectral efficiency. It also can 
be expressed as the carrier-to-noise power ratio (CNR). The measure is the BER 
for a given CNR value. BER is the percentage of errors that occur in a given 
number of bits transmitted. As the noise becomes larger compared to the signal 
level, the SNR and CNR decrease and more errors occur. 

Some modulation methods are more immune to noise than others. Amplitude 
modulation methods like ASK/OOK and QAM are far more susceptible to noise 
so they have a higher BER for a given SNR. This is because most noise affects the 
amplitude of signals as opposed to their frequency or phase (LO phase noise is an 
exception to this). Phase and frequency modulation (BPSK, FSK, etc.) fare better 
in a noisy environment so they require less signal power for a given SNR. Figure 
2.28 compares the BER for several types of common digital modulations. 
  
Out-of-Band Power 
 
Each type of digital modulation produces energy in channels adjacent to and close 
by the designated channel. This energy interferes with whatever communication 
that is transpiring in the adjacent channels. The undesired energy is treated as 

Table 2.2 Spectral Efficiency for Popular Digital Modulation Methods 

 
Type of Modulation Spectral Efficiency (bps/Hz) 

FSK <1 (depends on modulation index) 

GMSK 1.35 

BPSK 1 

QPSK 2 

8PSK 3 

16QAM 4 

64QAM 6 

OFDM 
>10 (depends on the type of 

modulation and the number of subcarriers) 
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noise so it produces interference that lowers the SNR in those channels. The 
amount of this spectral leakage is dependent on the modulation technique; some 
methods produce less than others. 

 The fractional out-of-band power for four popular forms of digital 
modulations are compared in Figure 2.29 [7]. We see that the energy leakage for 
MSK is significantly better than the other forms displayed. Since GMSK leaks 
even less than MSK, as illustrated in Figure 2.21, its corresponding performance 
curve in Figure 2.29 is below that for MSK.  
 

 

 
 
Figure 2.29  Fractional out-of-band power as a function of the normalized bandwidth. (Source: [7], © 
Artech House, 2011. Reprinted with permission.) 

 
 
Figure 2.28 Comparison of several popular modulation methods and their spectral efficiency
expressed in terms of BER versus CNR. Note that for a given BER, a greater CNR is needed for the
higher QAM levels. 
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Other Factors Affecting Spectral Efficiency 
 
While modulation plays a key role in the spectral efficiency, other factors 
influence it as well. For example, the use of forward error correction (FEC) 
techniques can greatly improve the BER. Such coding methods add extra bits so 
errors can be detected and corrected at the receiver. These extra coding bits add 
overhead to the signal, reducing the net bit rate of the data, but that is usually an 
acceptable tradeoff for the single-digit decibel improvement in CNR. Such coding 
gain is common to almost all modern wireless systems. 

Source digital compression (otherwise known as source coding) is another 
technique. The digital data to be sent is subjected to a compression algorithm that 
greatly reduces the amount of redundant information in the source data stream. 
This allows digital signals to be reduced in content so they can be transmitted as 
shorter, slower data streams. 

Spectral efficiency can also be improved by the use of multiple-input 
multiple-output (MIMO) schemes, which is the use of multiple antennas and 
transceivers to transmit two or more bit streams [8]. A single high-rate stream is 
divided into two or more parallel streams and transmitted in the same bandwidth 
simultaneously. By coding the streams and their unique path characteristics, the  
receiver can identify and demodulate each stream and reassemble it into the  
original stream. MIMO, therefore, improves data rate, noise performance, and 
spectral efficiency. Newer wireless LAN (WLAN) standards like 802.11n and 
802.11ac/ad and cellular standards like LTE and WiMAX use MIMO. 

Severe shortages exist in the cellular and land mobile radio (LMR) frequency 
regions, inhibiting the expansion of services such as high data speeds as well as 
the addition of new subscribers. One approach to the problem is to improve the 
efficiency of usage by squeezing more users into the same or less spectrum and 
achieving higher data rates. 

One of the most crowded areas of spectrum is the LMR and private mobile 
radio (PMR) spectrum used by the federal government, state governments, and 
local public safety agencies like fire and police departments. Currently they’re 
assigned spectrum by FCC license in the 150 to 174 MHz VHF spectrum and the 
421- to 512-MHz UHF spectrum (in the United States; other countries may use 
somewhat different spectrum for these functions). 

Historically, most of these radio systems and mobile handsets use FM analog 
modulation that occupies a 25 kHz channel. Recently the FCC has required all 
such radios to change to 12.5 kHz channels. This conversion, known as 
narrowbanding, obviously doubles the number of available channels. It means that 
more radios can be added to the system. This conversion was required to take 
place before January 1, 2012. 

In the future, the FCC is expected to mandate a further change from the 12.5 
kHz channels to 6.25 kHz channels, again doubling capacity without increasing 
the amount of spectrum assigned. The new equipment can use either analog or 
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digital modulation. It is possible to put standard analog FM in a 12.5 kHz channel 
by adjusting the modulation index and using other bandwidth-narrowing 
techniques. However, analog FM in a 6.25 kHz channel is unworkable, so a digital 
technique must be used. 

 
2.5.2.11 Implementing Modulation and Demodulation 
 
In the past, unique circuits implemented the modulation and demodulation 
functions. Most modern radios are software-defined radios (SDR) where functions 
like modulation and demodulation are performed in software. This is manifest in 
cellular phones, for example, in the power required [a digital signal processor 
(DSP), especially a fast DSP, requires significantly more power than its analog 
counterpart]. 

The modulation process begins with the data to be transmitted being fed to a 
DSP device that generates two digital outputs, which are needed to define the 
amplitude and phase information required at the receiver to recover the data. The 
DSP produces two baseband streams that are sent to digital-to-analog converters 
(DACs) that produce the analog equivalents. 

These modulation signals feed the mixers along with the carrier. There is a 
90° shift between the carrier signals to the mixers. The resulting quadrature output 
signals from the mixers are summed to produce the signal to be transmitted. If the 
carrier signal is at the final transmission frequency, the composite signal is then 
amplified and sent to the antenna. This is called direct conversion. Alternately, the 
carrier signal may be at a lower IF. The IF signal is upconverted to the final carrier 
frequency by another mixer before being applied to the transmitter PA. 

At the receiver, the signal from the antenna is amplified and downconverted 
to IF or directly to the original baseband signals. The amplified signal from the 
antenna is applied to mixers along with locally generated carrier signals. Again, 
there is a 90° shift between the carrier signals applied to the mixers. The mixers 
produce the original baseband analog signals, which are then digitized in a pair of 
analog-to-digital converters (ADCs) and sent to the DSP module where 
demodulation algorithms recover the original digital data. 

If the modulation is QPSK or QAM, to faithfully reproduce the amplitude and 
phase information, the PA in the transmitter needs to be a linear amplifier. For 
constant modulus modulations such as FSK and BPSK, a more efficient nonlinear 
PA may be used. 
 
 

2.6 Random Modulation 
 
So far we have considered the case when the signals involved are deterministic. 
When the modulating signal is random, a somewhat different viewpoint is 
required. We will examine some of those cases in this section. We begin with a 
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short discussion of random variables and random processes (also known as 
stochastic processes). Such processes are characterized by their statistical 
properties [9, 10]. 
 
2.6.1 Stationary Processes 
 
Consider an experiment where we flip a fair coin a number of times, recording the 
results at each flip as heads or tails. Such a sequence of results describes a 
(discrete) random sequence or random process and we denote it by x. In this case, 
each instance of a result could be a head (H) or tail (T) so there are two possible 
outcomes at each instant. We can index these instances with a variable; we’ll refer 
to it as t for time. At each t, we have a random variable that we denote by X(t). For 
discrete processes, t = nT when the time between events is a constant T. 
 This example describes a discrete random process. Any given experimental 
outcome is a discrete sequence of heads or tails. The values of the random variable 
are also discrete in this case, but they need not be. Random processes can also be 
continuous and the same concepts apply. In this case, however, t is continuous, not 
discrete, and/or the values can be discrete or continuous. 
 Another example of a (discrete) random process is the rolling of a die. On any 
given roll of the die, there are six possible outcomes X(t) = {1, 2, 3, 4, 5, 6}. 
Again, the particular rolls are defined by a time index, t, and the value at t is 
discrete, selected from the set X(t). 
 An example of a continuous random variable is the value of thermal noise at a 
particular time t. It is well known that the statistics of thermal noise behave 
according to Gaussian processes that are described by a normal curve, an example 
of which is illustrated in Figure 2.30. μxx is the mean value of the thermal noise 
and is usually equal to zero. 
 

Definition 2.5: Mean Value. The mean of the random process 
x(t) is the mean of random variable X(t) at time instant t. 

 
 { ( )} ( )X t t= μXX  (2.54) 

 

 
 
Figure 2.30 Normal curve with mean expressed as nn .μ  
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where { }  denotes expected value. Let pxx(x) denote the pdf of 

X(t) at time instant t. Then 
 

 { ( )} ( )X t xp x dx
∞

−∞

=  xx  (2.55) 

 
Definition 2.6: Autocorrelation Function. The autocorrelation 
function of X(t) is a function of two variables 1t t=  and 

2 ,t t= + τ  and is given by 

 
 ( , ) { ( ) ( )}R t t X t X t+ τ = + τxx   (2.56) 

 
which is a measure of the degree to which two time samples of 
the same random process are related. 

 
Definition 2.7: Wide-Sense Stationary Process. A random 
process x(t) is wide-sense stationary (wss) if 
 
 ( ) { ( )} constantt X tμ = =xx   (2.57) 

 
and 
 
 ( , ) { ( ) ( )} ( )R t t X t X t R+ τ = + τ = τxx xx  (2.58) 

 
In other words, a random process x(t) is wss if its first two statistics, its mean and  
autocorrelation, do not vary with a shift in the time origin. 
 

Example 2.2: Consider the random process X(t) given by 
 
 c( ) cos(2 )X t A f t= π + θ  

 
where θ is uniformly distributed over [0, 2 π]. That is, the pdf of 
θ is given by 
 

 
1

, 0 2
( ) 2

0, otherwise
p

 ≤ θ ≤ πθ = π


θθ  

 
The expected value of X(t) is 
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2

c

0

1
{ ( )} cos(2 )

2

0

X t f t d
π

= π + θ θ
π

=


 

 
while the autocorrelation function is 
 

 

c

2
c c

2

c

( , ) { cos(2 ) cos[2 ( ) ]}

1 1
cos(2 ) cos[2 (2 ) 2 ]

2 2

cos 2
2

cR t t A f t A f t

A f t f t

A
f

+ τ = π + π + τ +

 = π + π + τ + 
 

= π τ

xx θ

θ

θ θ

θ



  

 
Since the mean and autocorrelation of X(t) do not depend on   
time t, then X(t) is a wss process. 

 
Definition 2.8: Strict-Sense Stationary Process. A  strict- 
sense  stationary (sss) process is a stochastic process whose joint 
probability distribution does not change when shifted in time. 
Consequently, parameters such as the mean and variance also do 
not change over time. 
 

2.6.1.1 Properties of the Autocorrelation Function 
 
For the wss process x(t) 
 

•  ( ) ( ) :R Rτ = −τxx xx the autocorrelation process is symmetric in τ about 

zero. 
• ( ) (0)for all τ:R Rτ ≤xx xx  the maximum value of the autocorrelation 

function occurs at the origin. 
• 2(0) { ( )} :xxR X t=  the value of the autocorrelation function at the origin 

is equal to the average power in the signal. 
• The power spectral density (psd) of x(t) is the Fourier transform of its 

autocorrelation. That is 
 

 2( ) { ( )} ( ) j fS f R R e d
∞

− π τ

−∞

= τ = τ τxx xx xx  (2.59) 

 1 2( ) { ( )} ( ) j fR S f S f e df
∞

− π τ

−∞

τ = = xx xx xx  (2.60) 
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Example 2.2 (continued) For the random process in Example 
2.1, we have 
 

 
2

c( ) cos(2 )
2

A
R fτ = π τxx  

 
Hence, the psd of x(t) is the Fourier transform of the 
autocorrelation of X(t) given by 
 

 
2

c c( ) [ ( ) ( )]
4

A
S f f f f f= δ − + δ +xx  

 
This function is shown in Figure 2.31. 

 
Example 2.3 Let 
 
 c( ) ( ) cos(2 )Y t X t f t= π + θ  

 
where X(t) is a wss process with psd Sxx(f ), θ is uniformly 
distributed over [0, 2π], and X(t) is independent of θ and 

ccos(2 ).f tπ + θ  The psd of Y(t) is found as follows. First the 

mean is given by 
 

                                  ( ) { ( )}t Y tμ =yy   

                                            c{ ( )cos(2 )}X t f= π +θ  

 c{ ( )} {cos(2 )}X t f t= π +θ   

 
(because of the independence property). So 
 

 
  
Figure 2.31 Psd of cosine function. 
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( ) ( ) 0

0

t tμ = μ ⋅

=
yy xx  

 
The autocorrelation of Y(t) is 
 

      ( , ) { ( ) ( )}R t t Y t Y t+ τ = + τyy   

 c c{ ( ) cos(2 ) ( ) cos[2 ( ) ]}X t f t X t f t= π + + τ π + τ +θ θ  

          

c

c c

( ) 1
cos(2 )

2

{ ( ) ( )} {cos(2 )cos[2 ( ) ]}

XXR
f

X t X t f t f t
τ

π τ

= + τ π + π + τ +θ θ   

                        c

1
( ) cos(2 ) ( )

2
R f R= τ π τ = τxx yy  

 
Therefore y(t) is wss and 
 

 

c c2 2

c

1
( ) { ( )} { ( )( )}

4
1

[ ( ) ( )]
4

j f j f

c

S f R R e e

S f f S f f

π τ − π τ= τ = τ +

= − + +

yy yy xx

xx xx

 
 

 
2.6.1.2 Properties of the psd 
 

• ( ) 0 :S f ≥xx  the psd is always real valued and never negative. 

• ( ) ( ) :S f S f= −xx xx  the psd is symmetric around f = 0 for X(t) real valued. 

• ( ) ( ) :S f R↔ τxx xx the psd and autocorrelation function are a Fourier 

transform pair. 

• (0) ( ) :P R S f df
∞

−∞

= = xx xx relationship between the average power and the 

psd. 
 
2.6.1.3 Transmission over LTI Systems 
 
The response of LTI system to a random input X(t) is given by (Figure 2.32): 
 
 ( ) ( ) ( )Y t X t h t= ∗  

 ( ) ( )x t h d
∞

−∞

= − τ τ τ  
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Properties of the output: 
 

• If X(t) is wss, so is Y(t). 
• The mean of Y(t) is 

 
 (0)YY XX Hμ = μ  

 
• The autocorrelation of Y(t) is 

 
 ( ) ( ) ( ) ( )R R h hτ = τ ∗ τ ∗ −τyy xx  

 
• The psd of Y(t) is 

 

 
2

( ) ( ) ( )S f S f H f=yy xx  

 
2.6.1.4 Cross-Correlation Function 
 
The cross-correlation function between two random processes x(t) and y(t) is 
defined as 
 
 1 2 1 2( , ) { ( ) ( )} { ( ) ( )}R t t x t y t x t y t= = + τxy    (2.61) 

 
when t1 = t and t2 =  t + τ. If x(t) and y(t) are both wss, then 
 
 1 2( , ) ( )R t t R= τxy xy  (2.62) 

 
Like the autocorrelation function, the cross-correlation function is a measure of the 
similarity of the two processes x(t) and y(t) as a function of their time offset. 
 
2.6.2 Random Modulation 
 
Papoulis reviewed the notions involved with random modulation processes [11]. 
We summarize some of those concepts in this section. 
 

 
 

 
Figure 2.32 Depiction of an LTI system. 
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2.6.2.1 Basic Concepts 
 
We consider the complex process 
  

         c2( ) [ ( ) ( )] j f tt t j t e π= +z a b  

                c c[ ( ) ( )][cos 2 sin 2 ]t j t f t j f t= + π + πa b  

 c c c c( ) cos 2 ( ) cos 2 ( ) sin 2 ( ) sin 2t f t j t f t j t f t t f t= π + π + π − πa b a b  

                ( ) ( )t j t= +x y   (2.63) 

 
where a(t) and b(t) are two real random processes and fc is a constant. From (2.63)
we see that 
 

 c c

c c

( ) ( )cos 2 ( )sin 2

( ) ( ) cos 2 ( )sin 2

t t f t t f t

t t f t t f t

= π − π
= π + π

x a b

y b a
 (2.64) 

 
The polar form of z(t) is 

 

 c c2 [2 ( )]( ) ( ) ( )j f t j f t tt t e t eπ π += = φz w r  (2.65) 

 
where, from (2.63) 
 
 ( )( ) ( ) ( ) ( ) j tt t j t t e= + = φw a b r  (2.66) 

 2 2( ) ( ) ( ) tan ( ) ( ) / ( )t t t t t t= + =r a b φ b a  (2.67) 

 
Therefore, 
 

 c2
c( ) Re{ ( ) } ( )cos[2 ( )]j f tt t e t f t tπ= = π +x w r φ  (2.68) 

 
Thus x(t) is a modulated signal with real envelope r(t), complex envelope w(t), and 
instantaneous frequency1 
 

 i c

1
( ) ( )

2
f t f t′= +

π
φ  (2.69) 

 
 

                                                 
1 ( )t′x denotes differentiation of x(t) with respect to time. 
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2.6.2.2 Frequency Modulation 
 
We can write an FM signal as 
 
 
 c FM 0( ) cos[2 ( ) ] Re{ ( )}t f t t t= π + β + =x φ φ z  (2.70) 

 
where 
 

 
0

( ) ( )
t

t d= α αφ c  (2.71) 

 
In (2.70), FM 0( )tβ +φ φ is the phase, c2 ( )f tπ + λc the instantaneous frequency, and 

βFM the modulation index of x(t). 
 We can show that 
 

                      
FM

c
( )2

zz ( ) { ( ) *( )}
t

t
j dj fR z t z t e e

+τ
β α απ τ  τ = + τ =  

 

c
   

 
FM

c 0
( )2

T
j dj fe e
β α απ τ  =  

 

c
  (2.72) 

 
and that 
 

 xx zz

1
( ) Re{ ( )}

2
R Rτ = τ  (2.73) 

 
so for the determination of the spectral properties of the real bandpass process x(t), 
it suffices to find the mean 
 

 { } FM
0FM

( )( ){ ( )}
t

j dj tt e e
β α αβ  = =  

 

cφw    (2.74) 

 
of the complex lowpass process 
 
 FM ( )( ) j tt e β= φw  

 
w(t) has the property that the mean and autocorrelation are equal 
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 FM
0

( )
( ) { } { ( )}

j c d
R e

τ
β α ατ = = τww w   (2.75) 

 
 We can define phase and frequency modulation as follows: 
 

Definition 2.9: A process x(t) is phase modulated if the statistics 
of ϕ(t) are known. In this case, Rww(τ) is obtained directly and it 
is only necessary to determine its transform. 
 
Definition 2.10: A process x(t) is frequency modulated  if the 
available information is expressed in terms of the instantaneous 
frequency of x(t). The resulting problem is no longer simple 
because there is, in general, no simple relationship between the 
characteristic function of ϕ(t) and the statistics of c(t). As we 
show next, however, the normal case is an exception. 

 
Woodward’s Theorem. Woodward’s theorem [12, 13] expresses the approximate 
power spectrum of x(t) under large modulation index conditions.  
 

Property 2.5: Woodward’s Theorem. If c(t) is a real sss 
process, then the power spectrum of x(t) can be approximated by 
 

 c c
c c

FM FM FM

( )
f f f f

S f p p
    + −π≈ +    β β β     

xx  (2.76) 

 
where c ( )p c is the pdf of c(t). 

 
Thus the pdf of c ( )p c  is translated up and down in frequency by fc when the 

modulation index is sufficiently large.  
Equation (2.76) applies for any FM signal of the form of (2.70) under the 

condition that the modulation index is sufficiently large. (It may be interesting to 
note that commercial FM satisfies the “sufficiently large” criterion while tactical 
analog bandlimited FM voice transmissions do not.) Under these conditions and 
assuming that the characteristic function of c(t) is approximately zero when 

0 ,μ > μ then the relationship between the autocorrelation function and the 

characteristic function of c(t) is as illustrated in Figure 2.33. 
 
Normal Processes 
 
When c(t) is a normal process with zero mean, then ϕ(t) is also normal with  
variance 
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 2

0

2 ( )( ) , 0
t

R t d tσ = α − α α >φφ cc  (2.77) 

Thus we get 
 

 
2 2
FM ( )/2

FM( ) ( ; )R e−β σ ττ = Φ β τ = φφ

ww φφ  (2.78) 

 
In general, the transform of (2.78), Sww(f ), is not available in closed form and can 
only be determined numerically. However, we can get specific results in some 
limiting cases.  

We determine the form of Sww(f ) for wideband (large βFM) signals and 
narrowband (small βFM). The time constant 
 

 2

0

( ) / , (0)R d R
∞

τ = τ τ ρ ρ = = σcc cc cc cc  

 
is an approximation to the duration of Rcc(τ), and its inverse gives a measure of the 
bandwidth of the frequency c(t). 
 Two additional parameters, τ0 and τ1, are defined as (Figure 2.34) 
 

 
1

0

( ) 0 for

( ) for

R

R

τ ≈ τ > τ >> τ

τ ≈ ρ τ < τ << τ
cc cc

cc cc

 (2.79) 

 

 
 
Figure 2.34 Definition of time constants. 

 
 
Figure 2.33 Correlation and characteristic function of stochastic FM. 



Electronic Warfare Receivers and Receiving Systems 78 

Inserting (2.79) into (2.77), we get 
 

 
2 2

0

2
1

,

2 ,

t

t t

ϕϕ

ϕϕ

σ ≈ ρ τ < τ

σ ≈ ρ τ > τcc

 (2.80) 

 
 which yield 
 

 

2 2
FM

2
FM

/ 2
0

1

( ) , 0

( ) ,

R e

R e

−ρβ τ

−ρβ τ τ

τ ≈ < τ < τ

τ ≈ τ > τcc

ww

ww

 (2.81) 

 
 The behavior of Sww(f ) for large (small) f is determined by the behavior of 
Rww(τ) for small (large) τ. Since (see Figure 2.35)  
 

    

2

2 2 2
FM FM/2 2

FM

1 2
e e

ω−
−ρβ τ ρβπ↔

β ρ
 (2.82) 

 
2
FM

2
FM

2 2 2 4
FM

2
e−ρβ τ τ ρτ β

↔
ω + ρ τ β

cc cc

cc

 (2.83) 

 
From (2.82) and (2.83) we can see that Sww(f ) is normal near the origin and 
approaches a first-order rational curve as .f → ∞  

 
Wideband FM. If βFM is sufficiently large, from (2.78) 
 
 0( ) 0 forR τ ≈ τ > τww  

 

 
 
Figure 2.35 Asymptotic forms of the correlation function and its psd. 
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and if 2 2
FM 0 1,ρβ τ >> the first approximation in (2.81) applies. Hence, Sww(f ) is 

approximated by the normal curve in (2.82) and its bandwidth is on the order of 

FMβ ρ (Figure 2.36). 

 We note that in this case 
 

 
FM FM

2 2
( )

f
S f p

 π π≈  β β 
ww c  

 
because c(t) is a normal random variable with zero mean, variance ρ, and pdf 
 

 
2 /21

( )
2

cp c e− ρ=
πρc  

 
Narrowband FM. If βFM is sufficiently small, then, from (2.78) 
 
 ( ) (0) 1R Rτ ≈ =ww ww  

 
From this it follows that, if 

FM

2
1 1,ρβ τ τ <<cc then the second approximation in (2.81) 

applies. Hence, Sww(ω) is approximated by the rational spectrum in (2.83) and its 
bandwidth is on the order of 2

FM .ρτ βcc  

 
2.6.2.3 Frequency Shift Keying 
 
Suppose now that the instantaneous frequency c(t) is given by 
 
 ( ) ( )t t= −c b θ  

 
where 

 
 
Figure 2.36 Normal spectra for narrowband FM and wideband FM. 
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 ( ) ( )n
n

t h t nT
∞

=−∞

= −b q  (2.84) 

 
h(t) is an arbitrary function, and qn is a stationary discrete-time process with 
autocorrelation 
 
 { , }m n m nR += q q  

 
We assume the random variables qn are independent and we denote their 
characteristic function by ( ) :uΦ  

 

 ( ) { }njuu eΦ = q  (2.85) 

 
 As we see from (2.75), to determine the spectrum of the process x(t), it 
suffices to find the mean 
 

 
0

1
{ ( )} { { ( ) }} { ( ) }

T

t t t d
T

= = θw w θ w θ     (2.86) 

 
of w(t). 

In the following we consider some special cases. For convenience we write 
the variable τ in the form 
 
 0 00 : integermT T mτ = + τ ≤ τ <  

 

 
 
Figure 2.37 Continuous phase FSK. 
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and we assume that τ > 0. 
 
Continuous-Phase FSK. Suppose that h(t) is a rectangular pulse of duration T as in 
Figure 2.37. In this case 
 
 ( ) for ( 1)nt n T t nT= − < <b q  

 
hence, the phase 
 

 
0 0

( ) ( ) ( )
t t

t d d= α α = α − α φ c b θ  

 
is continuous and consists of line segments with slope qn. Furthermore, if τ > T, 
then 
 

 
0 0 1 0

1

1

0 0 0
1
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m
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k

m

m k
k

T

T T

+
=

−

=
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q q q

φ

q q q

 

 
and if 0 T≤ τ ≤  
 

 0 1

0

( ) ,
( )

,

θ + τ − θ θ < τ
τ = τ θ > τ

q q
φ

q
 

 
Thus we have: 

 
If τ > T, then 
 

 0 0

1
0 0

( ) ( ) ( ),
{ ( )}

( ) ( ) ( ),

m

m

T

T T−

Φ θ Φ Φ τ − θ θ < ττ θ = 
Φ θ Φ Φ + τ − θ θ > τ

w  

 
where ( )Φ θ is given by (2.85).  

 
if 0 ,T≤ τ < then 
 

 
( ) ( ),

{ ( )}
( ),

Φ θ Φ τ − θ θ < ττ θ = Φ τ θ > τ
w  
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 Inserting these results into (2.86), we obtain 
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1
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1
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τ
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τ = + Φ τ Φ θ Φ − τ − θ θ τ >

 − τ Φ θ Φ τ − θ θ + Φ τ τ <








w  

 
Discontinuous-Phase FSK. If ϕ(t) consists again of line segments but is 
discontinuous at the points t nT= + θ with jumps equal to Tqn, then c(t) contains 
impulses at these points. As we see from Figure 2.38 
 

 0 0 1 0

0 0 0

( ) ( ) ,
( )

( ) ( ) ,
m

m

T

T T
+− − θ + τ − θ θ < τ
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q q
φ

q q
 

 
Hence, as in the previous case, 
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Figure 2.38 Discontinuous phase FSK. 
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This model would apply, for example, with modern SFH BFSK communication 
systems. 
 
Differential Phase-Shift Keying. Suppose that ϕ(t) is a staircase function (DPSK) 
as in Figure 2.39, where 
 

 

0
0

0

1

1 0
0

,

( ) 0,

,

m

k m
k

m

k m
k

T

T
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q φ

φ

q φ

 

 
Hence [see Figure 2.40(a)] 
 

1 0{ ( )} ( ) ( ) 1m mT T
T

+ τ τ = Φ + Φ − 
 

w  

 
Phase-Shift Keying. In the above, qn is a sequence of independent random 
variables, but the random variables ϕn are not independent. If the sequence ϕn is 
specified directly and consists of independent random variables with characteristic 
function 
 

( ) { }njuu e= φΦ   
 
then 
 

 ( ) 1,
{ }

(1),
je τ τ < θ

θ =  τ > θ
φ

Φ
  

 
 
Figure 2.39 DPSK. 
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Hence 
 

 
(1) 1 ,

{ ( )}

(1),

T
T T

T

 τ τ + − τ <  τ =  
 τ >

Φ
w

Φ

  

 
as in Figure 2.40(b). 
 
2.6.3 Summary 
 
In this section we have provided some basic characteristics of random 
modulations. Their features are fundamentally different from deterministic 
modulating signals, and calculation of their properties follows different paths from 
their deterministic counterparts. We showed some of the features of specific 
random modulation types. 
 
 

2.7 Access Methods 
 
Access refers to the method whereby a communication system utilizes the 
communication media, in the sense of sharing the media with other systems. We 
cover the basic forms of access in this section. 

A single-duplex system allows transmission and reception in one direction at 
a time. A full-duplex system allows simultaneous transmission and reception in 
both directions. In wireless systems, multiple-access techniques allow parallel 
transmissions in both directions. 

Multiple-access methods are based on one or more of four domains: 
 
• Spatial 

 

 
 
Figure 2.40 (a) Correlation of DPSK and (b) correlation of PSK. 
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• Frequency 
• Time 
• Code 

 
In time division multiple access, different signals are multiplexed in non-
overlapping time slots and are differentiated by their time slots at the receiver. 
This is known as time division multiple access (TDMA).  Signals can also occupy 
separate frequency bands and transmit at the same time; that is, frequency division 
multiple access (FDMA). Antenna arrays can focus beams in one direction over 
others; that is known as spatial division multiple access (SDMA). Finally, in the 
code domain, signals can have little cross-correlation even though they might be 
transmitted at the same time and within the same frequency channel. Correlators 
are used to separate the uniquely coded signals. The access scheme is known as 
code division multiple access (CDMA). 
 
2.7.1 TDMA 
 
In TDMA the available radio spectrum is divided into time slots. Users can either 
transmit or receive in the time slots allocated to them. Time slots for N number of 
users are collected into a periodic frame, with N time slots per frame. Because 
TDMA data is transmitted in bursts, transmissions for a given user are not 
continuous. Temporal synchronization between a TDMA transmitter and receiver 
using time gating permits reception of a specific user’s time-slot data, essentially 
turning the receiver on and off at the appropriate times. Figure 2.41 shows an 
example three-user TDMA system. The composite signal indicates that the 
channel is in use for the complete length of time (with short time guard bands 
between transmissions). 

TDMA is often combined with time division duplex (TDD) or frequency 
division duplex (FDD). With TDD, a portion (half?) of the frame’s time slots is 
used for transmission and the remaining portion (half?) is used for reception. With 

 
 
Figure 2.41 User time slots for TDMA and the resulting composite time waveform. 
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FDD, different carrier frequencies are used for TDMA transmission and reception, 
even though similar time slots may be used for both functions. 

TDMA systems using FDD usually add several time slots of delay to separate 
a particular user’s transmission and reception time slots and to synchronize 
transmitters and receivers. The guard time between transmissions can be designed 
as small as the system’s synchronization permits. (Guard times of 30 to 50 msec 
between time slots are common in practical TDMA systems.) All units must be 
synchronized to a common reference to within a fraction of the guard time. 

 Narrowband TDMA is used in the Global System for Mobile 
Communications (GSM). The IS-136 TDMA standard employs 30 kHz FDMA 
channels subdivided into three time slots (six time slots for ½ rate) with one time 
slot required for each call made. 

Efficiency in a TDMA system is measured by the percentage of transmitted 
data containing information versus overhead. The frame efficiency is the 
percentage of bits per frame that contain transmitted data. The transmitted data 
may contain source and channel coding bits, so that the end-user efficiency of the 
system is usually less than the frame efficiency. 
 
2.7.2 FDMA 

 
FDMA systems divide the frequency spectrum into narrow bandwidth channels 
where each user is assigned a specific frequency or frequencies for transmission 
and reception. The receiver demodulates information from the desired channel and 
rejects other signals nearby, usually by employing appropriate filters. Figure 2.42 
shows three users of an allocated frequency band where the receiver for User 2 is 
shown. The channel, f2, is demodulated while rejecting channels f1 and f3 with a 
filter. 
 
2.7.3 CDMA 
 
CDMA systems employ DSSS, which uses orthogonal or uncorrelated 
pseudorandom-noise (PN) codes to differentiate signals that overlap in both 
frequency and time; FHSS, in which signals are randomly hopped with PN codes 

 

 
 
Figure 2.42 Frequency channels for FDMA. 
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about different portions of an available spectrum; or THSS, in which the time of 
transmitting a bit of information is randomly changed according to the PN code. 

In DSSS CDMA, a narrowband message signal is multiplied by a very large-
bandwidth PN spreading signal with a chip rate that is orders of magnitude larger 
than the data rate of the message signal. (The chip period is the inverse of the 
spreading rate.) A large spreading rate produces a broadband RF spectrum and can 
minimize the effects of multipath distortion, such as channel signal fading. Each 
user has a unique pseudorandom code. Due to the orthogonality of the codes, all 
other codes appear as noise to a given user. A matched filter extracts a specific 
user’s signal, with little or no output signals resulting from other users. With 
knowledge of the proper code for that user, a CDMA receiver can effectively 
extract a user’s signals from a channel with multiple signals at the same relative 
amplitude level.  The spectrum of CDMA spread spectrum is illustrated in Figure 
2.43. 

For a cellular  CDMA system to work effectively, the power levels of mobile 
units seen by the base-station receiver must be approximately equal. CDMA 
achieves this leveling using dynamic power control techniques. The total power of 
multiple users at a receiver determines a CDMA system’s noise floor after 
decorrelation. Unless the power of each user within a cell is controlled so that it is 
approximately equal at the base-station receiver, the strongest received mobile 
signal can dominate the base-station’s demodulator. Furthermore, the mobile units 
cannot necessarily hear one another, so coordination among mobile units is not 
feasible. 

Signals rising above the level of the other signals increase the noise level at 
the base-station receiver. Higher-level signals decrease the probability that a 
desired signal will be received and decorrelated properly. As a result, CDMA 
systems employ power control at each base station to control the signal level of the 
transmitter at each mobile unit, making them all received approximately equally. 
In this way, a mobile unit close to the base station will not overpower the base 
station for a user much farther away. 

Power control is implemented by rapidly sampling the received signal 
strength indicator (RSSI) level from each mobile unit and then sending a power 

 
 
Figure 2.43 CDMA spectrum. 
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change command over the forward radio link to each unit. Unfortunately, out-of-
cell mobile units can still provide interference for the base station since their 
transmitter power is not controlled by that base station. 

On the uplink (from a mobile unit to the base station), power control must be 
accurate to within 1 dB and fast enough to compensate for channel fading (which 
can be on the order of milliseconds). Given a vehicle traveling at 55 mph, the 
Doppler bandwidth or rate is about 100 Hz (the channel changes characteristics 
100 times each second). This requires power-control bits of about 10 b/Hz or 
about 1 kbps of control data. The power-control data must accommodate a 
dynamic range of about 80 dB. 

CDMA enjoys a soft capacity limit; that is, an increase in the number of 
subscribers raises the noise floor in a linear manner. As a result, the number of 
users in a CDMA system is not absolutely limited. The system performance 
gradually degrades as the number of users increases and improves as the number 
of users decreases. As mentioned, large spreading rates can negate the effects of 
multipath distortion. RAKE receivers, where several receivers are used for the 
same signal, are often used in CDMA systems to improve reception by collecting 
several time-delayed versions of the desired signal. 

Self-jamming can be a problem in a CDMA system because the spreading 
sequences of different users are not of infinite length and therefore are not exactly 
orthogonal, causing despreading for a particular PN code. In addition, power 
control can be difficult to implement when undesired subscribers (such as from 
adjacent cells) are not rejected, and their signal levels add to the system’s total 
noise floor. PCS systems that employ CDMA, for example, update the power 
emitted by the mobile units at kilohertz rates in order to minimize interference. 

CDMA cellular or PCS system capacity is determined by a number of factors, 
including the processing gain, the effective bit energy-to-noise ratio (Eb/N0), 
frequency reuse, and the number of sectors in a cell. Because many subscribers 
operate within the same CDMA channels, frequency reuse efficiency is increased 
by improving the SNR. 

 
2.7.4 SDMA 
 
Multiple antennas in an array are combined so the region around an antenna is 
divided into focused beams in SDMA (Figure 2.44). Figure 2.45 illustrates this 
focusing in two dimensions (looking down from the top of the antenna array). The 
region around the base station is thus divided into segments. SDMA allows several 
users to simultaneously use the same frequency band and time slots with minimum  
interference with one another. The base station antennas are effectively “pointed” 
toward the mobile units. 
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Figure 2.45 In the horizontal plane, the (ideal) focused beams in SDMA would look like this figure
shows. 

 
 
Figure 2.44 Depiction of antenna patterns. Antennas implementing SDMA are shown in (a) while (b)
shows omnidirectional coverage from the same antenna system. 
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2.8 Pulse-Shaping Filters 
 
In modern data transmission systems, bits or groups of bits (symbols) are typically 
transmitted in the form of individual pulses of energy. A rectangular pulse, as 
illustrated in Figure 2.46(a), is the most fundamental. The Fourier transform of the 
pulse yields its spectral characteristics, which is shown in Figure 2.46(b).  Note 
that a pulse of width τ has the bulk of its energy contained in the main lobe, which 
spans a one-sided bandwidth of 1/τ Hz. This would imply that the frequency span 
of a data transmission channel must be at least 2/τ Hz wide. 

Figure 2.46 shows that a pulse of a given width, τ, spans a bandwidth that is 
inversely related to τ. If a data rate of 1/τ bps is chosen, then each bit occupies one 
pulse width (namely, τ seconds). If we wish to send bits at a faster rate, then the 
value of τ must be made smaller. Unfortunately, this forces the bandwidth to 
increase proportionally [see Figure 2.46(b)]. 

Such data-rate/bandwidth relationships pose a problem for bandlimited 
systems. This is mainly because most transmission systems have band limitations 
imposed by either the natural bandwidth of the transmission medium (copper wire, 
coaxial cable, optical fiber) or by governmental or regulatory conditions. Thus, the 
principal challenge in data transmission systems is to obtain the highest possible 
data rate in the bandwidth allotted with the least number of errors. 

It is important to recognize that pulses are sent by the transmitter and 
ultimately detected by the receiver in any data transmission system. At the 
receiver, the goal is to sample the received signal at an optimal point in the pulse 
interval to maximize the probability of an accurate binary decision. This implies 

 
 
Figure 2.46 (a) Single rectangular pulse and (b) its Fourier transform. 
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that the fundamental shapes of the pulses be such that the interference between 
pulses (ISI) is minimized at the optimal sampling point. 

There are two criteria that ensure noninterference: 
 
• Criterion one is that the pulse shape exhibits a zero crossing at the 

sampling point of all pulse intervals except its own. Otherwise, the ISI 
caused by other pulses will introduce errors into the decisions made.  

• Criterion two is that the shape of the pulses be such that the amplitude 
decays rapidly outside of the pulse interval. 

 
This is important because any real system contains timing jitter, and the actual 

sampling point of the receiver will not always be optimal for every pulse. So, even 
if the pulse shape provides a zero crossing at the optimal sampling point of other 
pulse intervals, timing jitter in the receiver could cause the sampling instant to 
move, thereby missing the zero crossing point. This, too, introduces error into the 
decision-making process. Thus, the quicker a pulse decays outside of its pulse 
interval, the less likely it is to allow timing jitter to introduce ISI when sampling 
adjacent pulses. In addition to the noninterference criteria, there is the ever-present 
need to limit the pulse bandwidth. 
 
2.8.1 Rectangular Pulse 
 
The rectangular pulse, by definition, meets criterion number one because it is zero 
at all points outside of the present pulse interval. It clearly cannot cause 
interference during the sampling time of other pulses. The trouble with the 
rectangular pulse, however, as we see in Figure 2.46(b), is that it has significant 
energy over a fairly large bandwidth. In fact, because the spectrum of the pulse is 
given by the familiar sin(πx)/πx (sinc) response, its bandwidth actually extends to 
infinity. The unbounded frequency response of the rectangular pulse renders it 
unsuitable for modern transmission systems. This is where pulse shaping filters 
come into play. 
 
2.8.2 Shaped Pulses 
 
There are two popular forms of filters used for pulse shaping: the Gaussian filter 
and the raised cosine filter. We will present their predominant characteristics in 
this section. 
 
2.8.2.1 Gaussian Filters 
 
The Gaussian filter is the filter type that results in the most gradual passband roll-
off and the lowest group delay (Figure 2.47). They are frequently used with FSK 
modulations and, in particular, MSK. The step response of the Gaussian filter 
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never overshoots the steady-state value (see Figure 2.48). As the name implies, the 
Gaussian filter is derived from the same basic equations used to derive the 
Gaussian distribution. The most significant characteristic of the Gaussian filter is 
that the step response contains no overshoot at all. 

The impulse response of the 1D Gaussian filter is given by:  
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 (2.87) 

 
The Fourier transform of the impulse response is itself a Gaussian function given 
by 
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Figure 2.47 Seventh-order lowpass Gaussian filter spectrum with 100 Hz cutoff. 

 

 
 
Figure 2.48 Gaussian filter step response. Seventh order lowpass, 100 Hz cutoff. 
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We can see that the width of the spectrum increases as σ increases. Furthermore, 
the two standard deviations [σ (sec) and σf (Hz)] are inversely related: 
 

 f

1

2
σσ =

π
 (2.89) 

 
so the bandwidth of the filter is inversely related to σ. 
 
2.8.2.2 Raised Cosine Filter 
 
Another effective filtering technique is raised cosine filtering. The ideal raised 
cosine filter frequency response consists of unity gain at low frequencies, a raised 
cosine function in the middle, and total attenuation at high frequencies. The width 
of the middle frequencies is defined by the roll-off factor constant α, (0 1).≤ α ≤  

The passband frequency is usually defined as the 50% signal attenuation point. 
The group delay must remain constant at least out to 15 to 20dB of attenuation. 

Setting the passband frequency of a raised cosine filter to half the data rate, 
then Nyquist’s first criterion is satisfied in that the impulse response is zero for T = 
NTs, where N is an integer and Ts is the data period. The higher the order of the 
filter, the greater the raised cosine approximation. High-order raised cosine filters 
also produce longer time delays. The lower alpha values use less bandwidth, but 
they also produce more ISI due to element value errors and design imperfections. 

When τ is the pulse width of the digital data, the frequency response of the 
raised cosine pulse is given by 
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 The ideal raised cosine filter frequency response is shown in Figure 2.49.  
 The ideal impulse response of the raised cosine filter is given by the inverse 
FT of (2.90): 
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The ideal cosine filter impulse response is shown in Figure 2.50. 

Unlike the rectangular pulse, the raised cosine pulse takes on the shape of a 
sinc pulse, as indicated by the leftmost term of p(t). The name “raised cosine” 
refers to the pulse’s frequency spectrum, P(ω),  not to its time domain shape, p(t). 
The precise shape of the raised cosine spectrum is determined by the parameter α. 

Specifically, α governs the bandwidth occupied by the pulse and the rate at 
which the tails of the pulse decay. A value of α = 0 offers the narrowest bandwidth 
but the slowest rate of decay in the time domain. When α = 1, the bandwidth is 1/τ, 
but the time domain tails decay rapidly. It is interesting to note that the α = 1 case 
offers a double-sided bandwidth of 2/τ. This exactly matches the bandwidth of the 
main lobe of a rectangular pulse, but with the added benefit  of rapidly decaying 

 

 
 
Figure 2.50 Raised cosine impulse response. 

 
 
Figure 2.49 Raised cosine frequency response. 0.5.α =  
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time-domain tails. Conversely, when α = 0, the  bandwidth is reduced to 1/τ, 
implying a factor-of-two increase in data rate for the same bandwidth occupied by 
a rectangular pulse. However, this comes at the cost of a much slower rate of 
decay in the tails of the pulse. Thus, the parameter α provides a tradeoff between 
increased data rate and time-domain tail suppression. The latter is of prime 
importance for systems with relatively high timing jitter at the receiver.  

Figure 2.51 shows how a train of raised cosine pulses interacts when the time 
between pulses coincides with the data rate. Note how the zero crossings are 
coincident with the pulse centers (the sampling point) as desired.  

We should point out that the raised cosine pulse is not a cure-all. Its 
application is restricted to energy pulses that are real and even (i.e., symmetric 
about t = 0). A different form of pulse shaping is required for pulses that are not 
real and even. However, regardless of the necessary pulse shape, once it is 
expressible in either the time or frequency domain, the process of designing a 
pulse-shaping filter remains the same.  

A variant of the raised cosine pulse is often used in modern systems—the 
root-raised cosine response. The frequency response is expressed simply as the 
square root of P(ω) [and square root of p(t) in the time domain]. This shape is used 
when it is desirable to share the pulse-shaping load between the transmitter and 
receiver. 
 

 

2.9 Concluding Remarks 
 
The important properties of signals and modulation systems were introduced in 
this chapter. Complex signals were considered including the Hilbert transform. I/Q 
mixing was discussed for implementation of complex mixing. Real mixing was 
introduced as well. The impacts of sampling on the signal spectra were considered. 
The notion of system and its mathematical representations were discussed. 
 Deterministic modern modulations were introduced and their properties 
discussed. The properties of random modulation are fundamentally different from 
their deterministic counterparts, and we discussed these properties.  

 

 
 
Figure 2.51 Interaction of raised cosine pulses when the time between pulses coincides with the data
rate. 
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 Techniques to access propagating media were then introduced, consisting of 
FDMA, TDMA, CDMA, and SDMA. The last of these is the newest of the access 
methods and is widely used in modern cellular phone systems. 
 Last we discussed the properties of pulse shaping filters and how they can be 
employed to improve spectral efficiency. 
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Chapter 3 
 
 

RF Stage 
 
 

3.1 Introduction 
 
The ultimate performance of a receiver is largely determined by the first stages or 
front end. At the front end the signal levels are at their lowest and even very small 
amounts of noise can be comparable in size with the incoming signal. At later 
stages in the receiver the signal will have been amplified and will be much larger. 
The same levels of noise as are present at the front end will be much smaller in 
proportion to the signal and will not have the same effect. Accordingly it is 
important that the performance of the front end is optimized for its noise 
performance. 

Figure 3.1 displays the typical power levels involved in EW receiver 
performance investigations. Typical input power levels are –130dBm, and the 
noise levels can be quite high. The SNR determines the ultimate performance so 
low signal levels or high noise levels are quite detrimental to performance. 

For our purposes, the RF stage is defined collectively as those elements after 
the antenna and before the first mixer stage. This would typically include 
preselection filters, a low noise amplifier (LNA), and image rejection filters. 

Receiver sensitivity is one of the vital specifications of any receiver. The key 
factor in determining the sensitivity performance of the whole receiver is the RF 
amplifier. By optimizing its performance, the figures for the whole of the receiver 
can be improved. In this way the specifications for SNR, signal-to-interference-
and-distortion ratio (SINAD), or NF can be brought to the required level.  

Noise is a limiting factor for sensitive reception. In communication receivers, 
noise, along with many external factors, including intermodulation, reciprocal 
mixing, and spurious response, may disturb the sensitive reception of the desired 
signal. Thus, much consideration for the noise and other factors that disturb the 
signal reception and their analysis is required to keep the SNR of the received 
signal above a desired level for the reconstruction of the signal. 
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 In this chapter, as elsewhere, we follow the convention that capitalized margin 
parameters are in units of dB whereas uncapitalized margin parameters refer to 
their numerical values. 
 We begin this chapter with a discussion on noise and its sources in receiver 
applications. The noise figure is introduced next. In-depth discussions on low 
noise amplifiers follow that, as this element is critical in receiver applications. A 
technique for lowering the noise levels is presented next that involves using 
transformers at the input to the low noise amplifier. The chapter concludes with 
discussions of filtering at the front end to reduce the levels of interfering signals. 
 
 

3.2 Normalized Input Referred Added Noise  
 
The noise characteristics of a receiver are usually expressed in terms of an 
equivalent input noise power. Figure 3.2 shows how a noisy system may be 
represented by a noiseless system and an equivalent input referred noise source. 

Denoting SNR by γ, a system’s noise factor is given by 
 

 in in in

out out out

/

/

S N
f

S N

γ
= =

γ
 (3.1) 

 
(we discuss noise factor extensively shortly). To understand the relation between a 
system's noise factor and the added noise by the system at the output, consider the 
system in Figure 3.3, with a gain G and a noise factor f. When the signal with 
power Sin and the noise with power N0,in are applied at the input, the output signal 
power will be So and the output noise power will be No, where 
 
                                                        o inS GS=                                                     (3.2) 

                                                       o 0,in aN GN N= +                                       (3.3) 

  
where Na is the noise added by the system. The noise factor f is  

 
 
Figure 3.1 EW receiver input power range. 
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Figure 3.3 Signals in a noisy system with gain G and noise factor f. 

 
 
Figure 3.2 Input referred noise equivalent of a system. 
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The system NF, denoted by F, is f expressed in decibels, viz, 
 
 1010logF f=  (3.5) 
 
With the noise factor f, the added noise Na is represented as  
 
 a 0,in ( 1)N GN f= −  (3.6) 
 

From (3.6), the input referred added noise a
iN  is given by 

 

a
a 0,in ( 1)i N

N N f
G

= = −  (3.7) 

 
By dividing both sides of (3.7) by N0,in and defining a new parameter, the 
normalized input referred added noise, a

in , we obtain 
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i N
n f

N
= = −  (3.8) 

 
For lossy systems like filters characterized by loss L, the system’s gain is 1/L 

and the noise factor is L. Thus the added noise Na for a lossy system may be 
represented as 
 

a 0,in 0,in

1 1
( 1) 1N N L N

L L
 = − = − 
 

    (3.9) 

 
Equation (3.8) can be adapted for passive systems with some modifications. 

In passive systems, the loss L and the noise factor f have the same value. Thus, the 
input referred added noise a

iN and the normalized input referred added noise a
in

are, respectively,  
 

a
a 0,in ( 1)

1/
i N

N N L
L

= = −  (3.10)  
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a
a

0,in

1
i

i N
n L

N
= = −  (3.11)  

 
To consider additive noise, several SNR degrading factors (excluding NF), 

such as intermodulation products, reciprocal mixing products, and spurious 
responses, must be included. These factors cannot be distinguished from the 
desired signal when they occur in the desired signal band, and they are 
independent from one another. Thus, in a general sense, they can be treated as 
noise. 

 
  

3.3 Noise Factor/Figure 
 
For any two-port network, amplifiers included, the NF gives a measure of the 
amount of noise added to a signal transmitted through the network. For any 
practical circuit, the SNR at its output will be worse (smaller) than at its input. 
Normally, the noise contribution of each two-port network can be minimized 
through a judicious choice of operating point and source resistance. For any two-
port network there exists an optimum NF. 

The noise factor of an active device, over the bandwidth of interest, represents 
the contribution by the device itself to thermal noise at its output. Typical noise 
figures range from 0.5 dB for very low noise devices, to 4 to 8 dB or higher. In 
some systems,—for example, heterodyne systems—total output noise power 
includes noise from other than thermal sources, such as spurious contributions 
from image-frequency transformation, but noise from these sources is not 
considered in determining the NF. The NF is determined only with respect to that 
noise that appears in the output via the principal frequency transformation of the 
system and excludes noise that appears via the image frequency transformation. 

In (3.1), the input noise power Nin is the available noise power at the 
conjugate matched input impedance, at an ambient temperature of 290 K. 
Typically the input impedance of the receiver for wireless communication is 50Ω 
with negligible reactance. With the assumption of negligible reactance, the input 
noise power Nin may be written as 
 

in B 10 N174 10log dBmN k TW W= − +   (3.12) 

 
where 
 
kB is Boltzmann’s constant 231.38 10 J/K−= ×  
T  is the absolute temperature (K)  
WN is the noise bandwidth (Hz) 
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To distinguish this fundamental input thermal noise from others, it will have the 
notation N0,in.  

When considering more than two SNR degrading factors, the input referred 
noise equivalent model with multiple noise sources must be used. Figure 3.4 
shows the input referred equivalent of a system with two different noise sources.  
γout of this system is 

 

out in
out

out 0,in a b
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N GN N N
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Since γin is Sin /Nin,0,  
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Equation (3.14) represents the SNR degradation in the system by two noise 

sources. When there are M noise sources, (3.14) becomes 
  

in
a1 a2 a

out

1 i i i
Mn n n

γ
= + + + +

γ
  (3.15) 

 
Naturally, one of the noise sources is the thermal noise, which is characterized by 
a noise factor. If each noise source can be identified and the allowable SNR 
degradation is known, the receiver’s performance using this receiver noise 
equation can be easily determined.  

Using (3.4), f of a cascaded system can be easily derived. Let the gain and 
noise factor of each stage be G1, f1, and G2, f2 (Figure 3.5). At the output of the 
first stage, the signal and noise powers are:  
 
                       1 1 inS G S=                                                                                    (3.16) 

 1 1 in,0 a1 1 in,0 1 0,in 1 1 1 0,in( 1)N G N N G N G N f G f N= + = + − =  (3.17) 

 

 
 

Figure 3.4 Input referred noise equivalent for a system with two noise sources. 
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and at the output of the second stage 
  
                                           out 2 1 1 2 inS G S G G S= =                                        (3.18) 

                                out 2 a1 a2 1 2 1 0,in 2 0,in 2( 1)N G N N G G f N G N f= + = + −  (3.19) 

                                                  2
1 2 1 0,in

1

1f
G G f N

G

 −
= + 

 
                                  (3.20) 

 
Thus, the noise factor of the cascaded system is 
 

in in 2
total 1

out out 1

/ 1
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S N f
f f

S N G

−
= = +      (3.21) 

 
Extending (3.21) to an M-stage system, the well-known Friis’ equation 

ensues. The Friis’ equation is used to calculate the overall noise factor of a 
receiver, which is in turn composed of a number of stages, each with its own noise 
factor and gain. It is given by 
 

          32
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1 1 2 1 2 1 1 2 1

1 11 1i M

i M

f ff f
f f

G G G G G G G G G− −

− −− −
= + + + + + + 

 
 (3.22) 

 
where fi and Gi are the noise factor and gain, respectively, of the ith stage. 

In the case of a receiver with the first stage being an LNA, 
 

                                                 rest LNA
LNA

1
( 1)f f f

G
= − +                                (3.23) 

 
where frest is the overall noise factor of the subsequent stages. According to (3.23), 
the LNA can reduce the overall noise figure of the receiver but only if the gain is 
sufficiently high. 

The sensitivity is expressed in terms of the noise figure as 
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Figure 3.5 Cascaded noisy system. 
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γreq is the SNR required to adequately process the modulated signal being 
considered (typically 10–15 dB for analog signals while the acceptable BER is 
used to establish adequate levels for digital signals, e.g., 20 dB for a 10–3 BER for 
BPSK). 
 
 

3.4 Low Noise Amplifiers 
 
3.4.1 Introduction 
 
The design of the front end of EW systems is critical to their performance.  It is at 
this stage that the fundamental detection performance is established, at least the 
portion that can be controlled (i.e., not external noise limited). Losses early in the 
RF chain increase the system NF.  It is therefore desirable to minimize these losses 
as much as possible. Consequently, as soon in the receiving chain as possible an 
LNA is included so that the effects on the NF of these losses as well as the effects 
of noise generated in subsequent stages is minimized.  

LNAs are used at the input stage of virtually every communication receiver to 
include those in communication EW systems. The NF of the first stage determines, 
to a large extent, the sensitivity of the receiver. At lower frequencies, say below 
100 MHz, the external noise is the dominant source of noise. Above 100 MHz or 
so, however, the internal noise sources dominate, with the first one or two 
receiving stages being the most important. 

We provide a discussion of architectures in this section for typical bipolar 
junction transistor (BJT) and metal-oxide-semiconductor field-effect-transistor 
(MOSFET) LNAs. Both are used in practice for LNA implementations. There are, 
of course, many more devices that can be, and are, used for LNAs, each with its 
own noise models. This, however, is not intended to be a thorough treatise on 
devices and their noise characteristics. For those interested in a more thorough 
treatment of noise models, [1] is a good source. 

A superheterodyne receiver is illustrated in Figure 3.6 showing the typical 
placement of an LNA. The principal function of the LNA is to provide enough 
gain to overcome the noise of subsequent stages (the mixer in particular) while 
adding as little noise itself as possible. Also, it should accommodate large signals 

 
 
Figure 3.6 Simplified block diagram of superhet receiver. 
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without distortion and must present a specific and constant input impedance (such 
as 50Ω or 75Ω) to terminate an unknown length of transmission line, which 
delivers the signal from the antenna to the amplifier. A good input impedance 
match is more critical if a preselect filter precedes the LNA since the transfer 
characteristics of many filters are sensitive to the quality of the termination. The 
additional requirement is the low power consumption that is especially important 
for man-portable EW systems. Achieving high gain and low noise while being 
limited in power consumption is difficult. Both linearity specifications and input 
impedance matching to maximize the power transfer from the antenna are also 
required.  

LNAs have historically been difficult to integrate because they require high Q 
inductors and high fT transistors. In addition, to avoid oscillations, the parasitic 
couplings must be minimized. 

For an amplifier to have a minimum NF the bias point and source resistance 
that produce the minimum NF for that device must be determined. With due 
considerations for gain and stability, the source impedance can be matched to look 
like that optimum value. 

An LNA used at the input to a receiving system is depicted in Figure 3.7, that 
is, it is normally placed at the immediate output of the antenna (possibly with 
some preceding band-select filtering). Typical LNA characteristics are: 
 

• Gain (10–20 dB typical) 
o To amplify the received signal 
o To reduce the input referred noise of the subsequent stages 

• Good linearity 
o To handle large undesired signals with as little distortion as 

possible 
• Low noise 

o For high sensitivity 

 
 
Figure 3.7 Receiver front end. Preselection and image reject filtering are included in the input and
output filtering, respectively. 
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• Input matching 
o For maximum power gain 
o Preceding filters require 50Ω termination for proper operation 
o Can route the LNA to the antenna, which is located an unknown 

distance away, without worrying about the length of the 
transmission line 

 
3.4.2 Minimum Noise Factor 
 
As indicated, the noise factor of the first stage, f1, dominates the overall noise 
performance if G1 is sufficiently high. We will see that normally the maximum 
gain and minimum noise cannot be obtained at the same time. Noise performance 
is controlled by ΓS, so the LNA topology usually winds up being a compromise 
between gain and noise [2]. 
 An LNA with the noise reflected to the input is shown in Figure 3.8. We will 
determine the optimum source admittance YS that when presented to the input of 
the amplifier leads to the minimum degradation of the SNR.  The total output 
noise power is proportional to 2

sc ,i the mean-square input port short circuit current. 

The noise factor can be expressed as 
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Figure 3.8 LNA model with the noise sources reflected to the input leaving a noiseless amplifier. 
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so 
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where 
 

2
S 0 S N4i kT G W=  GS is the source conductance 

2
n 0 N N4v kT R W=  RN is a fictitious equivalent noise resistance that represents 2

nv  
 
in can be represented by a correlated (with vn) and uncorrelated part as 
 

n nu nci i i= +  
 
where 
 

nc c ni Y v=   Yc is a fictitious correlation admittance 

nu 0 u N4i kT G W=  Gu is a fictitious equivalent noise conductance 

 
Our goal is to minimize f. These equations with (3.25) lead to 
  

 2 2N
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S
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where 
 
 S S SY G jB= +  

  opt opt optY G jB= +  

 
and 
 
fmin is the lowest possible noise factor 
Yopt is the optimum source admittance for minimum noise 
 
Manipulating (3.26) we get 
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Normalizing everything to Z0 leads to 
 

 
2N
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f f y y
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= + −  (3.28) 

 
Using reflection coefficients given by 
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fmin, rN, and Γopt are noise parameters of the device. 
 Thus we see that there is a minimum noise factor possible for a device, fmin, 
that is achieved only when a particular reflection coefficient, Γopt, is presented to 
the input. So, S optΓ = Γ leads to the minimum NF for the amplifier. 

 
3.4.3 LNA Gain 
 
In terms of the s-parameters, the LNA is characterized by the following scattering 
matrix 
 

 11 12

21 22

s s

s s

 
=  
 

S  (3.30) 

 
Referring to Figure 3.7, the source reflection coefficient is given by ΓS, and the 
load reflection coefficient is given by ΓL. Then the amplifier input reflection 
coefficient is given by [3] 
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The amplifier output reflection coefficient is given by [4] 
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 12 21 S
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11 S1
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The gain specifies the small signal amplification capability of an LNA. For IC 

implementation, the LNA input is interfaced off-chip and usually matched to a 
specific impedance (50Ω or 75Ω typically). Its output is not necessarily matched if 
the amplifier directly drives an on-chip block such as a mixer. This is 
characterized by voltage gain or transducer power gain by knowing the load 
impedance level. The transducer power gain is the power delivered to the load 
divided by the power available from the source, that is, for a unilateral device (so 
that s12 = 0) 
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3.4.4 BJT LNA 
 
The hybrid π noise model of the BJT amplifier shown in Figure 3.9(a) is shown in 
Figure 3.9(b). We exclude feedback elements Rμ and Cμ from consideration so the 

model is limited to frequencies less than T 0/ .f β Typical hybrid-π model values 

for a small-signal, high-frequency transistor are: 
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at C 0.1mAI = and CE 5V.V =  

 The thermal noise of the base spreading resistance, rx, of the BJT is 
represented by the vx noise generator while the shot noise of the base current, a 
characteristic of the BJT, is represented by the noise current generator inb. inc 
represents the shot noise of the collector current. Typical noise characteristics of 
these noise sources are shown in Figure 3.10. The noise sources are 
 
 2

x B x4v k Tr=  (3.34) 

 2
nb B2i qI=  (3.35) 
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Figure 3.9 BJT amplifier: (a) amplifier circuit and (b) noise equivalent using hybrid-π model for the
BJT. 

 
 

Figure 3.10 Shot noise characteristics of a BJT. 
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2
nc C2i qI=  (3.36) 

 
where T is the ambient temperature, rx is the base spreading resistance, q is the 
electron charge 19(1.6 10 C),−× IB is the DC bias current in the base, and IC is the 

DC bias current at the collector. The thermal noise of the source resistance is 
 
 2

S B S4v k TR=  (3.37) 

 
 Flicker (1/f ) noise is represented by the generator labeled 2

f .i The psd of this 

source is given by 
 

 2 L B
f

2qf I
i

f

ζ

=  (3.38) 

 
where fL is a representation of the noise corner frequency and is a constant 
depending on the device. ζ is a constant between 1 and 2 but most of the time is 
equal to 1. These constants are normally determined by measurement. The noise 
voltage associated with this current source is 
 

 
2

2 L B x
f

2qf I r
v

f

ζ

=  (3.39) 

 
3.4.4.1 Minimum Noise Factor 
 
At room temperature, the minimum noise factor for the BJT LNA is given by [1] 
 

 x m
opt

0 e 0

2 1
1

r g
f

r
= + +

β β
 (3.40) 

 
Typical variation of the NF with the input matching resistance is depicted in 

Figure 3.11 [1]. The minimum is achieved when RS = Ropt, with Ropt the optimum 
source resistance. As RS deviates from the optimum value, the NF becomes 
substantially worse. 

This optimum source resistance in terms of the BJT parameters is 
 

 
2

0 x 0
opt 2

C C

0.05 (0.025)r
R

I I

β β
= +  (3.41) 
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3.4.5 MOSFET LNA 
 
The noise model of the MOS amplifier in Figure 3.12(a) is shown in Figure 
3.12(b). The current gain of the amplifier is given by 
 

                     S
o m gs m

S g
gs

1

2

v
i g v g

R R
j fC

= =
+ +

π

 

 m m
S S

gs S g gs S g1 2 ( ) 2 ( )

g g
v v

j fC R R j fC R R
= ≈

+ π + π +
 (3.42) 

 
and 
 

 m
T

gs

1

2

g
f

C
=

π
 (3.43) 

 
Now 
 
 o m S( )i G f v=  (3.44) 

 
where 
 

 T
m

S g

1
( )

f
G f j

f R R
= −

+
 (3.45) 

 

 
 
Figure 3.11 BJT input resistance variation. 
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The total output noise current is given by 
 

 ( )2 2 2 2 2
o,T m S g di G v v i= + +  (3.46) 

 
and the noise factor can be computed as 
 

 
22 2 2
go,T o,T d

2 2 2 2 2 2
o m S S m S

1
vi i i

f
i G v v G v

= = = + +  (3.47) 

 
where 
 

 2 2 2
g B g S B S d B m4 , 4 , 4v k TR v k TR i k T g

ζ= = =
α

 

 

 

 
 
Figure 3.12 MOS amplifier: (a) amplifier circuit and (b) noise equivalent model. 
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Here m d0/ ,g gα = where gd0 is gdS evaluated at VDS = 0, and ζ is unity in triode 

and 2/3 in saturation, at least in the long-channel limit. 
The MOSFET LNA model has two sources arising from thermal fluctuations 

of channel charge. First, there is a drain noise current source: 
 

 2
nd B d04i k T g f= δ Δ  (3.48) 

 
Some older references use gm but gd0 is better related to channel charge in short-
channel devices. Second, a gate noise current also flows from channel potential 
fluctuations coupled capacitively into the gate terminal: 
 

 2
ng B g4i k T g f= δ Δ  (3.49) 

 
where δ = 2ζ in long devices, and 
 

 
2 2

gs
g

d0

(2 )

5

f C
g

g

π
=  (3.50) 

 
Substitution of the various noise sources into (3.47) leads to 
 

 
2

m
g 2

S g
S S T

1 ( )
gR f

f R R
R R f

ζ
 α= + + + 
 

 

 
2

g
m S

S T

1
R f

g R
R f

 ζ≈ + +  α  
 (3.51) 

 
This expression contains both the channel noise and the gate-induced noise. A 
good approximation is 
 

 g poly
m

1

5
R R

g
= +  

 
A representative value of the gate and drain noise currents correlation 

coefficient, c, is j0.395 for long-channel devices. This would indicate that they are 
90o out of phase. 
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3.4.5.1 Minimum Noise for MOS Amplifier 
 
The optimal value of RS is found from (3.51) as 
 

 
2

g
m2

S TS

0
Rf f

g
R fR

 ∂ ζ= = − +  ∂ α  
 

 
so that 
 

 
g

S,opt
T

m

Rf
R

f g
=

ζ
α

 (3.52) 

 
Using this value for RS, the minimum noise factor is 
 

 min m g
T

1 2
f

f g R
f

ζ= +
α

 (3.53) 

 
Example 3.1: MOSFET LNA 1. A plot of (3.51) where the 
operating frequency is 3.2 GHz, Rg = 2Ω, ζ = 3, α = 0.75, 

T 56 GHz,f = and gm = 50 mA/V is shown in Figure 3.13.  

 
Example 3.2: MOSFET LNA 2. Assume fT = 75 GHz, fop = 5 
GHz, ζ/α = 2, Rpoly is minimized by proper layout, and the 
intrinsic gate resistance is given by 
 

 
 
Figure 3.13 Minimum noise factor, fmin. 
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 g poly
m m

1 1

5 5
R R

g g
= + ≈  

 
To make the noise contribution from this term equal to 0.1: 
 

 g
m S,opt min

S S

10
0.1 40mS 119 , 1.08

5

R
g R f

R R
=  = =  ≈ Ω =  

 
In practice, it is difficult to get such a low noise factor and get 
useful gain with the simple common source due to the bad 
power match. There is a conflict of the minimum noise and the 
optimum matching. This illustrates the need for input matching 
for the LNA. 

 
3.4.6 Input Matching 
 
Matching the antenna to the LNA is investigated in this section. We begin with an 
analysis from Weiner [5] that provides some insight as to why such matching is 
required in EW receiving systems by examining the effects of an arbitrary 
antenna/transmission line/LNA mismatch. We then discuss some common 
matching topologies. 
 
3.4.6.1  Effects of Arbitrary Antenna Impedance Mismatch 
 
In most cases the system noise factor of a receiving system whose antenna is 
impedance matched to the transmission line connecting the antenna to the receiver 
is limited by the receiver noise factor at frequencies above 100–300 MHz and by 
the antenna external noise factor at frequencies below this range [6, 7]. However, 
when there are large impedance mismatches, the noise factors of the transmission 
line [8] and receiver [9, 10] can be significantly increased. In such cases, the 
system noise factor can be limited by the transmission line or receiver noise factor. 
This case is of particular interest to VHF and HF receiving systems with 
electrically short antennas, a typical situation for tactical EW receiving systems. 
 As in any linear two-port network, the noise factor of the receiver increases 
with increasing difference of its source impedance from the design source 
impedance (usually 50Ω or 75Ω if fed by a transmission line with 50Ω or 75Ω 
characteristic impedances). As discussed previously, any noisy two-port network 
with internally generated noise can have the noise reflected to its input, with such 
noise represented by a complex noise current generator and a complex noise 
voltage generator in parallel and series, respectively, with the input to the noise-
free two-port (Figure 3.14). Thus, a large impedance mismatch at the 
antenna/transmission line interface may cause the source impedance of the 
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receiver to be substantially different from 50Ω or 75Ω and consequently may 
cause an appreciably increased noise factor of the receiver. 

The system noise power N referred to the output terminals of the equivalent 
lossless receiving antenna is the time-averaged power contributed by all noise 
sources, both internal and external to the receiving system, that would be delivered 
by the lossless antenna to a load if the load impedance were set equal to the 
conjugate output impedance of the lossless antenna. External noise sources are the 
atmosphere, stars, man-made noise (power lines, automobile ignition systems, 
etc.), and jammers both hostile and friendly. Internal noise sources are any passive 
component with a resistance and all active components such as the receiver, 
antenna matching network, and transmission line of the receiving system. 
 With reference to Figure 3.15, when all the operating temperatures are equal 
to the reference temperature, the system noise factor f is given by 
 
 a c m n r1f f L L L f= − −  (3.54) 

 
where fa is the receiving antenna external noise factor integrated over the antenna 
pattern function (numeric); Lc, Lm, Ln are the loss factors of the receiving antenna, 
matching network, and transmission line, respectively (numeric), and fr is the 
receiver noise factor. In keeping with the transmission line literature, 

X X Xjγ = α + β  in Figure 3.15 is the propagation constant of the transmission line. 

 The external noise that is incident on the receiving antenna within a 
differential solid angle d dθ φ at an elevation angle θ and azimuthal angle φ (see 

Figure 3.15) must be integrated over the entire sphere of the gain pattern of the 
antenna, which is probably directional, to obtain the total external noise at the 
output terminals of the equivalent lossless antenna. All external noise sources in 
the field of the view or the antenna contribute to this noise. Accordingly, the 
external noise factor af is given by 

 

 
2 /2

a a r

0 /2

( , ) ( , )sinf f D d d
π π

−π

= φ θ φ θ θ θ φ   (3.55) 

 

 
 
Figure 3.14 Noise generators at the input to a noiseless receiver. 
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where Dr(φ, θ) is the receiver directive gain in the azimuth and elevation 
directions, φ and θ, respectively (numeric) and a ( , )f φ θ is the antenna noise factor 

in the azimuth and elevation directions φ and θ, respectively. The factor sin θ is 
included in the integrand because the integration is in spherical coordinates. 
 
Loss Factors 
 
The system loss factors Lc, Lm, Ln of the antenna, matching network, and 
transmission line, respectively, are given by [8] 
 

 c
c

a

1
R

L
R

= +  (3.56) 

 m s
m

a c

1
R R

L
R R

+
= +

+
 (3.57) 

 

X X X
22 4 20

0
n

2 0

0

Im{ }
1 2 Im

Re{ }

Im{ }
1 2 Im{ }

Re{ }

d d dZ
e e e

Z
L

Z

Z

α − α − γ 
 − Γ − Γ  

 =
− Γ − Γ

 (3.58) 

 
where Ra, Rc, Rm, Rs, Z0, X X X ,jγ = α + β d, Γ, and Z are circuit parameters defined 

in Figure 3.16 of the impedance equivalent circuit of  the receiving system. 
 The voltage reflection coefficient Γ is given by 
 

 0

0

Z Z

Z Z

−
Γ =

+
 (3.59) 

 
 
Figure 3.15 EW receiving system. 
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The input impedance Z to the antenna, including the matching network, is 
given by 
 
       [ ]2

a c m s a m( )Z a R R R R j X X= + + + + +  

 0

a c a

, antenna conjugate matched to transmission line

, no matching network

Z

R R jX


=  + +

 (3.60) 

 
When the antenna is conjugate impedance matched ( 0)Γ = to the transmission line 

by the matching network, then the matching network parameters Xm and a are 
given by 
 

 m a 02

1
Im{ }X X Z

a
= − +  (3.61) 

         0

a c m S

Re{ }Z
a

R R R R
=

+ + +
 (3.62) 

 
In the absence of any matching network 
 
 m m S 0X X R= = =  (3.63) 

 
Figure 3.16 EW receiving system impedance equivalent circuit. 
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                                                      1a =   (3.64) 
 
Receiver Noise Factor 
 
The receiver noise factor fr is a function of the source admittance YS seen by the 
receiver looking back at the transmission line (see Figure 3.15) and consequently 
is a function of antenna input impedance. The receiver source admittance YS is 
given by 
 

 
X

X

2

S 2
0

1 1

1

d

d

e
Y

Z e

− γ

− γ

− Γ=
+ Γ

 (3.65) 

 
 The receiver noise factor fr, for an arbitrary source admittance YS at an 
ambient temperature equal to the reference temperature, Tref, is given by 
 

 
2N

r min S o
SRe{ }

R
f f Y Y

Y
= + −  (3.66) 

 
where fmin is the minimum noise factor of the receiver. o o oY G jB= + is the 

complex receiver noise parameter with the dimensions of admittance (ohms), and 
RN is the receiver noise parameter with the dimensions of resistance, which 
accounts for the sensitivity of the receiver noise factor-to-receiver source 
impedance (ohms). 
 The receiver noise factor fr has a minimum value of fmin for a source 
admittance S o.Y Y=  Most well-designed receivers have a minimum noise factor 

fmin for a source admittance S 01/ .Y Z=  For such a condition, the receiver input 

impedance is generally not matched to the characteristic impedance of the 
transmission line, and the receiver noise factor fr increases with increasing 
impedance mismatch of the antenna to the transmission line. For 1,Γ =

min r ,f f≤ < ∞  in particular for the case 1,Γ =  the receiver noise factor is a 

minimum, whereas the transmission line noise factor is a maximum. 
 

Example 3.3: VHF EW Receiving System. The effect of 
antenna impedance mismatch on the operating noise figure of a 
radio receiving system is numerically evaluated for the case of a 
VHF EW receiver with an electrically short monopole antenna. 
For such a case, in the absence of a matching network, the real 
part of the antenna input impedance is typically on the order of 
1Ω or less, and the imaginary part is on the order of several 
hundred ohms or more. Therefore, the antenna presents a large 



RF Stage 121 

impedance mismatch to a 50Ω or 75Ω transmission line. When 
matched, in the low VHF range (100–300 MHz and lower) the 
receiving system is generally limited by external environmental 
noise, which may be two or three orders of magnitude (20 to 30 
dB) larger than the receiver noise [11]. 
 We consider matching effects at 30, 50, and 88 MHz (low to 
high range for the tactical military frequency band) and man-
made environmental noise in rural, residential, and business area 
locations. The antenna is a monopole of 10” length and 1.4” 
diameter, a matching network inductor  with 1.5” length and 
0.5” diameter, a PIN diode switch with 0.25Ω series resistance, a 
10m length of RG-58/U coaxial transmission line, and a receiver 
with noise parameters of fmin = 5 and rn = 100Ω. 
 The receiving system noise and  loss factors are summarized 
in Table 3.1. The modulus Γ  of the voltage reflection 

coefficient, at the transmission line/antenna interface looking in 
the direction to the antenna, is 0.9966 0.9991Γ = −  without a 

matching network and 0Γ = with a matching network over the 

frequency range under consideration. In the presence of a 

Table 3.1 Noise Factors 

With or 
Without 

Matching 
Network 

Frequency 
(MHz) 

Man-Made 
Noise 

Location 

Noise Factor  Loss Factors Voltage 
Reflection 
Coefficient 

Γ  
System f

Antenna 
External 

ef  

Receiver 
fr 

Antenna 
Ohmic 

Matching 
Network 

lm 

Transmission 
Line 

Lt 

Without 

30 
Business 

Residential 
Rural 

209,400 
176,600 
168,600 

41,860 
9,106 
1,096 

22.71 
22.71 
22.71 

1.004 
1.004 
1.004 

1.0 
1.0 
1.0 

7,348 
7,348 
7,348 

0.9991 

50 
Business 

Residential 
Rural 

42,990 
24,920 
22,600 

20,560 
2,488 
1,720 

13.81 
13.81 
13.81 

1.002 
1.002 
1.002 

1.0 
1.0 
1.0 

1,257 
1,257 
1,257 

0.9986 

88 
Business 

Residential 
Rural 

5,016 
2,831 
2,515 

2,551 
366 
50 

3.44 
3.44 
3.44 

1.001 
1.001 
1.001 

1.0 
1.0 
1.0 

183 
183 
183 

0.9966 

With 

30 
Business 

Residential 
Rural 

41,940 
9,184 
1,174 

41,860 
9,106 
1,096 

3.03 
3.03 
3.03 

1.004 
1.004 
1.004 

12.88 
12.88 
12.88 

1.208 
1.208 
1.208 

0 

50 
Business 

Residential 
Rural 

20,580 
2,507 
1,915 

20,560 
2,488 
1,720 

3.03 
3.03 
3.03 

1.002 
1.002 
1.002 

3.18 
3.18 
3.18 

1.278 
1.278 
1.278 

0 

88 
Business 

Residential 
Rural 

2,559 
375 
58 

2,551 
366 
50 

3.03 
3.03 
3.03 

1.001 
1.001 
1.001 

1.367 
1.367 
1.367 

1.39 
1.39 
1.39 

0 

Antenna: 10” monopole, 1.4” diameter 
Matching network: Coil, 0.5” diameter, single layer, 1.5” long 
Switch: PIN diode, 0.25Ω 
Transmission line: RG-58/U coaxial cable, 10 m long 
Receiver: f0 = 5, RN = 100Ω 
Source: [5]. 
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matching network, the system noise factor f is approximately 
equal to the antenna external noise factor fa. However, in the 
absence of a matching network, the system noise factor is 
appreciably larger than the antenna external noise because 

r n a .f L f>>  

 For a large mismatch of the antenna impedance to the 
transmission line, the combined NF of the transmission line and 
receiver remains large regardless of line length (see Figure 
3.17). Smaller line lengths result in smaller transmission line NF 
because of less ohmic loss, but a larger receiver NF because of 
less padding by the transmission line of the antenna impedance 
mismatch. When the antenna impedance is matched to the 
transmission line, the transmission line NF is limited to that 
resulting from the ordinary exponential attenuation loss of the 
transmission line. For arbitrary values of the receiver noise 
parameter Rn, there exists a line length for which the combined 
noise figure of the transmission line and receiver is minimized. 
In Figure 3.17, for Rn = 100Ω, the combined NF is 

 
Figure 3.17 Noise figures for Example 3.3.  
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approximately independent of line length for line lengths less 
than 0.1 wavelength. 
 

Summary 
 
We have shown that a significant impedance mismatch at the antenna/transmission 
line interface of a radio receiving system can cause a significant increase in the 
system internal noise figure (more than a 50 dB increase for a voltage reflection 
coefficient of 0.999). In the absence of a matching network, the limiting noise of a 
VHF EW receiving system is generated within the system (by the transmission 
line and receiver) and can be more than 20  dB larger than the external noise. With 
a matching network, the limiting noise of the system is external noise. 

Antenna impedance mismatch significantly affects the transmission line NF 
and to a lesser extent the receiver NF when the voltage reflection coefficient 

0.5Γ ≥ as illustrated in Figure 3.18 for Im{Γ} = 0 and a transmission line length 

of 10 m at 30 MHz.1 However, for an antenna external NF of 26 dB, the system 
noise figure is not significantly affected by antenna impedance mismatch until the  
voltage reflection coefficient 0.98.Γ ≥  Consequently, VHF and HF receiving 

                                                           
1 The transmission line noise figure for 0.9991Γ = is approximately 22 dB and 39 dB in Figures 3.18 

and 3.17(a), respectively, because Im{Γ} = 0 in Figure 3.18 whereas Im{Γ} = –j0.09965 in Figure 
3.17. 

 
Figure 3.18 Effects of the reflection coefficient on the noise figure. 
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systems with electrically small antennas require some impedance matching, but 
only a modest amount. 
 
3.4.6.2 LNA Input Matching Topologies 
 
The input of a common source amplifier is primarily capacitive and provides very 
poor power match. Of course, maximum power transfer occurs when in S :Z Z ∗=  

 
2 22
S in S1 in

in_LNA_max 2
in Sin S

2 Re{ } 2

v Z vv P
P

Z ZZ Z
= = = =

+
 

 
The very low noise requirement mandates the use of only one active device at 

the input of the LNA. Moreover, input matching and stability requirements limit 
acceptable LNA topologies to only a few. By observing MOSFET two-port four  
noise parameters, the source impedance that yields minimum noise factor is  
inductive in character and generally unrelated to the conditions that maximize 
power transfer. Moreover, since MOSFET input impedance is inherently 
capacitive, it is difficult to provide a good match to 50Ω source impedance without 
degrading the noise performance. 
 
Wideband LNA 
 
For wideband LNAs we consider three topologies that can be used for input 
matching: (1) resistive termination, (2) a common gate amplifier configuration, 
and (3) resistive shunt-feedback. We discuss each of these in this section. 
 
Resistive Termination 
 
We can terminate the input of a common source MOS amplifier with a resistor Rm 
= RS to match the input (at low frequencies anyway) since the input is primarily 
capacitive. A resistive termination at the amplifier input is illustrated in Figure 
3.19. This configuration can be used in both narrowband and wideband 
applications, but its high NF (usually > 6 dB) characteristic limits its application.  

 The noise equivalent circuit for this LNA is illustrated in Figure 3.20. The 
output noise due to source resistance RS is 
 

 2 2 2
n,S B S V B S M1 D( )v k TR A k TR g R= =  

 
where V M1 DA g R≈ and D out .R Z<< The output noise due to the matching resistor Rm 

= RS is given by 
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Figure 3.19 Resistive termination at the input to an MOS amplifier. 

 
 
Figure 3.20 LNA noise equivalent circuit with resistive termination at the input to an MOS amplifier. 
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2 2
n,m B S M1 D( )v k TR g R=  

 
while the output noise  due to thermal noise from M1 is given by 
 

 2
n,M1 B M14i k T g

ζ=
α

 (3.67) 

 
The output noise due to the load resistor, RD, is given by 

 

 2
n,D B Dv k TR=  

 
and the output noise due to thermal noise from M2 is 
 

 
2 2

gs2 gs22 2 M2
n.M2 B M2 n,M1

M2 gs2 M1 M2 gs2

4
sC sCg

i k T g i
g sC g g sC

   ζ= =      α + +   
 

 
Now the noise factor of the LNA is given by 
 

 
2 2 2 2 2
n,S n,m n,M1 n,D n,M2

2
n,S

total output noise

noise due to the source resistor

v v v v v
f

v

+ + + +
= =  

 
The noise from RD is attenuated by the LNA gain. The noise transfer function of 
M2 is smaller due to source degeneration. Both are ignored here for simplicity and 
we get 
 

 
2
m
2

M1 S M1 SS

4 4
1 2

R
f

g R g RR

ζ ζ≈ + + = +
α α

 (3.68) 

 
 Therefore, even when m S min4 , 2 ( 3dB).g R f F>> γ > >  

 Resistive termination provides a good match for maximum power transfer but 
greatly degrades the NF. This is because the terminating resistor adds its own 
noise while it drops the gain by 6 dB (compared to the common source amplifier 
with no termination). As a result, the input referred noise of the device and those 
of the following stages increase by the same factor. 
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Common Gate (CG) LNA 
 
A common gate LNA configuration is shown in Figure 3.21. The input impedance 
is given by 
 

 in
m gs

1

2
Z

g j fC
=

+ π
 (3.69) 

 
If gs mC gω << then m gs/ ,g Cω << T ,f f<< and in m1/ .Z g≈  

The noise model for the configuration shown in Figure 3.21 is shown in 
Figure 3.22. Ignoring gate resistance, gate noise, and ro, the output current is 

 

 
no, S

2 2 2
no no,ind R

i i i= +  

 

 
 

Figure 3.21 Common gate LNA. 

 
 
Figure 3.22 Common gate amplifier noise model. 
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where 
 

2
no,indi  is the drain current noise 

no, S

2

R
i is the output noise current due to source resistance given by 

 

 nS

no, nSS

22

2 2m
2

m SS in 1( )R

v g
i v

g RR R

 
= =  ++  

 

  
 In accordance with Figure 3.22 

 
 o nd m gsi i g v= +  
 gs nd m gs gs gs S( )v i g v j C v R= − + + ω  
 
so 
 

 nd S
gs

m gs gs gs1

i R
v

g v j C v
= −

+ + ω
 

 
then 
 

 gs S
o nd nd

m gs gs S m S

1 1

1 1

j C R
i i i

g v j C R g R

+ ω
= ≈

+ + ω +
 

 
where we have assumed that gs S 1.C Rω << Notice that if m S1/g R= (power match) 

then only half of the drain current goes to the output. 
The noise factor for the common gate amplifier can be expressed as 

 

 

nS

2
nd

m S d0
2 2

m S2 m

m S

1

1
1 1

1

i
g R g

f
g Rg

e
g R

 
 + ζ = + = +
 
 + 

 

 
under the input matching conditions S m1/ ,R g= and we have 
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 d0

m

5
(2.2 dB), Long channel

1 1 3
3(4.8dB), Short channel

g
f

g

ζ = + ζ = + = α ≥

 

 
Resistive Shunt-Feedback LNA 
 
Recall that the output of a common source amplifier is 180o out of phase with the 
input. Therefore, we would think that with the appropriate feedback, some amount 
of the input noise can be canceled by feedback from the output to the input, 
thereby reducing the noise factor. This is indeed the case as we will show in this 
section [12]. 

The negative feedback network is used to implement the input matching 
(Figure 3.23). The input impedance is determined by open loop gain and the 
resistor values (Rf, RL), which are easily controlled. The resistors are noisy 
components and the LNA has moderate noise performance. 
 
Voltage gain: 
 

 L m f
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−
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Input impedance: 

 
 
Figure 3.23 Resistive shunt feedback LNA. 
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Output impedance: 
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The noise factor for the resistive shunt feedback LNA is given by: 
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We discuss resistive shunt feedback more in Chapter 4 where we consider 

methods to extend the bandwidth of LNAs. 
 
Narrowband LNA 
 
The two topologies we consider for narrowband LNAs are (1) inductive 
degeneration and (2) resistive termination. The resistive terminated matching 
network for the narrowband case is the same as for the wideband case discussed 
above. On the other hand, inductive degenerated matching places an inductor in 
the source path and naturally leads to narrowband characteristics. 
 
Inductive Degeneration 
 
The most commonly used input-matching network for MOSFETs employs 
inductive source degeneration as shown in Figure 3.24. The purpose is to get real 
impedance without using resistors. To simplify the analysis, consider a device 
model that is given in Figure 3.25. The impedance looking into the gate of this 
circuit is given by 
 

 in s g T s
gs

1
( ) ( ) 2Z s s L L f L

sC
= + + + π  (3.70) 

 
If the input circuit is designed to work at resonance (i.e., narrowband), 
 
 in T s2 50Z f L= π = Ω  (3.71) 
  
Then the inductive source degenerated–narrowband LNA will have near minimum  
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Figure 3.25 Inductive degeneration model. 

 

 
 
Figure 3.24 Inductive degeneration. 
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noise figure, excellent impedance match, and good power gain, all within a power 
budget that man-portable EW systems require. Unfortunately, except for some 
special cases, the LNAs in EW systems must have broad bandwidth. Therefore 
this type of inductive degeneration is precluded for all but those applications. 

Using (3.27) and since 
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s opt
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So, the noise factor becomes 
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Now, what we would like is to determine the values of Γs to give a fixed noise 

factor. To do this, we first define the noise factor parameter N, which consists of 
all the terms that do not depend on Γs: 
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We do this to isolate the terms containing Γs, and lump the rest into N. Therefore, 
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We see this is a circle with center and radius 
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Using these expressions, we can draw gain, stability, and noise factor circles on 
the Γs Smith chart and pick a value of Γs to achieve multiple specifications [13]. 

Considering Figure 3.24, the input impedance behaves like a series RLC 
circuit, and gate inductor Lg is added to tune the resonant frequency to align with 
the operating frequency: 
 

 m s
in g S

gs gs

1
( )

g L
Z s L L

sC C
= + + +  

 
Matching occurs when in 0 S( )Z jf R=  
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and 
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R f L
C
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Ls can be selected by s S T/ 2 .L R f= π  If this value is too small to be practical, a 

capacitor can be inserted in shunt with Cgs to artificially reduce fT. 
 
Noise Factor 
 
We first ignore the correlation of the gate noise and drain current noise. The noise 
factor for the inductively degenerated LNA is given by 
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Note that the noise factor at resonance is the same as the CS amplifier without 
inductive degeneration. Inductive degeneration did not raise fmin but matched the 
input. 
 We now consider the correlation of the gate noise and drain current noise. We 
can show that  
 

 
2

g 0
m S

S T

1
R f

f g R
R f

 ζ= + + χ  α  
 (3.81) 

 
where 
 

                               
2 2

2
L L1 2 (1 )

5 5
c Q Q

δα δαχ = + + +
ζ ζ

 

 
gs

0 g s
L C

0 S gs S

2 ( )1

2

f L L
Q Q

f R C R

π +
= = =

π
 

 
and c is the noise correlation coefficient. The optimal noise figure occurs for a 
particular QL; it is possible to obtain both a noise and power match in this case. 
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3.4.7 LNA Stability 
 
Instability in an amplifier is when the amplifier breaks into oscillation, either 
permanently or temporarily. Stability is defined as the lack of instability. 
Instability can be caused by several reasons but they all result from feedback from 
the output to the input of some form. 

Post presented an insightful discussion on how adding resistances to the input 
and output of an amplifier can enhance its stability [14, 15]. That analysis is 
summarized here for illustrative purposes. 

Most high-performance active devices for implementing amplifiers in the RF 
and microwave regions are potentially unstable. However, resistive loading at the 
input and/or output of the amplifier can prevent oscillation at the frequency of 
interest for all passive source and load terminations. Adding resistances to an 
amplifier normally decreases its efficiency and gain. 
 Figure 3.26 illustrates an amplifier stage, where the first and last two-ports in 
the network each represent either a series or parallel resistor, or a through 
connection, while the center two-port represents the active device [15]. The 
stability as expressed by [16] 
 

 
2

11

22 11 21 12

1 s

s s s s∗

−
μ =

− Δ +
 (3.82) 

 
where 11 22 12 21.s s s sΔ = −  The condition µ > 1 is necessary and sufficient for 

unconditional amplifier stability.  
The stability of an overall network of this type can be found by cascading the 

transmission parameters, converting from transmission to scattering parameters, 
and then applying (3.82) to determine the value of μ for the overall configuration. 
Eight different input/output combinations are examined with this technique 
depending upon whether resistors are connected in series or parallel to one or both 
of the active device’s ports. These combinations are listed in Table 3.2.  

Once an amplifier is unconditionally stable, it is possible to determine the 
maximum transducer power gain, given as GTmax in Table 3.2. Parameter GTmax is 
defined as the ratio of the power delivered to the load by the amplifier to the 
power available from the source under the condition that the amplifier’s input and 
output impedances are conjugate matched, usually through the appropriate design 
of input and output matching networks, which do not include the resistances 
shown in Figure 3.26.  The table shows values for GTmax for the eight resistor 
combinations computed at 2 GHz.  

Figure 3.27 shows µ as a function of frequency from 0.10 to 30 GHz for the 
nine cases in the table. Curves 6 through 9 in Figure 3.27 indicate unconditional 
stability for all the frequencies considered. 
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Figure 3.26 Resistive stabilization at the input and output of an active device.  

Table 3.2 Stability of an LNA 

 
Input Resistance 

(Ω) 
Output Resistance 

(Ω) 
Calculated Parameters (2 GHz) 

Curve Series Parallel Series Parallel μ 
GTmax 
(dB) 

GT 
(dB) 

Ftotal 
(dB) 

1 - - - - 0.17054 - - - 
2 90.2 - - - 1.00064 21.70 19.05 2.16 
3 - 670.0 - - 1.00005 21.71 13.86 2.59 
4 - - 400 - 1.00016 21.70 13.22 0.46 
5 - - - 13.7 1.00032 21.70 3.20 0.55 
6 1,450 116 - - 1.00545 21.10 13.00 1.54 
7 151 - - 3.0 1.40675 3.80 3.09 3.56 
8 - 5,285 - 50 1.00046 21.73 13.45 0.76 
9 281 - 480 - 1.18144 3.24 3.91 3.00 

Source: [15]. 
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Increasing the stability factor beyond unity reduces the maximum transducer 
power gain, GTmax. For the other six cases equal stability factors lead to equal 
power gains. The values of the resistances in Table 3.2 are determined by 
systematically searching the combinations. The search algorithm used to generate 
the results in Table 3.2 was designed to identify resistor combinations that 
stabilize the transistor at all frequencies while providing a stability factor as close 
to unity at 2 GHz as possible (curves 6 through 9 of Figure 3.27).  

Adding resistance to amplifiers inevitably increases the noise figure, which 
decreases the output SNR. The particular configuration can have significantly 
different effects on noise performance, however. The noise performance of active 
devices can be described in terms of system reflection coefficients. This is 
illustrated by Figure 3.26, where resistors are represented as lossy, mismatched 
two-ports in a cascade network. Amplifier noise is increased by the resistive two-
ports as a result of signal attenuation and the impedance mismatch between the 
cascade-connected ports.  

In Figure 3.28 the input matching network transforms the source impedance 
Zg into the appropriate source reflection coefficient ΓS while an output matching 

 

 
 
Figure 3.28 Cascaded network. 

 
 
Figure 3.27 Stability parameter μ as a function of frequency for the combinations given in Table 3.2. 
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network transforms the load impedance ZL into the appropriate load reflection 
coefficient ΓL for the active device. These matching networks are designed to 
provide the appropriate impedance transformations necessary to achieve maximum 
transducer gain, minimum noise figure, or any other amplifier specifications. 

The input and output reflection coefficients for a two-port, Γin and Γout, are 
given by [17] 

 

 12 21 L
in 11
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s s
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Γ
Γ = +

− Γ
 (3.83) 

 
and 
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Γ
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where, as indicated in Figure 3.28, 
 
ΓS is the reflection coefficient looking toward the two-port network’s source  
ΓL is the reflection coefficient looking toward the two-port network’s load.  
 

Referring to Figure 3.28, sequentially applying (3.83) from right to left 
beginning with ΓL and scattering parameters S3 allows calculation of the input 
reflection coefficient Γinm for the mth two-port network, where m = 1 to 3. 
Similarly, sequentially applying (3.84) from left to right in Figure 3.28, beginning 
with ΓS and the scattering parameters S1, determines the output reflection 
coefficient Γoutm for the mth two-port network, where m = 1 to 3. Thus, sequential 
application of (3.83) and (3.84) specifies all input and output reflection 
coefficients for the overall network.  

For active devices, the quantities fmin, RN, and Γopt are noise parameters that 
are characteristic of a particular device, while the quantity Z0 is the system 
impedance, normally 50Ω. The noise factor of a transistor is 
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S2 optN
2 min 22

0 S2 opt

4

Z 1 1

R
f f

Γ − Γ
= +

− Γ + Γ
 (3.85) 

 
where  
 
fmin is the minimum noise factor of the device 
RN is the equivalent noise resistance of the device  
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Γopt is the value of the optimum source reflection coefficient for the transistor ΓS2 
(in Figure 3.28) that results in a minimum device noise factor. 
 

The available power gain for a two-port network is given by [18] 
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The noise factor of a lossy two-port network characterized at an operating 
temperature T is given by 
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f
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−
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where 
 
T0 = 290K 
GA is the available power gain 
 
We see that at room temperature (T = T0) the noise factor is equal to the power loss 
factor of the network, LA, or  
 

 A
A

1
f L

G
= =  (3.88) 

 
so that if the two-port network contains a lossy element, such as a series or parallel 
connected resistor, the noise factor of the device equals its loss. Thus, it is possible 
to either increase or reduce the available power gain, (3.86), and the resulting NF, 
(3.87), depending on the impedance mismatch at the network’s ports. 

Once the noise factors of the individual two-port networks are available, the 
overall stabilized amplifier noise factor is found by applying the expression for 
cascaded two-ports (3.54), which for the purposes here has three terms in it, each 
term corresponding to one of the two-ports shown in Figure 3.28, 
 

 32
a 1

A1 A1 A2

11 ff
f f

G G G

−−
= + +  (3.89) 

 
In (3.89), subscripts 1, 2, and 3 refer to the two-ports in Figure 3.28. Additionally, 
in (3.89), subscripts 1 and 3 refer to the noise factors and available gain of the 
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lossy two-ports that precede and follow the transistor, while subscript 2 refers to 
the noise factor and available gain of the transistor itself. Specifically, f1 is the 
noise factor found from (3.87) with GA1 from (3.86) for the first resistive network 
with scattering parameters S1 and reflection coefficients ΓS1 and Γout1. Noise factor 
f3 is also found from (3.87) with GA3 from (3.86) for the last resistive network with 
scattering parameters S3 and reflection coefficients ΓS3 and Γout3. Finally, noise 
factor f2 for the transistor itself is found from (3.85) where GA2 is the transistor’s 
available gain, (3.86), with scattering parameters S2 and reflection coefficients ΓS2 

and Γout2.  
The final two columns in Table 3.1, GT and Ftotal, predict the transducer power 

gain and overall noise figure when the matching network is such that the BJT’s 
input reflection coefficient, ΓS2, equals the optimum reflection coefficient Γopt. 

Of special interest in these results is that the series output only (case 4) 
provides more than 2 dB additional gain and almost 0.1dB better noise figure 
performance compared with the parallel output only case (case 5). The parallel 
input/parallel output configuration (case 8) is unconditionally stable across the 
entire frequency range and improves the gain by 1.23 dB while suffering only a 
0.30dB degradation of the noise figure compared to the series output-only case. 
These comparisons illustrate the possible choices of a stabilizing network for the 
amplifier that provides alternative compromises among gain, noise, and stability 
for a given application. 

The results in the preceding paragraph can be understood from the Friis 
expression (3.89). For example, cases 4, 5, and 8 result in the lowest noise 
contribution, with cases 4 and 5 lower than case 3. This is because the attenuator 
follows the transistor, and as (3.89) shows, the effect of the noise contribution 
from the final two-port network is reduced by the relatively large amplifier gains. 
In the example of case 8, the overall noise figure is slightly worse than for cases 4 
and 5 because the attenuation is applied at the amplifier input, and as (3.89) shows, 
the full noise contribution of this two-port network appears in the overall noise 
factor, fa. This attenuator is relatively ineffective in adding noise, however, 
because the attenuation and mismatch produced by the parallel connected 5 kΩ 
resistor is very small compared with the other cases shown. Thus, attenuators at 
the input and the output do not contribute equally to the degradation of the overall 
amplifier noise factor, fa, but the degree of degradation also depends upon the 
attenuation and mismatch of a specific attenuator, in addition to its location.  
 
3.4.8 LNA Nonlinearity Model 
 
An LNA is inherently a nonlinear device, as is any amplifier, when driven to its 
limits. A nonlinear system output up to the third order is given by 
 
 2 3

0 1 2 3( ) ( ) ( ) ( )y t a a x t a x t a x t= + + +  (3.90) 
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Given a two-tone input signal into this nonlinearity 
 
 1 2( ) cos( ) cos( )x t A t A t= ω + ω  (3.91) 
 
we wind up with signals at 1 2nf mf± and 2 1,nf mf± a few of which are shown in  

Figure 3.29. Usually the distortion term represented by 2f1 – f2 and 2f2 – f1 fall in 
band as we see in Figure 3.29. This is the characteristic of a third-order 
nonlinearity. A large in-band blocking signal (called a blocker) can desensitize the 
circuit. It is measured by the 1dB compression point. 
 

Definition 3.1: 1dB Compression Point. The 1dB compression 
point is where the transfer characteristic deviates from linear by 
1dB. It is a measure of the gain compression for large input 
signals (Figure 3.30). 

 
The ideal transfer characteristic of any device is linear. The output of an ideal 
LNA is an exact replica of the input amplified by the gain of the amplifier. Such 
behavior is only approximate and there are input levels that, when reached, cause 

 
 
Figure 3.29 Output signal spectrum of a nonlinear device. 

 

 
 
Figure 3.30 Definition of the 1 dB compression point. 
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the output to no longer be replicates of the input. These levels are defined by the 
intercept points.  
 

Definition 3.2: Input Second-Order Intercept Point. The 
input second-order intercept point (IIP2) is the point where the 
linear transfer characteristic and the second-order 
intermodulation curve intersect (see Figure 3.31). 
 
Definition 3.3:  Input Third-Order Intercept Point. The input 
third-order intercept point (IIP3) is a similar concept using the 
IM3 transfer characteristic, as shown in Figure 3.31. 
 

IIP2 and IIP3 are measures of intermodulation behavior. The output intercept 
points (OIP2 and OIP3) are the corresponding outputs on the transfer 
characteristic. 
 As indicated in Figure 3.29, nonlinear behavior of the LNA produces 
extraneous signals at the output. These unwanted signals are referred to as spurs. 
The range of input signal levels over which these spurs do not appear is referred to 
as the spur-free dynamic range. 

 
Definition 3.4: Spur-Free Dynamic Range. The spur-free 
dynamic range (SFDR) is the range of input levels for which 
there are no undesired spurs created in the output (Figure 3.32).  
It is the input range over which the output signal is a faithful 
reproduction (amplified) of the input signal. 

 
More will be considered about these parameters in subsequent chapters when 

specific areas of application are discussed. 
 
 

3.5 Noise Reduction with an Input Transformer 
 
A transformer at the input of an amplifier may improve its noise performance. 
Figure 3.33(a) shows a signal source connected to an amplifier through a 
transformer with a turns ratio 1:n. Resistors R1 and R2 represent the primary and 
the secondary winding resistances, respectively. Figure 3.33(b) shows the 
equivalent circuit seen by the amplifier input with all noise sources shown. The 
source 

1t
v represents the thermal noise generated by the effective source resistance 

2
S 1 2( ) .n R R R+ +  Analysis of this circuit reveals that the instantaneous amplifier 

output voltage is given by 
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Figure 3.31 Definition of intercept points. 

 

 
 
Figure 3.32 Definition of spur-free dynamic range (SFDR). 
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The equivalent noise input voltage referred to the source is obtained by factoring 
the turns ratio from the brackets in (3.92) and retaining all terms except the vS 
term. The expression obtained can be converted into a root-square sum to obtain 
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 (3.93) 

 
where ρ is the correlation coefficient between vn and in.  

Since the series resistance of a transformer winding is proportional to the 
number of turns in the winding, it follows that 2 1/ .R R n∝  This makes it difficult 

to specify the value of n which minimizes Vnis. In the case that 2
S 1 2 / ,R R R n>> +  

the expression for vnis is given approximately by 
 

 2 2 2 2
nis B S n n n S n S2

1
4 2v k TR f v v i R i n R

n
≈ Δ + + ρ +  (3.94) 

 
 
Figure 3.33 Signal source coupled to an amplifier: (a) coupled to amplifier through an ideal
transformer and (b) amplifier with equivalent input circuit. 
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This is minimized when n is given by 
  

 n

n S

v
n

i R
=  (3.95) 

 
In this case, the effective source resistance seen by the amplifier is 2

S n n/ .n R v i=  

This is the optimum source resistance that minimizes the NF. Thus, the NF is 
minimized and the SNR is maximized simultaneously by the transformer. 

The transformer winding resistance can be a significant contributor to the 
thermal noise at the amplifier input, especially if the source resistance is small. For 
this reason, a transformer can result in a decreased SNR compared to the case 
without the transformer. With a BJT input stage the noise can be minimized by 
biasing the input stage at a particular current. When this is done, a transformer 
cannot be used to further decrease the noise. 
 
 

3.6 Band Select Filtering/Preselector Filters 
  
Preselection filtering is often included in the receiver front end. This filtering 
selects large portions of the frequency spectrum to be filtered for passing on to the 
rest of the receiver. Its purpose is to reject those portions of the spectrum that are 
not of current interest. Preselection filters also contribute to the rejection of images 
(discussed next). Roofing filters are inserted into the lower frequency IF chain to 
provide for fine-grain filtering unattainable by preselection filtering. 

Figure 3.34 shows where these additional elements are added to the basic 
receiver structure. The preselector filter can either be a bank of fixed tuned 
suboctave filters or a tunable filter (typically with bandwidth 8–10% of tuned 
frequency). In either case, the bandwidths of the filters should be less than one 
octave in order to effectively block harmonics of strong interfering signals. In 
Figure 3.35, the signal of interest (SOI) is located at f2. The preselector filter tunes 
to allow f2 to pass. If a large amplitude interfering signal located at a frequency of 

 

Figure 3.34 EW receiver block diagram. 
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f1, such that f1 = f2/2, is present, the preselector filter prevents the receiver’s first 
mixer from generating second harmonic distortion that would potentially mask this 
SOI. 

The location of the preamplifier is crucial. It is purposely located after the 
preselector filter. Preamplifiers require large gain and low noise figures to 
overcome the noise figure of the downstream receiver. By locating the 
preamplifier after the preselector filter, large-amplitude interfering signals are 
attenuated before they reach the preamplifier. The results are both good distortion 
and a good noise figure for the receiver. For this reason, noise performance does 
not need to be traded off for distortion performance in EW receivers. 
 
3.6.1 Roofing Filters 
 
At RF frequencies, the low quality factor (Q) of the preselector filters prevents 
sufficiently narrow bandwidth to block all interfering signals. If the signal of 
interest is located at a frequency close to the interfering signal, both signals can 
progress through the receiver chain. The roofing filters, located at one of the IF 
stages (usually the first), provide further suppression of interfering signals before 
they can reach the final IF stages or the ADC. These analog filters are a set of 
fixed frequency bandpass filters whose bandwidths are variable. These filters can 
either be configured as a bank of filters or a single filter with tunable bandwidth. 

Figure 3.36 shows how the roofing filter is used in the EW system. In this 
figure, two large-amplitude signals are close enough in frequency that the 
preselector filter at the RF input cannot remove both tones. The roofing filter, due 
to operating at a lower frequency, has a Q sufficiently large to allow for narrow 
bandwidths. Roofing filters are effective when an SOI is located at a frequency 
that would fall near an intermodulation distortion (IMD) product generated by the 
two large interfering signals. When measuring the weaker SOI, the large-
amplitude interfering signals fall outside the roofing filter bandwidth. With the 
interfering tones attenuated by the roofing filter, the amplifier stages that follow 
the roofing filters no longer create significant distortion, which allows the gain of 
these final stages to be increased. Two important results occur: one is that the 

 
Figure 3.35 Preselector filter blocks interfering signals. 
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increased gain helps overcome the noise figure of the ADC, and the other is that 
the higher signal level at the ADC input improves the ADC’s SFDR performance. 

More details on signal filters are considered in Chapter 6 where we discuss IF 
filters and RF filters in general. 

 
 

3.7 Concluding Remarks 
 
The RF stage, which consists of all elements between the antenna and the mixer in 
a receiver, was introduced in this chapter. Normally these elements include 
preselection filters, an LNA, and image reject filters. 
 The LNA typically establishes the sensitivity of a receiver through its NF. The 
NF essentially sets the noise floor, and the components farther down the receive 
chain have a diminishing effect on that level if the gain of the LNA is sufficiently 
high. Any losses before the LNA due to passive devices, such as preselection 
filters, directly add to the NF of the receiver. Therefore such filters should be as 
high quality (low loss) as possible.  
 The preselection filters perform the function of RF band selection and are 
normally suboctave or tuned filters. They eliminate strong out-of-band signals 
from desensitizing the receiver. The image reject filters (which are discussed at 
length in Chapter 4) cause signals at the image frequencies generated in the mixer 
to be attenuated so the IF chain only amplifies the SOI. 
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Chapter 4 
 
 

Bandwidth Expansion for 
Small Signal Amplifiers 
 
 

4.1 Introduction 
 
Over the past few decades, many techniques have been developed to improve the 
bandwidth of amplifiers [1, 2]. As we attempt to quantify below, an improvement 
in the bandwidth of the amplifier is often accompanied by a corresponding drop in 
its low-frequency voltage gain and other effects. As such, the gain-bandwidth 
(GBW) product serves as a useful figure of merit for an amplifier topology in a 
given device technology [3]. For the purposes of this discussion, the bandwidth is 
defined as the lowest frequency at which the voltage gain drops by 3dB.1 
Accordingly, this bandwidth is often called the 3dB bandwidth. 

One of the requirements for an RF stage amplifier in an EW system in most 
cases is that it must be broadband.2 As discussed in Pozar [4], there are various 
ways to achieve broader bandwidths than otherwise, but like other practices in 
engineering, they all inevitably lead to tradeoffs of some kind.  

Some popular methods of achieving broadband operation are: 
 

1. Shunt peaking 
2. Input and output matching to compensate for the 21s  falloff, but this is 

generally accompanied by a mismatch of input and output impedances, 
which, in turn, lead to poor power transfer between stages 
 
 

                                                           
1 Note that this definition of bandwidth works here because small signal amplifiers are being discussed. 
This loss is unacceptable for power amplifiers. 
2 In the most general case, broadband refers to a filter response that is nominally the same, ideally flat, 
over a band of frequencies rather than at a single frequency. For our purposes, we embrace this 
definition but the band of frequencies is normally quite large—several hundreds of MHz is not atypical. 
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3. Resistive matching networks, where good impedance matching can be 
provided with an attendant decrease in gain and/or noise figure. This is 
sometimes referred to as lossy matching [5] 

4. Negative feedback. Again gain and noise figure suffer, but wide 
bandwidths are possible 

5. Balanced amplifiers 
6. Distributed amplifiers. 

 
We discuss these methods of bandwidth enhancement in this chapter. 

Typically the s-parameters of an unstabilized and untuned amplifier have the 
characteristics illustrated in Figure 4.1.  21s is constant for frequencies below the 

beta cutoff frequency (fβ) and falls off at 6dB per octave after that point. The 
transducer cutoff frequency (fS) is the frequency where 21s falls to 0dB.  

  
 

4.2 Shunt Peaking 
 
Shunt peaking is one of the earliest and perhaps the simplest technique for 
bandwidth expansion. Consider the simple common source amplifier illustrated in 
Figure 4.2(a) [6]. We assume that the frequency at which this amplifier is to 
operate is governed by a single dominant pole, which is determined solely by the 
output load resistance and the load capacitance shown in the FET amplifier model 
shown in Figure 4.2(b). The voltage gain of this stage is given by 
 

 out m
V

in

( )

( ) 1

V g R
G

V j RC

ω
= =

ω + ω
 (4.1) 

 

 
 
Figure 4.1 Typical s-parameter performance versus frequency. fβ is the beta cutoff frequency and, fS  is
the transducer cutoff frequency. 
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which illustrates the single dominant pole [6].  
  The introduction of an inductance in series with the load resistance as shown 
in Figure 4.2(c) alters the frequency response of the amplifier. This technique, 
referred to as shunt peaking, enhances the bandwidth of the amplifier by 
transforming the frequency response from that of a single pole to one with two 
poles and a zero as in Figure  4.2(d). The gain of the amplifier stage is now  
 

 out m
V 2

in

( ) ( )

( ) 1

V g R j L
G

V j RC LC

ω + ω
= =

ω + ω − ω
 (4.2) 

 
While the poles may not be complex, they usually are when the networks are used 
for bandwidth extension. The zero is determined solely by the time constant and is 
primarily responsible for the bandwidth enhancement. 

 
 
Figure 4.2 Shunt peaking a common source amplifier. (a) Simple common source amplifier and (b) its
equivalent small signal model. (c) Common source amplifier with shunt peaking and (d) its equivalent
small signal model. 
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The frequency response of this shunt peaked amplifier is characterized by the 
ratio of the L/R and RC time constants. We denote this ratio by m so that 

2 .L mR C=  Figure 4.3 [6] illustrates the shunt-peaking effects on the frequency 
response of the amplifier for the values of m delineated in Table 4.1. The case with 
no shunt peaking is used as the reference so that its low-frequency gain and its 
3dB bandwidth are equal to one (RC = 1 and gmR = 1). 

 
 
Figure 4.3 Frequency response of shunt peaked cases in Table 4.1: (a) magnitude responses and (b) 
phase responses. 
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As seen, the 3dB bandwidth increases as m increases. An 85% improvement 
in bandwidth occurs when m = 0.71, which is the maximum bandwidth obtained 
with two poles and a single zero. However, this comes at the cost of significant 
magnitude peaking. A maximally flat response is obtained for m = 0.41 with a 
bandwidth improvement of 72%. 

A linear phase response up to the 3dB bandwidth occurs when  m = 0.32, 
which is 60% higher than the case without shunt peaking. This is called the 
optimum group delay case and is desirable for optimizing pulse fidelity in 
broadband systems that receive digital signals. Deviations from linearity, however, 
are tolerable with this approach for the other values of m considered. 

 
 

4.3 Input and Output Matching 
 
It is not uncommon that at small signal levels, as applicable to the discussions in 
this chapter, concerns other than maximum power transfer between stages are 
important, such as maximizing usable bandwidth in this case. Therefore, it is not 
necessarily a bad characteristic if the interstage matching is not retained. 
 
4.3.1 Bandwidth Enhancement for Transimpedance Amplifiers 
 
The parasitic capacitances of the active devices used for amplification are the main 
cause of limited bandwidth in wideband amplifiers. As just seen, adding an 
inductor in series with the output load to increase the effective load impedance as 
the capacitive reactance drops at high frequencies is one way to implement first-
order shunt peaking, thereby significantly enhancing the bandwidth. 

The approach to bandwidth extension presented in [7] turns the entire 
amplifier into a lowpass filter with a well-defined passband characteristic and 
cutoff frequency. The parasitic capacitances of the active devices are absorbed as 
part of the lowpass filter, and hence, the bandwidth of the amplifier can be 
controlled. Theoretical limits of the gain-bandwidth product of lumped amplifiers 
have been known for over half a century [8]. Broadband filter synthesis techniques 
for bandwidth enhancement have been used for wideband amplifier [9, 10] and 
interconnect [11] design. Applying proper matching networks between amplifier 
stages to approach those limits is the key step in improving wideband amplifier 

Table 4.1 Performance Metrics for Shunt Peaking 

m Normalized ω3dB Response 
0 1.00 No shunt peaking 

0.32 1.60 Optimum group delay 
0.41 1.72 Maximally flat 
0.71 1.85 Maximum bandwidth 

Source: [6]. 



Electronic Warfare Receivers and Receeiving Systems 154 

bandwidth with this method. 
 
4.3.2 Limits to Bandwidth Enhancement 
 
The ideal characteristics of an EW broadband amplifier include maintaining 
constant gain and linear phase over its designed passband. It has already been 
mentioned several times that the bandwidth requirements for EW systems are quite 
large due to the unknown target environment such systems must be prepared to 
address. While evolving semiconductor technologies continue to provide 
transistors with higher cutoff frequencies, achieving the widest possible bandwidth 
with any given technology is still a desirable goal for several reasons. First, a 
design must at some point be frozen so that it can be constructed and used. That 
dictates some form of available technology and the bandwidth with that 
technology must be as wide as possible. Second, the wider the bandwidth of a 
given amplifier the fewer the required amplifiers, which, in turn, means lower 
cost, lower heat dissipation requirements, smaller size, etc.  
 
4.3.2.1 Single-Stage Amplifiers 
 
One-Port Load Network 
 
Figure 4.4(a) shows a simple, low- to mid-frequency model for a linear single-
stage transimpedance amplifier, where R and C are the aggregate parasitic 

 
 
Figure 4.4 Single-stage amplifier. (a) First-order load. (b) General passive impedance load. 



Bandwidth Expansion for Small Signal Amplifiers 155 

resistance and capacitance of the transistor and the input of the following stage, 
respectively. This load is a single-port network. The GBW product of this 
amplifier is given by 
  

 mGBW
2

g

C
=

π
 (4.3) 

 
The parasitic capacitance limits the bandwidth according to (4.3) by reducing the 
output impedance of the amplifier as the frequency increases, while the resistance 
has no first-order effect on GBW. Hence, maintaining uniform output impedance 
by somehow countering the effects of the capacitance over a wider frequency 
range will increase the GBW. Inserting a more elaborate passive load network than 
a simple RC network is one way to accomplish this. Figure 4.4(b) shows the 
generic load network, Z(jω), that should look like a constant resistance over the 
frequency range of interest.  

The Bode-Fano limit is  a theoretical limit on the GBW that can be attained by 
inserting Z(jω). For the amplifier in Figure 4.4(b) it is [12] 
 

 m
maxGBW

g

C
=

π
 (4.4) 

 

where C  is defined as 
 

 
1

limC
j Zω→∞

 
=  ω 

 (4.5) 

 
and Z(jω) is an impedance function.3 Z(jω) includes the aggregated output 

capacitance C, shown in Figure 4.4(a). C is greater than or equal to C  for a one-
port load network. Thus, according to (4.4), any one-port passive network added in 
parallel to C can improve the GBW product by at most a factor of two over that of 
the amplifier in Figure 4.4(a). As a result, the maximum achievable bandwidth 
enhancement ratio (BWER) for a one-port load is two. Shunt peaking is an 
example of this. Shunt peaking results in BWERs of 1.6 and 1.72 when designed 
for optimum group delay or maximally flat responses, respectively. 
 
 
 

                                                           
3 An impedance function is a rational function (ratio of two polynomials with real coefficients) of 
frequency with no right half-plane poles. In addition, the numerator polynomial is of at most one 
degree higher than the denominator. 
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Two-Port Matching Network 
 
Consider the single-stage transimpedance amplifier shown in Figure 4.5(a). The 
intrinsic output resistance and capacitance of the transistor, i.e., R1 and C1, are 
separated from those of the load—namely, C2 and R2. The combination of 
capacitors limits the bandwidth of the amplifier; that is, 
  

 

 
 
Figure 4.5 (a) Small signal model of an amplifier with the loading effect of the next stage amplifier.
(b) The inserted passive network isolates the amplifier parasites and the load. (c) Additional inductor
forms a third-order passive network at the output. 
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 m

1 2

GBW
2 ( )

g

C C
=

π +
 (4.6) 

 
A passive two-port network can be inserted between the transistor’s intrinsic 
components (R1 and C1) and load (C2 and R2 ) to increase the bandwidth, as shown 
in Figure 4.5(b) [7]. This two-port passive network can maintain the impedance 
seen at the output of the amplification stage constant over a wider frequency range 
than if it were not there, as it separates and isolates C1 from C2. Therefore, C1 is 
the only capacitor that affects GBW at the input port of the network (output of the 
amplification stage). 
  As above, the maximum GBW product at the input port of N(jω) is 
 

 m
max

1

GBW
g

C
=

π
 (4.7) 

 
Bode has shown that, for C1 = C2 = C/2 it is possible to design N(jω) in such a way 
that the GBW product at the output port is the same as that of the input. Thus, for a 
single-stage amplifier with a two-port passive reactive load network, we have 
 

 m
max

1

2
GBW

g

C
=

π
 (4.8) 

 
One such configuration for N(jω) is a constant-k LC-ladder filter [13] 

terminated in its image impedance.4 Compared to (4.6) with C1 = C2 = C/2, (4.8) is 
four times larger than the GBW product of a single-stage amplifier without the 
additional coupling network. As a result, for equal low-frequency gain, the 
maximum achievable BWER for a two-port load is four. 

It is typically computationally difficult to determine the component values for 
the optimizing two-port network directly. Even for the case of the third-order 
system in Figure 4.5(c), with only an additional inductor between the device and 
the load, the value of the inductor that maximizes the bandwidth is quite difficult 
to find. Instead, graphical or simulation methods can be used. Figure 4.6 [7] shows 
the normalized gain of a single-stage amplifier with a passive network load 
consisting of a single inductor similar to Figure 4.5(c), where the inductor isolates 
C1 and C2. The component values are normalized to achieve 0dB gain at low 
frequency and a 1 rps 3dB bandwidth when the output impedance of the amplifier 
is equal to the load (R1 = R2 = 1Ω and C1 = C2 = 1F). (Methods to denormalize 
                                                           
4 A constant-k LC-ladder filter that is terminated in its image impedance has a constant transfer function 
over the frequencies less than its cutoff frequency (fc). 
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these values to more realistic ranges are covered in Chapter 5.) 
Values for the BWER, defined as the ratio of the 3dB bandwidth of the 

amplifier to the 3dB bandwidth when L = 0, are summarized in Table 4.2. Even 
with the simple third-order π-section passive network, the BWER is significant 
compared to its theoretical limit. Bandwidth optimization assumes no gain peaking 
constraints. 

 
4.3.2.2 Multistage Amplifiers 
 
It is frequently difficult to achieve a desirable GBW product with a single stage of 
amplification. Every technology yields active devices that are inherently limited in 
some way. To overcome this difficulty, several stages of amplification are 
typically cascaded, with the total gain being the product of the gain of each stage. 
However, the overall bandwidth is less than the bandwidth of each stage, because 
the gain drop in the passband of each amplifier will accumulate. In fact, there is an 

optimum value for the gain of each stage in a multistage arrangement that 
maximizes the overall bandwidth. 

 
Table 4.2 BWER for the Third-Order Passive Network in Figure 4.6 

 
L (H) BWER 

0 1 
0.2 1.44 
0.4 2.46 
0.5 2.2 
0.6 2.0 

0.707 1.83 
1.0 1.52 
1.3 1.31 

 
 
Figure 4.6 Normalized gain of the amplifier with third-order network load and different inductor
values. R1 = R2 = 1Ω, C1 = C2 = 1F.  
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Consider the simple model shown in Figure 4.7 for a CMOS amplification 
stage. The transfer function for a cascade of N such stages is given by the product 
of the transfer function of each stage: 
 

 0( )
1 /

N

p

G
G s

s

 
=   + ω 

 (4.9) 

 
where G0 and ωp are the gain and 3 dB bandwidth of a single stage, respectively. 
The 3dB frequency for the overall network, denoted here by ωh, can be found with 
 

 

2

2 2
0

h

p

( ) 1 1

2
1

N N

G s

G
= =
  ω +   ω   

 

 
which yields 
 

 1/h

p

2 1Nr
ω

= = −
ω

 (4.10) 

 
This function is plotted in Figure 4.8. Even cascading two stages to provide gain 
reduces the bandwidth by over 25%. Now 
 

 m2 m2 T
p

m1 m2total 0

T T

1

g g
g gC G

ω
ω = = =

++
ω ω

 

 
The total gain is the product of the individual gains, viz 
 

 
 
Figure 4.7 FET (MOSFET and JFET) HF model. 
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 total 0G NG=  (4.11) 

 
Substituting these into (4.10) yields 
 

 
1/

h
1/

T total

2 1

1

N

NG

ω −=
ω +

 (4.12) 

 
Expression (4.12) has a maximum that is independent of Gtotal. Assume that N is 
large (N > 4). Then 
 

 1/
h p p

0.83
2 1N

N
ω = ω − ≈ ω  (4.13) 

 
In addition, assume that the capacitance of the load conductance can be neglected 
as we do in Figure 4.7, m1 T m2 T/ / .g gω >> ω  Then 

 

 m1 T T
p T 1/

m2 0 total
N

g

g G G

ω ω
ω ≈ ω = =  (4.14) 

 
Combining (4.14) with (4.13) yields 
 

 h

1/
T total

0.83
NG N

ω
=

ω
 (4.15) 

 
Note that 
 

 
 
Figure 4.8 Bandwidth degradation with multiple stages of amplification and filtering. 
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 total hGBW NG= ω  (4.16) 

 
Comparing to the single-stage GBW product, GVωp, there is a gain-bandwidth 
improvement of 
 

 multistage 1 1/
total

one-stage

GBW
2 1

GBW
N NG −= −  (4.17) 

 
for instance, that corresponds to a factor of 4.4 improvement in GBW. For larger 
Gtotal, GBW will increase dramatically by introducing additional single stages at 
the price of increasing overall power consumption, cost, etc. In practice, each 
stage has a loading effect on its previous stage, which reduces its bandwidth, 
hence reducing the overall bandwidth. The matching networks can reduce the 
loading effect by separating the output of an amplifier from the input of its next 
stage. One disadvantage of multistage amplifiers, in general, and multistage 
amplifiers with two-port matching networks between each stage in particular, is 
excessive phase shift that each amplifier stage or each network adds to the signal 
path [14], which can result in instability in feedback amplifiers. 
  
 

4.4 Lossy Matching 
 
The application of dissipative gain compensation in interstate matching networks 
[15] and amplifier stabilization by means of resistive-loaded shunt networks [5] 
have been known for many years. In this section we consider the electrical 
behavior of lossy match amplifiers and examine the influence of the individual 
circuit elements on the amplifier’s performance characteristics such as NF, gain, 
and reflection coefficients. Formulas that express the important tradeoffs that exist 
between gain and reflection coefficients are discussed. Furthermore, formulas for 
the amplifier’s NF and minimum NF are presented. Finally, the experimental and 
theoretical results of a two-stage lossy match amplifier are compared. 

 
4.4.1 Performance Parameters 
 
The schematic of a multistage lossy match amplifier is shown in Figure 4.9 [5]. 
The basic circuit functions of this amplifier are three: input matching, 
amplification, and interstage matching. The topology of the basic lossy match 
amplifier block containing dissipative circuit elements across its input and output 
terminals may be represented by y-parameters as shown in Figure 4.10. The two-
port between these two resistive shunt elements consists of the transistor and any  
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Figure 4.10 Block diagram of the basic lossy match amplifier. 

 
 
Figure 4.9 Circuit topology of a multistage lossy match amplifier.  
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additional elements that may be required for desired performance. In the case of 
the basic amplifier block in Figure 4.11, an open circuit shunt stub cascaded with a 
90Ω transmission line at the transistor’s drain terminal serves this purpose.  

Using the admittance representation of Figure 4.10, the scattering parameters 
of this network can be determined, yielding 

 

 o 21 12
21 2

12 o 11 22

1 1
(1 )(1 )

Y y y
s

y Y s s

 
= − + − + +  

 (4.18) 

 
This expression leads to the calculation of the impact of any improvement of the 
reflection coefficients 
  

 
 
Figure 4.11  Circuit topology of a single-stage lossy match amplifier and equivalent circuit elements 
of the GaAs MESFET. 
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by means of the admittances YG and YD on the unit’s gain 

2

21 .s  Y0 is the 

characteristic admittance. 
When 

 

 21 12
11 222

0
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s s
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+ + <<  (4.21) 

 
is satisfied (which is normally true), applying the binomial theorem to (4.18) 
yields 
  

 21
21 11 22

0

(1 )(1 )
2

y
s s s

Y
≈ − + +  (4.22) 

 
A close examination of (4.19) and (4.20) reveals that the input and output 
reflection coefficients s11 and s22 can only be made zero by means of the lossy 
shunt elements YG and YD as long as 
 

 in 0G Y≤  (4.23) 

 out 0G Y≤  (4.24) 

 
where Gin and Gout  are the conductance of the input and output admittances 
 

 12 21
in in in 11 G

0 22 D

y y
Y G jB y Y

Y y Y
= + = + −

+ +
 (4.25) 

 12 21
out out out 22 D

0 11 G

y y
Y G jB y Y

Y y Y
= + = + −

+ +
 (4.26) 

 
However, even if conditions (4.23) and (4.24) are not met, input and output 
matches may be improved by the reactive components of YG and YD. 

In most practical cases of lossy match gallium-arsenide (GaAs) metal-
semiconductor FET (MESFET) amplifiers, (4.23) and (4.24) are satisfied over 
most or at least over the lower portion of the frequency band. In order to improve 
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the matches over the upper portion of the band, conventional matching techniques 
may be added by employing transmission line elements and open-circuit shunt 
stubs outside of the basic lossy match amplifier of Figure 4.10. This may be 
accomplished in form of the input and interstage matching networks shown in 
Figure 4.9. 

The insertion gain of the basic amplifier derived from (4.19) and (4.20) is 
 

 

22

0 21 12
11 222

12 0

Gain 1 (1 )(1 ) 1
Y y y

s s
y Y

= + + + −  (4.27) 

 
At frequencies where (4.21) is satisfied, the exact formula for gain (4.27) can be 
approximated with 
 

 

2
2 221

11 22
0
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4

y
s s

Y
= + +  (4.28) 

 
The error when using (4.28) in case of the basic amplifier contained in Figure 

4.11(a) for RG = RD = 100Ω does not exceed 0.25dB up to frequencies of 5 GHz. 
While (4.27) expresses the tradeoffs between gain and reflection coefficients 

in their exact form, they can most easily be demonstrated on the basic amplifier’s 
low-frequency model. The reactive elements of the transistor model listed in 
Figure 4.11(b) have relatively little influence on the magnitude of the amplifier’s 
gain and reflection coefficients for frequencies up to 1 GHz. Thus, the transistor 
can be represented by its low-frequency model and the amplifier circuit can be 
reduced to the simple network at the inset in Figure 4.12. For this idealized model, 
the scattering parameters are 
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and 
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where Z0 is the characteristic impedance. Furthermore, substituting Y21 = gm and 
Y12 = 0 into (4.18), where gm is the transconductance, results in 
 

 m 0
21 11 22(1 )(1 )

2

g Z
s s s= − + +  (4.33) 

 
At low frequencies, s11 and s22 have negligible imaginary components, and the 
gain can be expressed as 
 

 
2

2 m 0
21 11 22Gain (1 )(1 )

2

g Z
s s s

 = = + +  
 (4.34) 

 
which clearly expresses the tradeoffs between the gain and the reflection 
coefficients. This relationship is presented in graphical form in Figure 4.12 for a 
lossy match amplifier with identical input and output conductance; that is, GG = 
Gds + GD = G, resulting in s11 =  s22. 
 

 
 
Figure 4.12 Gain and reflection coefficients of a symmetric module (s11 = s22) at low frequencies as a
function of GZ0 = GGZ0 = (Gds + GD)Z0. 
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4.4.2 Practical Considerations 
 
When cascading realistic lossy match amplifier modules, some of the unit’s circuit 
elements require values somewhat different from those of the schematic in Figure 
4.11(a). This is due to the fact that the inputs and outputs of individual stages are 
no longer terminated by 50Ω impedances. 

The topology of an optimized two-stage amplifier is given in Figure 4.13. The 
lossy match resistors RG = 70Ω and RD = 85Ω were not subjected to optimization 
but rather determined experimentally by trying to achieve flat gain performance 
over the 2- to 8-GHz band. The measured and computed  NFs, gains, and 
reflection coefficients for this two-stage amplifier are compared in Figure 4.14.  

 
4.4.3  Summary 
 
The NF, gain, and reflection coefficients of the lossy match amplifier have been 
examined and formulas to calculate these parameters developed. Based on the 
theoretical results, a two-stage amplifier was designed and tested. The unit’s 
computed performance was compared with actual test data over the design 
frequency band of 2- to 8-GHz. The comparison demonstrates good agreement 
between the measured and computed results. These results show the enormous 
bandwidth potential of the lossy match amplifier achievable in an extremely 
compact size.  
 
 

4.5 Feedback 
 
4.5.1 Shunt-Series Feedback 
 
The shunt-series feedback amplifier configurations are shown in Figure 4.15 for 
the three types of active devices considered here. Shunt feedback is provided by R2 

 
 
Figure 4.13 Circuit topology of the optimized two-stage amplifier with the shunt resistors RG = 70Ω
and RD = 85Ω. 
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because the small signal model for the FET puts R2 in a shunt role, while the series 
feedback is provided by R1. The current flowing from the drain to the source 
causes a voltage drop across R1, effectively causing vπ to be smaller, producing a  
negative feedback path. 

The input currents and voltages are related by the admittance matrix, which 
for the circuit shown in Figure 4.16 is given by 
 

 
g

1 1
m

g2 2
m 1 g

1/ 1/

1
1/

1+

gr r
I V

g
rI V

g R r

− 
    =    −     

 (4.35) 

 
This admittance matrix can be converted to the scattering matrix yielding 

  

 
 
Figure 4.14 Comparison or the computed and measured performance characteristics of the amplifier
shown in Figure 4.13. 
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Figure 4.16 Low-frequency equivalent circuit of GaAs FET amplifier. 

 

 
 

Figure 4.15 Shunt-series negative feedback. 
 



Electronic Warfare Receivers and Receeiving Systems 170 

 
 

  

2
m 0 0

m 1

2
m 0 0 m 0

m 1 m 1

21
1

(1 )

2 21 1
1

1+ (1 )

g g

g g

g Z Z

d r g R dr

g Z Z g Z

d g R r d r g R

  
−  

+   =  
    − + −      +     

S  (4.36) 

 
 where 
 

 
2

0 m 0

g g m 1

2
1

(1+ )

Z g Z
d

r r g R
= + +  

 
To make s11 = s22 = 0 
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or 

 

 
2
0

1
g m

1Z
R

r g
= −  (4.38) 

 
Then s21 and s12 of the feedback amplifier are 
 

 0 g
21

0

Z r
s

Z

−
=  (4.39) 

 
and 
 

 0
12

g 0

Z
s

r Z
=

+
 (4.40) 

 
Thus, we can see that the transistor sij are not frequency dependent. 
 
4.5.2 Shunt Feedback 
 
From (4.39), 
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 g 0 21(1 )r Z s= −  (4.41) 

 
Shunt only feedback is provided when R1 = 0, so from (4.38) 
 

 
2
0

1
m

1
0

g

Z
R

r g
= − =  (4.42) 

 
So gm for sii = 0 is 
 

 g
m 2

0

r
g

Z
=  (4.43) 

 
so if the device gm is different from that specified by (4.43) then sii will not be 
zero. Furthermore, if gm has a high value, in,outmin( )VSWR  can be obtained when 

2
1 g 0~ .R r Z  

 
Example 4.1: Suppose we need flat gain (loss) of 10dB in a 
50Ω system. Since 
 

 
2

p 21G s=  

 

then 21 10 3.16,s = − = −  so from (4.41) 

 
 g 50(1 3.16) 208 .r = + = Ω  (4.44) 

 
The required value of gm for the transistor is given by (4.43) 
 

 
2

m 2

208
83mS

50
g = =  (4.45) 

 
4.5.3 Bandwidth Extension 
 
Consider an amplifier whose high-frequency response is characterized by a single 
pole. Its gain at mid- and high frequencies is given by 
 

 M

H

( )
1+ /

s
s

α
α =

ω
 (4.46) 
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where αM denotes the mid-band gain and ωH is the upper 3dB frequency. 
Application of negative feedback, β, results in a closed-loop gain of 
 

 M M
f

H M

/ (1+ )( )
( )

1 ( ) 1 / (1 )

s
s

s s

α α βαα = =
+ βα + ω + α β

 (4.47) 

 
Thus the feedback amplifier will have a mid-band gain of M M/ (1 )α + α β  and an 

upper frequency of Hf H M(1 ).ω = ω + α β  The mid-band gain has been reduced by 

the amount of feedback, (1 ),+ αβ  while the upper 3 dB frequency has been 

increased by this same amount. Similarly a lower 3 dB frequency is 

Lf L M/ (1 ).ω = ω + α β  

 
 

4.6 Balanced Amplifiers  
 
A balanced amplifier, also known as a quadrature combined amplifier, 
implements two separate amplification chains as illustrated in Figure 4.17. The 
inputs to the amplifiers are derived from the input signal by passing the input 
signal through a 90o hybrid, which separates one path with no phase shift from the 
other, which has a 90o phase shift. After amplification, the output signals are 

 
 
Figure 4.17 Balanced amplifier. 
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passed through another 90o hybrid, in this case in a combiner role, which 
effectively removes the 90o shift [4]. 
 The advantages of the balanced amplifier is that the input and output 
impedances can be well matched and broad bandwidth can be achieved—up to and 
surpassing a decade. 
 The s-parameters for the two amplifiers are given by 
 

 11 12 11A 11B 12A 12B

21 22 21A 21B 22A 22B

( )1

( ) ( )2

s s s s j s s

s s j s s s s

− − +   
=   − + − −   

 (4.48) 

 
The s-parameters for the entire network are derived below. The 90o hybrids are 
also known as 3dB Lange couplers. Based on the input hybrid shown in Figure 
4.18, since one port of the hybrid is terminated in the characteristic impedance, the 
waves on the input side in Figure 4.17 are related by 
 

 
1 1

1A 1A

1B 1B

1
0

2 2
1

0 0
2

0 0
2

j

b a

a b

a b
j

 − 
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 (4.49) 

 
The s-parameter matrices for the two amplifiers are given by 
 

 1A,B 11A,B 12A,B 1A,B

2A,B 21A,B 22A,B 2A,B

b s s a

b s s a

     
=     

     
 (4.50) 

 
while the waves on the output hybrid coupler shown in Figure 4.19 are given by 

 
 

Figure 4.18 Input 90o hybrid coupler. 
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Therefore 
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Figure 4.19 Output 90o hybrid coupler. 
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   21A 21B 1 22A 22B 2

1
( ) ( )
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j
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and 
 

 
11A 11B 12A 12B

1 1

2 2
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1
( ) ( )

2 2
1

( ) ( )
2 2

j
s s s sb a

b aj
s s s s
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 (4.54) 

 
There are a number of advantages to this amplifier architecture. When the 

amplifiers and the hybrids are well matched, then the balanced amplifier has good 
stability. In addition, there are fewer components in the amplifier than some other 
topologies, leading to higher reliability, fewer tuning requirements, and lower cost. 
The input and output matching are accomplished by the two hybrids, and any 
mismatch reflections are absorbed by the two resistors. If one of the amplifiers 
fails, the gain decreases by 6dB, but total failure is avoided so the failure is not 
catastrophic. Last, the bandwidth of the balanced amplifier is determined by the 
two hybrids and can be an octave or more [4].  
 We will examine three types of couplers for the balanced amplifier: the 
branch-line coupler, in both discrete form and microstrip form, the Wilkinson 
combiner, and the TLT coupler. 
 
4.6.1 Coupling 
 
4.6.1.1 Branch-Line Coupler 
 
Consider the coupler shown in Figure 4.20. With input power applied to port 1 and 
ports 2, 3, and 4, terminated at 50Ω, with a1 at port 1, then 
 

 /21
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2
ja

b e− π=  (4.55) 

                                        1
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2
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                                        4 0b =   (4.57) 

 
Then 
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2 2
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b e e− π − π= +  (4.58) 
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 / 21 4
2

2 2
j ja a

b e e− π − π= +  (4.59) 

 
The s-parameters for the 4-port network are 
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When port 4 is terminated in Z0 = 50Ω, then the coupler becomes a 3-port 
divider/combiner with scattering matrix 
 

 
 
Figure 4.20 λ/2 Branch-line coupler. 
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Divider 
 
For a divider, a1 = a1, a2 = 0, and a3 = 0. In that case 
 

                                         1 0b =   (4.62) 
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Combiner 
 
For a combiner, a1 = 0, a2 = a2, 
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3 2 .ja a e π=  Then 

 

 ( )/ 2 /22
1 2 3

21

2 2
j ja

b a a e e− π − π= + =  (4.65) 

 
For the balanced amplifier with branch-line couplers, when port 1 is excited, 

port 4 is terminated in Z0 = 50Ω, and ports 2 and 3 are connected to amplifiers, the 
waves reflected back to the coupler are 
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The s-parameters for the balanced amplifier are 
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Hence 
 

 11 11A 11B0.5s s s= −  (4.73) 

 21 21A 21B0.5s s s= +  (4.74) 

 12 12A 12B0.5s s s= +  (4.75) 

 22 22A 22B0.5s s s= −  (4.76) 

 
 A balanced amplifier implemented with lumped element branch-line couplers 
is illustrated in Figure 4.21. The ABCD matrix of an inductor with two shunt 
capacitances at both ends is 
 

 
1 0 1 1 0

1 0 1 1

A B j L

C D j C j C

ω       
=       ω ω       

 (4.77) 

 

 
 
Figure 4.21 Lumped element branch-line coupler. 
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By equating the matrix elements 
 

 0s
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 1
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 0p
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Typical values for a 900 MHz coupler are L1 = 6.3 nH, L2 = 4.8 nH, Ct = C1 + C2 = 
4.5 pF. 

Some advantages and disadvantages of balanced amplifiers using branch-line 
couplers are listed in Table 4.3. 
 
4.6.1.2 Modified Branch-Line Coupler 
 
The size of the branches in a branch-line coupler can be reduced. Consider the 
coupler shown in Figure 4.22. The ABCD matrix of a λ/4 transmission line of Z0 is 
given by 
 

 c

c

0

/ 0

jZA B

j ZC D

  
=   

   
 (4.82) 

 
The ABCD matrix of a θ transmission line of Z with two shunt capacitances at 
each end is given by 
 

Table 4.3 Advantages and Disadvantages of Balanced Amplifiers with Branch-Line Couplers 

Advantages Disadvantages 
No VSWR problems with individual amplifiers More DC power required 
High stability Some insertion loss 

3 dB higher output power 
If one of the amplifiers fails, power gain 
decreases by 6 dB 

Easy to cascade Large area on MMIC substrate 
BW is limited by the couplers  
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 (4.83) 

 
By equating the matrix elements we get 
 

 c
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If Z > Zc, the main lines and shunt branches become less than λ/4. With 
 

 0Z
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the lengths of the main lines (θ1) and shunt branches (θ2) are 
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Figure 4.22 Modified branch-line coupler. 
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A comparison of the three branch-line couplers is provided in Figure 4.23. 
The quarter wave coupler provides the best performance while the performance of 
the modified coupler and lumped element coupler is similar. 
 
4.6.1.3 Transmission Line Transformer Coupler 
 
One implementation of the balanced amplifier using transmission line 
transformers  (TLTs) is illustrated in Figure 4.24. The hybrid for the input splitter 
is formed with T2 and R1, while the hybrid output combiner is formed with T3 and  

 
 
Figure 4.24 Balanced amplifier implementation with TLT couplers. 
 

 
 
Figure 4.23 Comparison of the three branch-line couplers. 
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R2. T1 and T4 are baluns that allow one side to be grounded. The required 90o phase 
shifts on the input and output are provided by the λ/4 transmission lines, W1 and 
W2, respectively. The transmission lines as shown are particularly applicable at 
microwave frequencies. For lower VHF and UHF frequency applications, lumped 
element T or π networks would be more applicable due to the required length for 
the transmission lines. 
 
4.6.1.4 Wilkinson Combiners  
 
A balanced amplifier implemented with Wilkinson combiners is illustrated in 
Figure 4.25. This implementation is particularly oriented toward microstrip 
implementations of the coupler as well as the matching networks. The scattering 
matrix for the Wilkinson combiner is  
 
 

 
 
Figure 4.25 (a) 3dB Wilkinson combiner. (b) Balanced amplifier implemented with the 3dB 
Wilkinson combiner. Purely lumped hybrid. 
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4.7 Distributed Amplifier 
 
We briefly describe the concept of distributed amplification in this section. It is 
one of the best known methods for creating wideband amplifiers. For an in-depth 
coverage of the topic, the reader is referred to [16]. There are also a considerable 
number of technical papers on the subject [5, 17–20]. 

A method to solving the bandwidth limitation problem was proposed by 
Ginzton et al. [21] using distributed amplification. In a distributed amplifier, the 
gain stages are separated with transmission lines, as illustrated in Figure 4.26. 
Although the gain contributions of several stages are added together, the artificial 
transmission line isolates the parasitic capacitors of several stages. In the absence 
of loss, we can improve the GBW product without limit by increasing the number 
of stages. In practice, the improvement is limited by the loss of the transmission 
line. Hence, the design of distributed amplifiers requires careful electromagnetic 
simulations and very accurate modeling of transistor parasitics. 

The term “distributed amplifier” was first coined in a paper by Ginzton et al. 
in 1948 [21] although the concept was actually introduced 8 years earlier in a UK 
patent of Percival [22].  
 It is well known that cascading identical amplifier stages to achieve a desired 
power level in the signal reduces the bandwidth of the resultant cascaded chain. As 
discussed above, the resultant bandwidth is given by 

 
 
Figure 4.26 Distributed amplifier. 
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 1/
overall 0 2 1Nω = ω −  (4.91) 

 
where ω0 is the bandwidth of a single stage and N is the number of stages. This 
bandwidth reduction is due to the fact that the GBW product remains constant, so 
if the gain is increased, the bandwidth must be reduced. The reduction is due to the 
interaction of the reactances between stages (in particular, capacitive reactances). 
If these reactances could be isolated from one another, then the bandwidth would 
not be reduced. That is the principle behind the distributed amplifier. Elements 
(could be discrete but distributed is more common) are placed between stages that 
are properly phased with each other so that the desired reactance isolation occurs. 
This is illustrated in Figure 4.26 where transmission lines are used. It is the 
inductive reactance properties of the transmission lines that primarily are used to 
isolate the capacitive reactances of each successive stage. 
 The distributed amplifier shown in Figure 4.27(b) [20] consists of two 
transmission lines on the input and the output, and multiple transistors providing 
gain through multiple signal paths. The forward wave (to the right) on the input 
line is amplified by each transistor. The incident wave on the output line travels 
forward in synchronization with the traveling wave on the input line. Each 
transistor adds power in phase to the signal at each tap point on the output line. 
The forward traveling wave on the gate line and the backward wave (traveling to 
the left) on the drain line are absorbed by terminations matched to loaded 
characteristic impedance of the input line, Zin, and output line, Zout, respectively, to 
avoid reflections. 
 For input and output lines with equal characteristic impedances, the (voltage) 
gain of the distributed amplifier can be approximated by 
 

 V m 02

N
A g Z L=  (4.92) 

 
where N is the number of amplifier stages, gm is the transconductance of each 
transistor, Z0 is the characteristic impedances of the input and output lines, and L is 
the end-to-end loss of the effective transmission lines. As we see, in the absence of 
loss the gain can be increased by addition of extra transistor sections without a 
penalty on the bandwidth and hence improving the GBW product without a limit. 
 The transmission lines may be replaced with lumped inductors, as shown in 
Figure 4.27(a). These inductors together with the parasitic capacitors of the 
transistors form LC ladder lowpass filters at the input and output. 
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4.8 Concluding Remarks 
 
We examined some methods of enhancing the bandwidth of small-signal 
amplifiers in this chapter. Broadband amplifiers are required for the LNA function 
in the RF stage of receivers. The broader the bandwidth of these amplifiers, the 
fewer the number is required. Most EW receivers cover broad bandwidth since the 
target coverage of the systems in which they are installed is frequently not a priori 
known. Keeping the number of LNAs to a minimum both decreases the cost of 
implementation and lowers the amount of power required of the receiver. 
 Increasing the bandwidth invariably causes tradeoffs to be made. The 
principal tradeoff of concern for LNAs is the effects on the NF. Some of the 
methods discussed here effectively increase the NF, although the effects are not 

 
 
Figure 4.27 Distributed amplifier concept: (a) lumped element and (b) transmission line.  
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the same for the methods discussed. As always occurs, lowering the Q of tuned 
circuits broadens their bandwidth. This lowering almost always involves inserting 
loss (resistance) into the circuits. Such is the case with the lossy matching method 
considered. Shunt peaking does not add loss, so the effects on the NF are 
minimized. 
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Chapter 5 
 
 

RF Mixers and Mixing 
 
 

5.1 Introduction 
 
Mixers are used in EW receivers for frequency conversion, signal detection, and 
phase detection. Often, it is the performance of the mixer that establishes limits for 
the intercept point of a receiving system.  We will initially focus on the frequency 
conversion here since that is, by far, the most common use for mixers. Using a 
mixer as a phase detection device is addressed later in the chapter when oscillators 
are considered.  

The superheterodyne receiver architecture, by far the most prolific receiver 
configuration in use, often has several frequency translation stages (IF 
frequencies) to optimize image rejection, selectivity, and dynamic range. Direct 
conversion receiver architectures use mixers at the input to both downconvert and 
demodulate the digital information. Mixers are thus widely used in the analog/RF 
sections of receivers. In these applications, often the mixer must be designed to 
handle a very wide dynamic range of signal powers at the input. 

The mixer can be used for demodulation, although the trend is to digitize 
following a low IF frequency and implement the demodulation function digitally. 
They can also be used as analog multipliers to provide gain control. In this 
application, one input is a DC or slowly varying RSSI signal, which, when 
multiplied by the RF/IF signal, will control the degree of gain or attenuation. 

While the nonlinearities in most electronic devices are troublesome and their 
elimination is fervently sought, mixers are nonlinear devices by their very nature. 
The process of mixing to translate signals in frequency depends heavily on the 
nonlinearities in mixers. It is also their greatest nemesis since such mixing 
generates superfluous signals that must be eliminated or at least reduced. 
 This chapter is structured as follows. We begin with a discussion of the RF 
mixing process, and the resulting signals generated. Some of these signals are 
desired while others are interference. We discuss some methods for dealing with 
these unwanted signals, including filtering and phase compensation. That is 
followed by a presentation on local oscillators and, in particular, phase locked 
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loops and digital synthesizers. We conclude the chapter with some comments on 
phase noise generated in the oscillator and oscillator stability. 
 
 

5.2 RF Mixers 
 
5.2.1 Introduction 
 
Mixers are used in receivers to move signals from one frequency to another. In 
Figure 5.1, one input from the RF stage [r(t)] is multiplied from the signal from 
the LO [o(t)] to produce the output IF signal. The process of multiplication 
generates the IF signal at the frequency desired for further processing. As we will 
see, other signals are generated as well, and, since the mixer is a nonlinear device 
unwanted spurious signals (spurs) are generated that must be eliminated or 
minimized. 

There are two types of mixers, passive and active. Generally passive types 
have higher conversion losses and hence higher noise figures than active mixers, 
although they have better third-order intermodulation distortion (IMD3) 
performance. 
 Another categorization for mixers is whether they are single balanced mixers 
or double balanced mixers, both of which can be passive or active. Single balanced 
mixers are much less complex but have inferior performance in terms of RF to IF 
and LO to IF rejection, compared to double balanced mixers.  

Some of the more important advantages and disadvantages of double balanced 
mixers are as follows:  

 
Advantages  
 

• Both LO and RF are balanced, providing both LO and RF rejection at the 
IF output.  

• All ports of the mixer are inherently isolated from each other.  
• Linearity is increased compared to singly balanced.  

 
 
Figure 5.1 Mixer: (a) circuit symbol and (b) spectrum. One input to the mixer comes from the RF
stage [r(t)] and the other from the LO [o(t)]. The mixer multiplies them together and produces the IF 
signal. 
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• Suppression of spurious products is improved (all even order products of 
the LO and/or the RF are suppressed).  

• Intercept points are higher.  
• Lower susceptibility to supply voltage noise due to the differential 

topography.  
 
Disadvantages  
 

• A higher LO drive level is required.  
• Two baluns are required (although the mixer will usually be connected to 

differential amplifiers).  
• The ports are highly sensitive to reactive terminations.  

 
The most popular active, double balanced mixer architecture in radio frequency 
integrated circuit (RFIC) design is the Gilbert cell mixer. This type of mixer 
exploits symmetry to remove the unwanted RF and LO output signals from the IF 
by cancellation. We will explore Gilbert cell mixers later. 

High-performance RF mixers use nonlinear characteristics to generate the 
multiplication. Thus, they also generate many undesired output frequencies. Three 
techniques have proven to be effective in the implementation of mixers with high 
dynamic range: 

 
• Use a device that has a known and controlled nonlinearity. 
• Switch the RF signal path on and off at the LO frequency. 
• Sample the RF signal with a sample-hold function at the LO 

frequency. 
 

5.2.2 Nonlinear Mixers 
 
The nonlinear mixer can be applicable at any frequency where the device presents 
a known nonlinearity. It is the only approach available at the upper millimeter 
wave frequencies. When frequencies are low enough that good switches can be 
constructed, the switching mixer mode is preferred because it generates fewer 
spurs. In some cases, sampling has been substituted for switching.  

We see that our output may contain a DC term, RF and LO feedthrough, and 
terms at all harmonics of the RF and LO frequencies. Only the second-order 
product term produces the desired output. In addition, when r(t) consists of 
multiple carriers, the power series will also produce cross-products that make the 
desired output products dependent on the amplitude of other inputs. Spurious 
output signal strengths can be decreased when devices that are primarily square-
law, such as FETs with longer gate lengths, are used in place of diodes or BJTs. 
 An architecture for a nonlinear mixer is shown in Figure 5.2. In this case the 
two signal sources are connected in series. The IF output is labeled vo(t) across the 
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load RL. Several devices can be used as the nonlinearity; a diode is a popular 
choice as we will see. 
 
5.2.3 Analog Mixing 
 
As indicated previously, analog mixing implements the following trigonometric 
identity:  
 

 1 2 1 2 1 22cos( )cos( ) cos[( ) ] cos[( ) ]t t t tω ω = ω + ω + ω − ω  

 
The mixer output is comprised of two frequencies, which are the sum and 
difference of the two input frequencies. In a practical system, the two inputs (the 
SOI and a local oscillator) are sufficiently separated in frequency to allow one or 
the other of the output frequencies to be selected by filtering. In an ideal system, 
the selected output is an exact replica of the SOI, shifted up or down in frequency 
by an amount equal to the local oscillator frequency. 

It is easy to understand how any deviation from perfect linearity will result in 
unwanted signals at the output. Nonlinearities can generate harmonics of the input 
signals, which are also multiplied, with sum and difference frequencies appearing 
at the output. If the input is modulated, harmonics of the modulation sidebands 
create further spurious signals at the output. Like the desired modulation 
sidebands, these spurious products of modulation are adjacent to the desired 
frequency, so they cannot be removed by filtering. 

 High-linearity analog circuits require class A bias to handle sufficient 
amplitude for the expected range of signal levels. With predictable signal levels, 
linear mixers are practical and easily implemented as typical RFICs. Integration 
also offers the advantages of active baluns and on-chip buffers. However, to 
achieve high dynamic range, these circuits consume considerable power relative to 
the signal levels, since high-level signal handling can be achieved only with high 
quiescent current. This may result in unacceptably high power consumption and 
heat dissipation. 

 
 
Figure 5.2  Nonlinear mixer operation. 
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5.2.4 Large Signal Mixer Performance 
 
In EW receiver applications, a mixer is often exposed to several signals within its 
preselected input bandwidth. It is important to understand that it is the peak signal 
voltage, not average signal power, that dictates when distortion becomes excessive 
in an amplifier or mixer. In the simulated example shown in Figure 5.3, carriers, 
each with 0 dBm average power, are applied to the input. Each signal is separated 
by 10 MHz and all four are in phase at t = 0. As we see, these signals will appear 
in phase periodically, with 4 times the peak signal voltage of a single carrier. 
While expressing the large-signal performance in terms of an input power in dBm 
is common, we must remember that the time domain instantaneous signal peaks 
are what stress the system. Real signals are likely to be much more complex than 
this, so the probability of having a large peak like this is less likely in a real 
application. But even infrequent overdrive and distortion generation can degrade 
bit error rates. 
 
5.2.4.1 Gain Compression 
 
As given in Definition 3.1, gain compression is a useful index of distortion 
generation. It is specified in terms of an input power level (or peak voltage) at 
which the small signal conversion gain falls by 1dB. When referring to the input 
power at this point it is denoted IP1 dB. When referring to the output power at this 
point it is denoted by OP1 dB. Assuming that a simple cubic function represents the 
nonlinearity of the signal path with  
 

 ( )in R RF( ) sinv t V t= ω  (5.1) 

 
we have 

 
 
Figure 5.3 Large signal mixer performance. Four sources at P = 0dBm, in phase at t = 0, W = 10  MHz.
Peak signal voltage, not average power, dictates when distortion becomes excessive. 
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Using trig identities, we see a term that produces gain compression 

 

 
2
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4

a V
−  (5.4) 

 
If we know the coefficient a3, we can predict the 1dB compression input voltage. 

This is typically obtained by measurement of gain versus input voltage. The 
reduced amplitude output voltage then gets mixed down to the IF frequency. We 
also see a cubic term that represents the third-order harmonic distortion (HD3) 
that also is caused by the nonlinearity of the signal path. Harmonic distortion is 
easily removed by filtering; it is the IMD that results from multiple signals that is 
more troublesome to deal with. Note that in this simple example, the fundamental 

is proportional to VR whereas the HD3 is proportional to 3
R .V Thus, if Pout versus 

Pin were plotted on a decibel scale, the HD3 power will increase at three times the 
rate that the fundamental power increases with input power. 

A typical mixer (or amplifier) transfer characteristic is illustrated in Figure 
5.4. We see the output 1dB compression point, OP1 dB and input 1dB compression 
point, IP1dB. Unless otherwise specified, the output point is referred to. The 
fundamental refers to the linear transfer characteristic. Also shown are the second-
order and third-order responses producing the second- and third-order intercept 
points. The larger these values, the better performance the mixer has. 
 
5.2.4.2 Intermodulation Distortion 
 
The gain compression power characterization provides a good indication of the 
signal amplitude that the mixer will tolerate before really bad distortion is 
generated. We should stay well below the P1 dB, input level. Another indicator of 
large-signal capability is the IMD. IMD occurs when two or more signals are 
present at the RF input to the mixer. The LO input is provided as before. These 
two signals can interact with the nonlinearities in the mixer signal path (RF to IF) 
to generate unwanted IMD products (distortion) that then get mixed down to IF. 
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Let us consider the third-order nonlinearity 3
3 in .a v Also assume that there are 

two signals in the RF signal in 1 1 2 2sin( ) sin( ).v V t V t= ω + ω  Then 

 

 
3 3 3 3

out3 3 1 1 2 2

2 2 2 2
1 2 1 2 1 2 1 2

[ sin ( ) sin ( )

3 sin ( )sin( ) 3 sin( )sin ( )]

V a V t V t

V V t t VV t t

= ω + ω

+ ω ω + ω ω
 (5.5) 

 
The third term on the right can be expressed as 
 

 [ ]
2

1 2 3
2 1 2 1 2

cross modulaton third-order IMD

3 1
sin( ) sin(2 ) sin(2 )

2 2

V V a
t t t

  ω − ω − ω − ω + ω 
  
   (5.6) 

 
When two inputs at ω1 and ω2 are applied simultaneously to the RF input of 

the mixer, the cubing produces many terms, some at the harmonics and some at 
the IMD frequency pairs. The trigonometric identities show us the origin of these 
nonidealities [1]. 

A widely used figure of merit for IMD is the third-order intercept point 
(Definition 3.3). This is a fictitious signal level at which the extrapolated 
fundamental and extrapolated third-order product terms intersect. The input level 
where this intersection occurs is denoted IIP3, and the output level is denoted 
OIP3 (Figure 3.31). 

 
 
Figure 5.4 Mixer transfer characteristic. In this case G = 20dB. 
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We typically are mainly concerned with IMD3. This is especially troublesome 
since it can occur at frequencies within the IF bandwidth. For example, suppose 
we have two input frequencies at 895.990 and 900.010 MHz. Third-order products 
at 1 22 f f− and 2 12 f f− will be generated at 895.980 and 900.020 MHz. Once 

multiplied with the LO frequency, these IMD3 products may fall within the filter 
bandwidth of the IF filter and thus cause interference to an SOI. IMD3 power, just 
as HD3 power, will have a slope of 3 on a decibel transfer characteristic graph. We 
show one example of this in Figure 5.5. 

In addition, the cross-modulation effect can also be seen. The amplitude of 
one signal (say ω1) influences the amplitude of the SOI at ω2 through the 
coefficient 2

1 2 33 / 2V V a in (5.5). A slowly varying modulation envelope on V1 will 

cause the envelope of the SOI output at ω2 to vary as well since this fundamental 
term created by the cubic nonlinearity will add to the linear fundamental term. 
This cross-modulation can have error-generating effects at the IF output. Other 
higher odd-order IMD products, such as fifth and seventh, are also of interest but 
normally are much smaller. 

Note that the third-order (m3) and fifth-order (m5) products are quite close in 
frequency to the SOI (m1). This means that they are often impossible to remove by 
filtering. The two IMD sidebands are approximately of equal power. In reality, the 
intercept power is 10 to 15 dB higher than the P1dB gain compression power, so the 
circuit does not amplify or operate correctly at the IIP3 input level. The third-order 
intercept point is indicated in Figure 5.5 and the IIP3 is indicated in Figure 5.6. 
The higher the IIP3, the better the large signal capability of the mixer. 

It is common practice to extrapolate or calculate the intercept point from data 
taken at least 10 dB below P1dB. We should check the slopes to verify that the data 
obeys the expected slope = 1 or slope = 3 behavior. In this example, we can see 
that this is true only at lower signal power levels. 
 
5.2.4.3 Spur-Free Dynamic Range 
 
Any real mixer or amplifier will degrade the SNR because noise is added to the 
signal. Therefore, γout < γin so the noise factor fa > 0. The minimum detectable 
signal (MDS) power is determined by noise and corresponds to a signal whose 

 
 
Figure 5.5 Two-tone dynamic range. IMD3 products at 2f1 – f2 and 2f2 – f1 will be present in the IF
output. 
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strength just equals the noise (see Figure 5.6). The thermal noise power in 
bandwidth Wn is 10 B n10log ( ),k TW where kB is Boltzmann’s constant and T is 

absolute temperature (Kelvins). Thus, 10 B n aMDS (dBm) 10log ( )k TW F= + since 

the system-generated noise adds to the ambient thermal noise. The maximum 
signal power is limited by distortion, which we describe by IIP3.  

The two-tone dynamic range (also called the spur-free dynamic range, SFDR, 
Definition 3.4) is a measure of the mixer performance. One depiction of this 
parameter is illustrated in Figure 5.5. Another depiction is shown in Figure 5.6; 
these two concepts are equivalent. Mathematically the SFDR is given by 

 

 [ ]2
SFDR IIP3 MDS dB

3
= −  (5.7) 

 
If the signal power is increased beyond the point where the IMD rises above the 
noise floor, then the SINAD dominates and degrades by 3dB for every 1dB 
increase in signal power. If we are concerned with the third-order distortion, the 
SFDR is calculated from the geometric 2/3 relationship between the input intercept 
and the IMD3 (5.7). It is important to remember that the SFDR depends directly 
on the bandwidth Wn. It has no meaning without specifying bandwidth. 
  
5.2.5 Switching or Sampling Mixers 
 
5.2.5.1 Mixing with Switches 
 
A switching mixer (also known as a sampling mixer) is illustrated in Figure 5.7. 
This simple switch, in series with the RF source, is operated by the LO. If the LO 

 
 
Figure 5.6 Spur-free dynamic range. 
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is a square wave with 50% duty cycle, it is easily represented by its Fourier series. 
The symmetry causes the even-order harmonics to drop out of the LO spectrum. 
When multiplied by a single frequency cosine at ωRF, the desired sum and 
difference outputs will be obtained as follows. Let 
 

 RF RF( ) cos( )v t A t= ω  

 
Then 
 

RF( ) ( )T t v t  

  RF( )cos( )AT t t= ω  

   
LO RF LO RF
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Figure 5.7 Switching or sampling mixer. 
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When the lower frequency is the RF signal of interest (ωIF = ωRF – ωLO), a low-
pass filter can be used to eliminate the higher order terms as well as the ωRF term. 

Note that everything is single-ended; there is no balancing required. There 
will be harmonics of the LO present at 3ωLO, 5ωLO, etc. that will also mix to output 
spurs (see Figure 5.8) as 

 

nd
th

th

LO RF LO RF
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These harmonics also convert broadband noise that is generated internal to the 
mixer (or that is allowed into the mixer input in the absence of preselection and 
image reject filters) into the IF output band. 

With an ideal switch, the ON state will be linear, passing the input directly to 
the output (see Figure 5.9). In the OFF state, no signal is present and, thus, no 
distortion products can be present. With fast ON-OFF and OFF-ON transition 
periods, low on-resistance in the switches, and minimal nonlinearities in other 
components, very high performance can be achieved. 

Figure 5.9 is the equivalent circuit of a switching mixer, using the common 
ring topology and showing the active devices as ideal switches plus their 
associated on and off resistances, Ron and Roff. The diode ring version was 
analyzed in 1967 by Walker [2], and the FET switch version was described in 
1986 by Oxner [3].  

For a switching mixer with ideal elements, the optimum conversion loss in 
decibels is [3] 

 

 C 10 2

4
10log 3.92dBL = =

π
 (5.9) 

 
The total loss consists of (a) the result of the fundamental being split into the 

sum and difference frequency outputs (3dB); and (b) the sum of the mixing 

 
 
Figure 5.8 Sampling mixer output spectrum. 
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products resulting from the harmonics of the local oscillator switching frequency. 
Of course, a practical mixer has nonideal components, and the conversion loss is 
greater. 

 
5.2.5.2 Balanced Switching Mixer 
 
Digital signal processing has shortened the RF/microwave path between the front 
end and baseband in modern receivers. Sometimes that path includes little more 
than a bandpass filter followed by two mixer/detectors that deliver I and Q signals 
to the baseband processor. Without the usual IF filter to provide additional 
selectivity, the performance of the mixer has an even greater effect on the 
receiver’s ability to reject unwanted signals. 
 
Single Balanced Mixer 
 
A single balanced mixer is shown in Figure 5.10. The RF feedthrough can be 
eliminated by using a differential IF output and a polarity reversing LO switch. 
The amplifier here is a transconductance amplifier, characterized by out m in ;I g V=  

that is, the amplifier does a voltage-to-current conversion. The load resistors 
perform a linear current-to-voltage conversion. The switch reverses the polarity of 
the RF current. 
 

 
 
Figure 5.9 Circuit diagram of a ring mixer, showing the switching components and their associated
finite on and off resistances. 
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Double Balanced Mixer 
 
The RF feedthrough can be eliminated by using a differential IF output and a 
polarity reversing LO switch as shown in Figure 5.11. The polarity reversing LO 
switching function is 
 

 1 2( ) ( ) ( )T t T t T t= +  

 
where 
 

 1 LO LO

1 2 1
( ) sin( ) sin(3 )

2 3
T t t t

 = + ω + ω + π  
  

 
 
Figure 5.10 Single balanced mixer. 

 
 
Figure 5.11 Double balanced mixer. 
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 2 LO LO

1 2 1
( ) sin( ) sin(3 )

2 3
T t t t

 = − + ω + ω + π  
  

 
T(t) is shown in Figure 5.12.  

When added together, the DC terms (1/2 and –1/2) cancel. The DC term was 
responsible for the RF feedthrough in the unbalanced mixer since the cos(ωRFt) 
term was only multiplied by T1(t). The IF signal is now 

 

IF m L R RF L0 LO LO

4 1 1
( ) cos( ) sin( ) sin(3 ) sin(5 )

3 5
v t g R V t t t t

 = ω ω + ω + ω + π  
  (5.10) 

 
with a second-order term 
 

 [ ]m L R
RF LO RF LO

2
sin( ) sin( )

g R V
t tω + ω + ω − ω

π
 (5.11) 

 

Here we see that the ideal conversion gain 2 2
IF RF( / ) (2 / )v v = π  is 6dB greater 

than for the unbalanced topology. But, we can still get LO feedthrough if there is a 
DC current in the signal path. This is often the case since the output of the 
transconductance amplifier will have a DC current component. This current shows 
up as a differential output. 

An ideal double balanced mixer consists of a switch driven by the LO that 
reverses the polarity of the RF input at the LO frequency [4] and a differential 
transconductance amplifier stage. The polarity reversing switch and differential IF 
cancels any output at the RF input frequency since the DC term cancels as was the 
case for the single balanced topology. The double LO switch cancels out any LO 
frequency component, even with currents in the RF to IF path, since we are taking 
the IF output as a differential signal and the LO shows up now as common mode. 
Therefore, to take full advantage of this approach, an IF balun, either active (a 
differential amplifier) or passive (a transformer or hybrid), is required. The LO is 
typically suppressed by 50-or 60-dB if the components are well matched and 
balanced. To get the highest performance from the mixer, we must make the RF to 
IF path as linear as possible and minimize the switching time of the LO switch. 
The ideal mixer above would not be troubled by noise (at the low end of the 
dynamic range) or IMD at the high end since the transconductors and resistors are 
linear and the switches are ideal. 

 
 
Figure 5.12 Balanced switching mixer LO. 
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The IF signal expanded, while keeping only the first- and second-order terms, 
is 

 

L
IF DC LO m RF RF LO RF LO

4 1
( ) sin( ) [sin( ) sin( ) ]

2

R
v t I t g V t t

 = ω + ω + ω + ω − ω π  
 (5.12) 

 
so we  see that we can still get LO feedthrough if we use a single-ended output or 
there is a DC current in the signal path. That is due to the L DC LO[4 sin( )] /R I tω π
term in (5.12). There is often DC present since the output of the transconductance 
amplifier will have a DC current component. This current shows up as a 
differential output. 
 
Output Spectrum 
 
Simulation results of an example differential output voltage and spectrum are 
shown in Figure 5.13. 

In real mixers, there is always some imbalance. Transistors and baluns are 
never perfectly matched or balanced. These nonidealities will produce some LO to 
IF and/or RF to IF feedthrough. This is usually specified in terms of a power ratio 
relative to the desired IF output power denoted as dBc. 

Since the RF to IF path is not perfectly linear, this will lead to IMD. Odd-
order distortion (typically the third and fifth orders are most significant) will cause 
spurs within the IF bandwidth or cross-modulation when strong signals are 
present. Also, the LO switches are not perfectly linear, especially while in the 
transition region. This can add more distortion to the IF output and will increase 
loss due to the resistance of the switches. 

Some performance specifications relate to the mixer’s ability to process very 
weak and very strong signals. We would like to maximize mixer performance by: 

 
• Maximizing linearity in the signal path 
• Ideal switching: high slew rates 
• Minimizing noise contributions 

 
 
Figure 5.13 Double balanced mixer output fRF = 200  MHz, fLO = 1.0  GHz, fIF at 800 and 1,200  MHz. 
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5.2.5.3 Intermodulation Distortion 
 
The causes of IMD are the various non-linearities that occur when nonideal 
components are used in practical circuit. For a switching mixer, these include [5]: 
 

• Improper termination of the ports, which causes signals reflecting back 
into the mixer 

• Discontinuity in switching action at zero crossings due to the voltage 
drop in diodes and gate voltage threshold of FET switches 

• Modulation of Ron in the switching devices by high signal levels 
• Finite rise and fall times, which can create discontinuities and imbalance 

 
Also, in a balanced mixer, any deviation in the component values will unbalance 
the circuit, allowing even-order products to appear at the output. Because 
switching mixers rely on fast rise and fall times, the following expression can 
predict the improvement in the relative intermodulation performance (in decibels) 
as a function of LO rise/fall time: 
 

 
2

RF
10 r LO

LO

Relative IMD 20log / 8
V

T
V

  
 = ω 
   

 (5.13) 

 
where Tr is the rise/fall time of vLO, ωLO is the local oscillator frequency, VRF is the 
peak signal voltage, and VLO is the peak-to-peak local oscillator voltage.  

This expression illustrates that IMD improvements occur if the signal voltage 
is reduced, the LO voltage is increased, the LO frequency is lower (low-side 
injection) and if the rise/fall time is reduced. In practice, each of these factors has 
its limitations. Lower VRF degrades the SNR, higher VLO increases power 
consumption, and the LO frequency often cannot be changed. Depending on the 
frequency of operation and the devices being used, rise and fall time may be 
improved. 
 
5.2.5.4 Summary 
 
This section has presented basic information on mixers as switching circuits. This 
type of analysis can lead to very high-dynamic-range implementations, and there 
are volumes of information on the development and application of high 
performance switching mixers. 
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5.2.6 Some Passive Mixers 
 
Passive mixers are widely used because of their relative simplicity, wide 
bandwidth, and good IMD performance. The transformers or baluns generally 
limit the bandwidth. They must introduce some loss into the signal path, however, 
which can be of some concern for the NF. As discussed in Chapter 3, an LNA can 
be introduced ahead of the mixer, usually with some degradation in IMD 
performance.  

Active mixers are preferred for RFIC implementation. They can be configured 
to provide conversion gain and can use differential amplifiers for active baluns. 
Because of the need for additional amplifier stages in the RF and IF paths with 
fully integrated versions, it is often difficult to obtain high third-order intercepts 
and 1dB compression points with active mixers. 

 
5.2.6.1 Diode Mixers 
 
An unbalanced diode mixer is illustrated in Figure 5.14. The two signal sources, vs 
and LO, are connected in series. The diode is forward biased through the RF choke  
(RFC) so that its operating point is in its nonlinear region (Figure 5.15). The IF 
output across RL is shown in Figure 5.16. In Figure 5.16 we can see that there are 
many spurious outputs generated. Ideally, we would like to see outputs only at    
10  MHz and 210  MHz. So, we prefer the switching-type mixer when the RF and 
LO frequencies are low enough that we can make high-performance switches. This 
extends into the millimeter wave spectrum. 
 
5.2.6.2 Diode Doubly Balanced Mixer 
 
A diode doubly balanced mixer is shown in Figure 5.17. The diode double-
balanced quad mixer is very popular and available in a wide variety of frequency 

 
 
Figure 5.14 Unbalanced diode mixer. 
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Figure 5.16 Unbalanced diode mixer output. 

 
Figure 5.15 Diode characteristic. 



RF Mixers and Mixing 207 

bandwidths and distortion specifications. The diodes act as polarity reversing 
switches. When the left of the LO transformer is positive, D1 and D2 conduct, 
while D3 and D4 are reverse biased. When the right side is positive, D3 and D4 
conduct while D1 and D2 are reverse biased, and the polarity is reversed. Both LO 
and RF feedthrough are suppressed by the symmetry and balancing provided by 
the transformers. The LO signal at the RF and IF ports appears to be a virtual 
ground for either LO polarity.  

Since the LO signal must switch the diodes on and off, a large LO power is 
required, typically 7dBm when one diode is placed in each leg, and 17dBm with 
two diodes per path. With this considerable LO power; even with good isolation, 
there may still be significant LO in the IF output. When the diodes are conducting 
with LO current much greater than the RF current, the mixer should behave 
linearly. At large RF signal powers, the RF voltage modulates the diode 
conduction, so significant distortion will result. The diodes are also sensitive to RF 
modulation when they are biased close to their threshold current (IT)/voltage (VT)1. 
For both reasons, we prefer high LO drive with a fast transition (high slew rate—a 
square wave LO is better than sine wave) between on and off. The IMD 
performance is very poor with small LO power. 

 
 

                                                           
1 The threshold voltage is the voltage at which a forward biased diode will start conducting current.    
VT ≈ 0.7 V for silicon and VT ≈ 0.3 V for germanium. 

 
 
Figure 5.17 Diode doubly balanced mixer. 
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5.2.6.3 Simple FET Mixer 
 
Another popular mixer utilizes only one FET in its simplest form as seen in Figure 
5.18. The LO signal switches the FET on and off. The gate is biased close to 
threshold. The channel resistance of the FET therefore becomes time dependent 
and provides a switching mixer behavior. The RF input and IF outputs are 
separated by highpass (HPF) and lowpass (LPF) filters, respectively. The 
surprising thing about this design is the high P1 dB and IIP3 that it can deliver. On 
the down side, we must do some balancing to get rid of significant LO to IF 
feedthrough. 

The mixer RF to IF path will be quite linear if the total drain voltage (VDS)  
remains small. As illustrated in Figure 5.19, the MOSFET exhibits quite linear 
channel resistance up to at least a VDS of ±250mV. The device width and LO 
voltage can be optimized for performance. 

 There is one significant problem with this mixer design, however. There is a 
very large LO feedthrough to the IF port due to the large CGD of the MOSFET. We 
can reduce this by designing a better HPF or inserting a resonant LO trap in the 
output. Probably a better way is to use double balancing, although this will require 
4 FETs and some transformers. 

 
 
Figure 5.19 FET channel resistance. The slope of each line is 1/RDS at the indicated values of VGS. 

 
 
Figure 5.18 Low IMD FET mixer. 
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OIP3 is reasonably high for this simple mixer. 
 
5.2.6.4 MOSFET Ring Mixer 
 
A MOSFET ring mixer is illustrated in Figure 5.20. Operation of this mixer is 
similar to the diode balanced mixer discussed previously. 

The channel resistance of a large FET when in its triode region (below 
saturation) can be quite low and is not as current dependent as the diode. 
Therefore, switching configurations using FETs can be more linear in the RF to IF 
path than diode switching mixers. 

 The conversion loss is similar to the diode mixer. However, large LO drive 
voltage is needed (1 to 5V). 

With the FET ring mixer, devices alternate polarity between the RF input and 
IF output. If the devices were ideal switches, then the input and output would be 
directly connected. Thus, transformers with identical turns ratios should be used. 
The impedance level at the FET ring should be much higher than the series 
resistance of the FETs in order to reduce conversion losses. This may also help 
with linearity. If the impedance is too high, however, LO feedthrough may be 
higher and frequency response more limited. So some optimization is needed. 

The RF and LO impedances at the diode ring theoretically should be 
determined and matched at all of the relevant harmonics [6]. For most designs, 
optimizing the transformer ratios with the IF port connected to 50Ω should be 
sufficient, since we cannot select impedances at each frequency independently, 
and this approach would not be possible for a broadband design such as this. 

 
Passive Mixer Output Loading 
 
Since these passive diode switch mixers are bilateral—that is, the IF and RF ports 
can be reversed, the performance of the mixer is very sensitive to the termination 

 
 
Figure 5.20 MOSFET ring mixer. 
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impedances at all ports. A wideband resistive termination is needed to absorb not 
only the desired IF output but also any images, harmonics, and IMD signals. If 
these signals are reflected back into the mixer, they will remix and show up at the 
RF port and again at the IF port. The phase shifts associated with the multiple 
replicas of the same signals can seriously deteriorate the IMD performance of the 
mixer. 

The passive diplexer shown in Figure 5.21 provides a low-loss forward path 
through the series resonant branch. At fIF, the parallel resonant branch has high 
impedance and does not load the IF. Outside of the IF band the series resonant 
branch presents high impedance and the parallel resonant branch low reactive 
impedance. At these frequencies, above (through C) and below fIF (through L), the 
resistors terminate the output. The farther away from fIF, the better the match. 

An active wideband termination is illustrated in Figure 5.22. When the 
maximum frequency at the input is well below the fT of the transistor, this common 
base stage provides wideband resistive impedance. The bias current can be set to 
provide a 50Ω input impedance. Alternatively, the BJT can be biased at higher 
current levels and a series resistor added at the input. Of course, this degrades 
noise but will improve IMD performance. The amplifier must be capable of 
handling the power levels of the mixer without distortion. 
 

 

 
 

Figure 5.22 Active wideband termination. 

 
 
Figure 5.21 Passive diplexer. 
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5.2.7 Some Active Mixers 
 
A differential pair is the basis for active mixers (Figure 5.23). The emitter-coupled 
pair can be used to provide multiplication if the input range limitations are 
observed. Here we have a differential transconductance stage with voltage Vid as 
input and ΔIc as output. If Vid << 2VT, then 
 

 c EE id T m id( / 2 )I I V V g VΔ ≈ =  

 
Since the transconductance m EE T/ 2g I V= can be varied with IEE, a second input 

can be added that will produce 2 quadrant multiplication. Let 
 

 c c1 2 EE id Ttanh( / 2 )cI I I I V VΔ = − =  

 
where 
 

 id in+ inV V V −= −  

 
Let u =Vid/2VT. tanh(u) is plotted in Figure 5.24. 
 

 
 
Figure 5.23 Differential pair as a mixer. 
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5.2.7.1 Single Balanced Active Mixer 
 
A single balanced active mixer is shown in Figure 5.25. For this network 
 

 i2 BE
EE

B

V V
I

R

−
=  

and 
 

 idi2 BE
c

B T2

VV V
I

R V

  −
Δ ≈   

  
 

 
 
Figure 5.24 Differential pair characteristics. 

 
 
Figure 5.25 Single balanced active mixer. 
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But Vi2 > VBE and Vid must be small, much less than VT. For these reasons, there is 
rather limited use. So, we really should go one step further and use a doubly 
balanced mixer to suppress the LO feedthrough. That leads us to the Gilbert cell 
mixer.  
 
5.2.7.2 Gilbert Cell Mixer 
 
This double-balanced active mixer was first described in the 1960s by Barrie 
Gilbert, who was awarded the patent. Figure 5.26 shows a BJT implementation of  
the Gilbert cell. However, other active devices can be used as well (such as 
MOSFETs).  Some observations on this circuit: 
 

• Q1–Q4 provide a fully balanced, phase reversing switch. When 
VRF = 0, IOUT is also 0 regardless of the status of VLO. This is 
because IC1–3 and IC2–4 each will add up to IEE/2 in this condition. 
When VLO ≠ 0, the same condition applies. Therefore, there is 
never any LO component in the output differential current. The 
upper tier of BJTs only provides the phase reversal of the RF 
signal as controlled by the LO voltage. 

• The mixer can provide conversion gain—depending on the load 
impedance presented to the collectors and IEE. 

• The signal handling capability is still limited below VT, but with 
emitter degeneration the linearity is improved. 

• The distortion is entirely odd-order for perfectly matched 
transistors. 

 
Other features of the Gilbert cell mixers are: 

 
• They are easily integrated with other circuits. 
• They exhibit better isolation than the double balanced diode or FET 

mixers. 
• They require less LO power than the passive mixers. 
• They are less fussy about IF termination impedance than the passive 

mixers due to the better isolation. 
• Their main liability is large signal handling capability. They cannot 

handle as much signal as the passive mixers. 
 

The Gilbert cell mixer shown in Figure 5.26 is a very popular method of 
mixing signals. It is a compact approach to combining a differential amplifier with 
a phase reversing switch mixer and is efficiently implemented as an integrated 
circuit, thus its modern popularity. One of its more significant virtues is that it can 
multiply in all four quadrants. Another is that frequently the differential amplifier  
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Figure 5.26 Gilbert cell mixer. 
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provides unbalanced to balanced transformation. The switching transistors can 
also operate with an unbalanced input. However, the best even-order distortion 
performance and LO to IF isolation are obtained with balanced inputs. 

With no filter between the differential amplifier and the switching cell, the 
gain of the mixer has the 1/f slope of the amplifier. Shunt resistors across the RF 
input will improve the flatness, provide an input match, and add noise. The lack of 
an image frequency filter between the RF amplifier and the mixer degrades the NF 
by more than 3dB, if the LO is above the RF frequency. If two such mixers are 
used in an image reject configuration, the image noise from the differential RF 
amplifiers will not be rejected. This is a severe disadvantage compared with a 
passive mixer followed by an IF amplifier of modest gain. 
 For best NF and IIP3 performance the LO voltage drives the switching cell 
transistors rapidly through the crossover, or phase reversing, region. 
 
Mixer Operation  
 
The RF signal is applied to the transistors Q5 and Q6, which perform a voltage-to-
current conversion. For correct operation these devices should not be driven into 
saturation, and therefore, signals considerably less than the 1dB compression point 
should be used. The resistors in the emitter paths provide for expanded dynamic 
range by adding degeneration.  

Q1 through Q4 form a multiplication function, multiplying the linear RF signal 
current from Q5 and Q6 with the LO signal applied across Q1 to Q4, which provide 
the switching function. Q5 and Q6 provide ±RF current and Q1 and Q4 switch 
between them to provide the RF signal or the inverted RF signal to the left load. 
Q3 and Q4 switch between them for the right load. The two load resistors, Rload, 
form a current to voltage transformation giving a differential output IF.  
 
Linearity of RF–IF path 
 
We have seen that the RF input differential pair converts the input voltage into a 
differential current. We want the RF–IF path to be very linear. We can analyze the 
transfer function for linearity and distortion with 
 

 EE LO T RF Ttanh( / 2 ) tanh( / 2 )I I V V V VΔ =  

 
The LO input is intentionally overdriven so that it is just acting as a polarity 
switch. So we only need to investigate the behavior of the RF port. Let us 
normalize as u = VRF/2VT. Then the gain is proportional to the derivative of       
tanh u: 
 

 2
EEgain sechI u=  
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We must remember that it is the instantaneous peak voltage at the input that drives 
the stage into nonlinearity, not the average voltage. From the graph in Figure 5.27, 
we can see that the sech2 function is not very linear. 

The incremental gain predicted by the 2sech u function is down by 10% for 
inputs with a peak-to-peak voltage as small as u = 0.66 or 34mV. This is very 
close to the 1dB gain compression input power, IP1dB. The 50Ω referred input 
power that corresponds to this is –15.7dBm, not a very high IP1dB. 

 The tanh u is not very linear either. To predict third-order harmonic or IMD 
produced by the tanh function, we use a Taylor series approximation. This series is 
given by 

 

 3 51 2
tanh

3 15
u u u u= − + −  (5.14) 

 
We use the first two terms in (5.14), which is accurate to 1% to u = 0.6:  
 

 31
tanh

3
u u u≈ −  (5.15) 

 
Figure 5.28 shows the difference between tanh u and (5.15). 

Let u = U sin ωt, then 
 

 31
tanh( sin ) sin ( sin )

3
U t U t U tω ≈ ω − ω  

 31
sin [3sin sin(3 )]

12
U t U t t= ω − ω − ω  

 
 
Figure 5.27 Gilbert gain for RF input.  
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2

31
1 sin sin(3 )

4 12

U
U t U t
 

= − ω + ω 
 

 

 
Now choose some small single frequency value for U. We can calculate the 
fundamental and third harmonic amplitudes from the series terms and predict the 
harmonic distortion. 

Let U = 0.01. This corresponds to an amplitude of U×52mV or a power PIN  
(in 50Ω) of V2/2R = 2.7 nW or –55.7dBm. Then, the fundamental term 

 

 
2

1 0.00999
4

U
U
 

− = 
 

 

 
which is negligible gain compression. Therefore POUT is –55.7dBm and the third 
harmonic is 
 

 3 81
8.33 10

12
U −= ×  

 
 for a P3 of –157dBm. 

Now 
 

 OUT 3
3OI IN 5dBm IIP3

2

P P
P P

−
= + = − =  

 
Note that the calculation can be reversed to predict what input U is required for a 

 
 
Figure 5.28 Difference between tanh u and (5.15). 
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known HD3 level (dBc) as predicted by P3OI. The HD3 level is specified by 
decibels relative to the carrier  (dBc), POUT – P3 (dB below the fundamental power 
“carrier” = c). 
 
5.2.8 Isolation 
 
Isolation can be quite important for certain mixer applications. For example, LO to 
RF leakage can be quite serious in direct conversion receiver architectures because 
it will remix with the RF and produce a DC offset at the IF output. Large LO to IF  
leakage can degrade the performance of a mixer postamplifier if it is located prior 
to IF filtering. LO leakage is depicted in Figure 5.29. 
 
5.2.9 Conversion Gain 
 
Conversion gain is defined as the ratio of the IF output power to the available RF 
source power. If the source and load impedances are different, the power gain  
must account for this as (Figure 5.30). 

 

 
2

S IF LIF
2
RF

4 /Output power at 
Conversion Gain

RF available input power

R v Rf

v
= =  (5.16) 

 
 Active or passive implementations can be used for the mixer. Each has its 

advantages and disadvantages. The passive implementations using diodes as 
nonlinear elements or switches or FETs as passive switches always exhibit 
conversion loss rather than gain. This can impact the overall system noise 

 
 
Figure 5.30 Conversion gain. 

 
 
Figure 5.29 Switching mixer output spectrum. 
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performance, so if noise is critical, as it usually is for EW receivers, an LNA is 
usually added before the mixer as we considered in Chapter 3.  

We see that the simple switching mixer has low conversion gain because the 
voltage gain AV is only 1/π. Also, the RF feedthrough problem and, in most 
instances, an LO feedthrough problem exist. All of these deficiencies can be 
improved by the use of balanced topologies, which provide some cancellation of 
RF and LO signals as well as increasing conversion gain. 
 
5.2.10 Mixer Noise 
 
Noise power in the RF and image bands mixes with the LO and translates to the IF 
frequency whether RF and image signals are present or not as shown in Figure 
5.31. A mixer’s noise characterization is performed using one of two methods: 

 
• Single-sideband (SSB) 
• Double-sideband (DSB) 
 
For SSB, output noise power is assumed to originate at the input from the RF 

frequency band. DSB assumes that output noise power originates from both the RF 
and image frequency bands. Under either assumption, the mixer has both an image 
response and an RF response. Both responses usually have nearly the same 
conversion efficiency. When image and RF conversions are equivalent, the DSB 
noise temperature is half the SSB noise temperature; thus, the SSB NF is 3dB 
greater than the DSB NF. 
 

 
 
Figure 5.31 Mixer conversion noise. 
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5.2.11 Image Reject Filtering 
 
The basic concept of the superhet receiver means that it is possible for two signals 
to enter the IF amplifier chain where most of the gain in superheterodyne receivers 
occurs. Often filtering of the images generated by the mixing process in 
superheterodyne receivers is provided by filtering just prior to the mixer. We 
discuss this technique in this section. 

 
5.2.11.1 Image Generation  
 
As is well established by now, heterodyne receivers use mixers to move received 
signals in frequency. This is accomplished by using the mixer as a multiplier 
where the incoming signal is multiplied by a locally generated LO signal. This 
multiplication results in signals at the sum and difference frequencies of the two 
signals. If the input signal is given by r(t) = cos(2πfct) and the LO signal is given 
by o(t) = cos(2πfLOt), then 
 
                     c LO( ) ( ) cos(2 )cos(2 )r t o t f t f t= π π  (5.17) 

 c LO c LOcos[2 ( ) ] cos[2 ( ) ]f f t f f t= π + + π −  (5.18) 

 
(neglecting amplitudes for the moment). Generally, we want to further process one 
of these signals and reject the other. The unwanted signal is referred to as the 
image (actually it is some undesired signal that is located at the frequency of the 
image that is unwanted, not the image itself).  

Two cases for downconversion are possible. High side injection has the LO 
frequency above the desired RF signal, as depicted in Figure 5.32. Low side 
injection has the LO frequency below the desired RF signal. fIF is the frequency 
difference between the RF and LO frequencies:  

 
 IF LO RFf f f= ±  (5.19) 

  

 
 
Figure 5.32 High side injection example. 
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where 
 
fIF is the intermediate frequency output at the IF port 
fRF is the frequency of any RF signal available at the RF port 
fLO is the frequency of the local oscillator signal injected into the mixer LO port 
 
However,  
 

 IF Image LOf f f= −  (5.20) 

 
as well. The effect is illustrated in Figure 5.31. 

Because the mixer circuit is a nonlinear device, spurs are possible. Spurious 
responses are caused by undesired signals reaching the mixer’s RF input port and 
producing a response at the IF frequency. The effect is exactly the same as that 
portrayed for nonlinear LNAs in Section 3.5.5. The undesired signal at the RF port 
does not have to fall within the RF passband to cause interference. When a 
receiver is subjected to spurious response signals, interference with the desired 
signal is possible. The frequencies of mixer spurious responses are given by: 

 
 spur RF LOf mf nf= +  (5.21) 

  
where: 
 
 m = ±1, ±2, ±3… and n = ±1, ±2, ±3… 
 
The integers m and n are harmonics of the RF and LO frequencies, respectively. 

The most common spurious responses are the half-IF, image, and LO spurs. 
The RF, LO, and IF frequencies are carefully selected to avoid spurious responses.  
 
Image Response 
 
The image is a spurious response with integers m and n equal to unity. Figure 5.32 
shows a high side injection example with the desired RF frequency fRF = fSOI below 
fLO. If the SOI had been at fU with low side injection, then fRF would be the image 
frequency. The RF and image signals are presented to the RF port. The IF signal at 
fIF is available from the IF port. The SOI at fRF mixes with the LO signal to 
produce a difference term at the IF frequency. The undesired signal called the 
image frequency fU also mixes with the LO signal to produce an IF frequency. The 
image frequency interferes with the reception of the SOI at fRF. For protection 
from this spur, the image frequency must be filtered before it reaches the mixer. 
This filtering is usually performed by an image-reject RF filter prior to the mixer. 
Alternately, an image-reject mixer protects from the image frequency as well. 
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LO Spurious Responses 
 
Additional unwanted IF responses result from mixing the LO’s harmonics with RF 
signals spaced one IF away. The interfering RF signals that produce the unwanted 
IF responses are known as LO spurious responses. Figure 5.33 shows the 
frequency spectrum for the RF and LO frequencies. The LO signal and its 
harmonics are injected into the mixer LO port. The mixer also internally generates 
LO harmonics. The SOI at fSOI and all undesired signals fU1, fU2, fU3, and fU4 are 
available at the RF input port as shown. 

 Each signal at the RF port is shown to have equal signal level, and thus an 
opportunity for downconversion to fIF. The undesired responses are spaced an IF 
frequency away above and below each LO harmonic. Each mixes down directly to 
the IF frequency to interfere with the SOI. LO and RF filters protect from LO 
spurs. Proper selection of the IF also determines whether or not filtering in the RF 
path is effective against LO spurs. 

 
Half-IF Spurious Response 
 
The half-IF spur is a fourth-order response where both the m and n integers equal 
two. The half-IF response is an interfering signal occurring halfway between the 
SOI and the LO signal, as shown in Figure 5.34.  

 
 
Figure 5.33 Frequency spectrum of RF and LO. 

 
 
Figure 5.34 Half-IF spur. 
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Figure 5.34 shows a high side injection example with the SOI at fSOI below the 
LO injection frequency. The SOI mixes with the LO signal to produce an IF signal 
at fIF. The undesired signal’s second harmonic, 2fU, called the half-IF spur, mixes 
with the LO signal’s second harmonic to produce an IF 2fLO – 2fU, shown by the 
dotted spectral line. This half-IF frequency interferes with the reception of the SOI 
at fSOI. The interfering signal, 2fU, is also attenuated by the RF image-reject filter 
prior to reaching the mixer. 

Because the spur is a fourth-order response, the mixer’s conversion efficiency 
is not as good as for the SOI frequency conversion. Thus, some natural protection 
against the half-IF spur is provided. Proper IF frequency selection is crucial to 
determine if filtering is possible. Selecting a low IF frequency moves the spur 
frequency close to the RF frequency, making filtering difficult if not impossible. 

 
5.2.11.2 Spur Chart  
 
A chart of spurious responses generated by the mixing process is provided in 
Figure 5.35. To read this chart, the abscissa is the ratio of fRF/fLO while the ordinate 
is fIF/fLO. Construct a rectangle in the chart where the corners are defined by 
dividing the RF upper and lower frequencies by the LO frequency and dividing the 
IF upper and lower frequencies by the LO frequency. Spur lines that pass through 
the area represent inband spurs at the IF output. 
 Similar charts are available for larger ratios of the parameters, as well as 
larger ratios for fIF/fLO above 1. Also Figure 5.35 shows only the difference 
frequencies. A similar chart is available that corresponds to the sum frequencies. 
 

 
 
Figure 5.35 Spur chart. Example 5.1 is shown in dashed lines. 
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Example 5.1: Spurious Responses. If fRF,max = 100 MHz and 
fLO = 75 MHz, then fRF,max/fLO = 1.33. If fRF,min = 50 MHz, then 
fRF,min/fLO = 0.65. If fIF,max = 80 MHz, then fIF,max/fLO = 0.8 and if 
fIF,min = 30 MHz, then fIF,min/fLO = 0.40. The spurs corresponding 
box is shown in Figure 5.35. The spurs’ corresponding to Figure 
5.35 for the frequency parameters shown are indicated in Table 
5.1. 

 
5.2.11.3 Image Rejection 
 
There are many ways to remove (actually suppress) this image signal. The three 
most popular are:  
 

• Filtering 
• Phasing: Weaver method 
• Phasing: Hartley method 

 
Filters protect against RF signals outside the RF passband that cause an IF 

response. Some mixer designs protect against certain spurious responses. Image 
reject mixers protect against the image frequency. Balanced mixers reject some if 
not all spurious responses where m or n is even. LO filters also protect against 
certain types of spurious responses. 

The image rejection specification compares the levels of signals of equal 
strength on the SOI and image frequencies, quoting the level of rejection of the 
unwanted signal. The image rejection of a receiver will be specified as the ratio 
between the SOI and image signals expressed in decibels at a certain operating 
frequency. For example, it may be 60 dB at 30 MHz. This means that if signals of  
the same strength were present on the SOI frequency and the image frequency, 
then the image signal would be 60 dB lower than the SOI—that is, it would be 
1/103 lower in terms of voltage or 1/106 lower in terms of power. 

 
The Filter Method of Image Rejection 
 
A bandpass image rejection filter (a notch filter can also be used) is often used 
immediately ahead of the mixer to suppress the image signal (Figure 5.36).  The IF 

Table 5.1 Spurs for Example 5,1 fLO = 75 MHz, fIF = 60 MHz 

 
4L – 3R = 60:R = 240 MHz 3L– 2R  = 60:R = 82.5 MHz 
4L – 2R = 60:R = 120 MHz 3R – 3L = 60:R = 285 MHz 
2L – R = 60:R = 90 MHz 2R – 2L = 60:R = 105 MHz 
3L – 3R = 60: R = 165 MHz 4R – 3L   = 60:R = 285 MHz 
3R – 2L   = 60:R = 70 MHz 2R – L = 60: R = 105 MHz 
4R – 2L = 60:R = 52.5 MHz 4R – 4L = 60:R = 90 MHz 
4L – 4R = 60:R = 60 MHz  
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and LO frequencies must be carefully selected to avoid image frequencies that are 
too close to the SOI RF frequency to be effectively filtered. In a receiver front end, 
out-of-band inputs at the image frequency could cause interference when mixed to 
the same IF frequency. Also, the noise present at the image is translated to the IF 
band, degrading the SNR. Alternatively, an image-rejection mixer can be designed 
that suppresses one of the input sidebands by phase and amplitude cancellation. 
This approach requires two mixers and some phase-shifting networks.  

A typical commercial AM band superheterodyne receiver uses an fIF of       
455 kHz (Figure 5.37). If an AM station is transmitting on 1490 kHz, then the LO 
must be tuned to 1490 + 455 kHz, or 1945 kHz, in order to convert the station 
frequency of 1490 kHz to the IF frequency of 455 kHz. However, a station 
transmitting on the image frequency of 2400 kHz will also be converted to the IF  
frequency of 455 kHz unless a preselection filter is used to prevent the 2400 kHz 
signal from reaching the input of the mixer.  

Traditionally, a tuned filter is used at the input of the mixer to reject the image 
frequency (Figure 5.37). In AM and FM receivers, the front end tuned filter is 
designed to track the LO by a constant difference of 455 kHz (10.7 MHz or      
21.4 MHz in VHF receivers, higher frequencies for higher frequency receivers). In 
an analog receiver, this is usually done by a specially designed double ganged 
variable capacitor that sets both the frequency of the LO and the passband 
frequency of the image reject filter simultaneously. In a receiver where the LO is a 
numerically controlled oscillator (NCO) or a direct digital synthesizer (DDS), the 
digital control word is changed to match the required LO frequency. 

 
 
Figure 5.36 Image reject bandpass filtering. We see that a lowpass notch image-reject filter to suppress
fIM prior to the mixer would work as well. The preselection filtering and LNA are not shown. 
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Image-Reject Mixers 
 
A widely used alternative to filtering to remove image signals is to employ phase 
cancellation to reject images. To the extent that accurate phase and amplitude 
matching can be obtained, very high image-reject ratios can be obtained. The 
image rejection process is incorporated into the mixer through the use of in-phase 
and quadrature signals.  
  
The Phasing Method of Image Rejection 
 
In the analysis of the phasing method in Figure 5.38, v1(t) consists of a cos(ωIFt) 
term from the upper image and a cos(ωIFt) from the lower image. v2(t) consists of a 
cos(ωIFt – 90o) term from the upper image and a cos(–ωIFt – 90o) term from the 
lower image. A property of the Hilbert transform is that it shifts all positive  
frequencies by +90o and all negative frequencies by –90o. Therefore, the two terms, 
after the Hilbert transform, become cos(ω1t) from the upper image, and cos(–ωIFt – 
180o) for the lower image. Since cos(A) = cos(–A), the cos(–ωIFt – 180o) term is the 

 
 
Figure 5.37 Filter method of image rejection. The antenna, preselector (to a large extent), and LNA 
are not directly involved in the image rejection process but are shown here to show where the image
filter sits in the receive chain. 
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same as cos(ωIFt + 180o). Adding or subtracting in the adder can then select 
whether the IF frequency, ωIF, is derived from the upper or the lower RF image. 
 
Hartley Architecture. Another phasing technique for image rejection is provided 
by the Hartley architecture shown in Figure 5.39. The incoming RF signal is 
mixed with quadrature outputs of the local oscillator signal—namely, sin(ω

LO
t) 

and cos(ω
LO

t) and fed through filters. The signal at node A, as illustrated in Figure 

5.40, is then shifted by 90o by a RC-CR network and added with the signal  at 
node D. We see that the sum of B and D results in cancellation of the image and 
leaves only the desired signal.  

The principal drawback of the Hartley architecture is its sensitivity to 
mismatches. If the gain and phase of the two signal paths are not perfectly 
balanced, the image is only partially cancelled. Sources of mismatch include I/Q 
generation errors and the inaccuracy of R and C parameters. 
 
Weaver Architecture. To alleviate the mismatch problem associated with the 90o 
shift network in the Hartley architecture, the network can be replaced with a 
second quadrature mixing stage. The resulting topology is called the Weaver 
architecture and is illustrated in Figure 5.41.  

The Fourier representations of the signals at nodes A to D are shown in Figure 
5.42. It can be seen that the second-stage quadrature mixers produce outputs 
whose difference cancels the image, while maintaining the desired signal.  

 
 
Figure 5.38 Phasing method of image rejection. 



Electronic Warfare Receivers and Receiving Systems 228 

  

 
 
Figure 5.40 Hartley signals. 

 

 
 
Figure 5.39 Hartley architecture. 
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Figure 5.42 Weaver signals. 

 
 
Figure 5.41 The Weaver method of image rejection. 
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 By avoiding the RC-CR network, the Weaver architecture achieves greater 
image rejection. However, because the circuit still depends on the precise 
cancellation of the image-tone through subtraction, gain and phase mismatches 
between the signal paths are still a critical problem.  

 The Hartley and Weaver architectures eliminate the need for an explicit 
image-reject filter, but their performance degrades considerably in the presence of 
gain and phase mismatches. (This will be quantified shortly.) 

 
Image Reject Mixer Considerations and Performance 
 
There are a number of considerations to be taken into account when using an 
image-reject mixer. 
 

• Conversion loss:   The conversion loss of an image rejection mixer will 
be higher than that of a standard mixer as the overall loss will need to 
include that of the quadrature hybrids, power splitters, etc. The additional 
loss introduced by these components will need to be added into the 
overall equation. However, the level of loss is still normally acceptable; 
typical figures expected may be around 8–10dB.  

• Level of image rejection levels:   Typical levels of image rejection will 
vary according to the product. However, typical levels of image rejection 
that may be achieved are often in the region of 25–35dB.  

• Frequency dependence:   The level of image rejection obtained with an 
image-reject mixer is largely determined by the amplitude and phase 
balance within the image rejection mixer circuitry. These parameters are 
frequency dependent to a degree, and therefore the performance of an 
imager-reject mixer will also be frequency dependent.  

• Usage: Image rejection mixers are not nearly as widely used as straight 
mixers. However, they can provide significant advantages in some 
applications, saving considerable complexity and costs. 

 
Effect of Poor Image Rejection 
 
A receiver with a poor level of image rejection will suffer from much higher levels 
of interference than one with a high level of image rejection. In view of this, EW 
receivers need to have a good image rejection performance. 

When a receiver has a poor image rejection, signals that should not be 
received will pass through the IF stages along with the SOI. This means that 
unwanted signals are received along with the wanted ones and that the levels of 
interference will be higher than those with a high level of image rejection. 

In addition to this, the image signals will tune in the opposite direction to the 
wanted ones. When they interfere, heterodyne notes will be heard, and as the 
receiver is tuned, the pitch of the signals will change. In view of this, it is very 



RF Mixers and Mixing 231 

important to reduce the image response to acceptable levels, particularly for the 
exacting EW receiver applications. 
 
Effects of Mismatch 
 
The degree to which an image is rejected is given by the image rejection ratio 
(IRR). IRR is defined as: 
 

 Image
10

RF

(dB) 10 log
P

IRR
P

=  (5.22) 

 
The IRR mixer technique requires accurate phase and amplitude matching to 
achieve high levels of image rejection. With /A AΔ expressed in decibels and θ 
expressed in radians, when / 1dBA AΔ << and Δ 1 radianθ <<  
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IRR is charted in Figure 5.43 versus the gain error and in Figure 5.44 versus phase 
error. 

In addition, all realistic realizations of quadrature phase shift networks are 
also frequency dependent. This limits the IRR bandwidth. 

Basic Hartley and Weaver architectures typically have image rejection ratios 
in the range of 30–35dB. This is far below the 60dB typical specification. As a 
result, considerable effort has gone into minimizing mismatches in the signal 
paths.  
 
5.2.12 Summary 
 
We presented an introduction to mixers in this section. Both active and passive 
mixers were discussed as were single and double balanced topologies. We showed 
that most of the time the double balanced architectures outperformed their single 
balanced counterparts. 
 
 

5.3 Local Oscillators 
 
An LO is used in heterodyne EW receivers to drive one input to the mixer for the 
purpose of relocating the received signal to a different portion of the frequency 
spectrum. In this section we present the basic properties of such local oscillators. 
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Figure 5.44 IRR versus phase error. / 0.A AΔ =  

 

 
 
Figure 5.43 IRR versus gain error. 0.Δθ =  
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5.3.1 Characteristics of Feedback 
 
Oscillators are amplifiers with a feedback path that contains a resonator in that 
feedback path, resonator being a term describing a network of inductors,  
capacitors, and resistors usually tuned to a specific frequency. The resonator can 
take many forms: crystal, surface acoustic wave (SAW), inductive/capacitive 
(LC), distributed line, or microelectromechanical (MEM), to mention some. With 
sufficient gain, noise will be amplified enough to eventually stabilize the 
amplitude and create an output signal that consists of narrowband noise.  

 It was long thought that oscillation occurs because the device must be 
initially powered and this must create a transient that jump starts oscillations, but 
this is inaccurate. The transient obviously exists, but oscillations are maintained 
due to initial and continuous noise in the system from passive or active devices. 
An oscillator is a device with very high gain (and Q) that continuously amplifies 
noise. 

At turn on, when power is first applied, random noise is generated within the 
active device and then amplified. This noise is fed back positively through 
frequency selective circuits to the input where it is amplified again and so on. 
Ultimately a state of equilibrium is reached where the losses in the circuit are 
compensated by consuming power from the power supply and the frequency of 
oscillation is determined by the external components, be they inductors and 
capacitors (LC) or a crystal. The amount of positive feedback to sustain oscillation 
is also determined by external components.  

 The resonator in the oscillator with a high Q dictates that the noise spectrum 
that gets amplified is narrowband. (Q is defined as the ratio of radiated-to-stored 
energy.) In the limit, narrowband noise with zero bandwidth of necessity is a 
sinusoid. Therefore, the oscillator generates sinusoidal-like signals. The noise 
spectrum is centered on an average ω0 (called the center frequency). A general 
block diagram of an oscillator is shown in Figure 5.45. 
 The advantage of using a high-Q filter is illustrated in Figure 5.46 [7]. Low-Q 
resonators are possible with LC elements. High-Q resonators are possible by 
implementation with crystals or MEM devices.  

 
 
Figure 5.45 Oscillator block diagram. 



Electronic Warfare Receivers and Receiving Systems 234 

Let G(ω) denote the transfer function of the amplifier. For our purposes it can 
be assumed that G(ω) is flat around ω0 with amplitude A and phase shift φ(ω): 
 

 ( )( ) jG Ae φ ωω =  (5.23) 

 
When oscillating, the signal is narrowband in comparison to amplifier bandwidth  
and group delay (phase shift rate). The feedback, F(ω), is a narrowband (high-Q) 
LC resonator.  
 The transfer function of the system is obtained as follows.  
 
 in out( )V V F V= + ω  

 
but 
 
 out ( )V G V= ω  

 
so 
 
 out in out( )[ ( ) ]V G V F V= ω + ω  

 

 
 
Figure 5.46 Comparing high-Q resonator feedback versus low-Q. 
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and 
 
 out in[1 ( ) ( )] ( )V G F G V− ω ω = ω  

 
So the transfer function of the system is 
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 (5.24) 

  
With the aforementioned assumptions, since this is a feedback system and linearity 
is assumed, the closed-loop transfer function is 
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 (5.25) 

 
In our case the input voltage, Vin, is noise from one or several internal sources. 

Oscillations occur when the denominator approaches zero. This happens when 

0( ) 1AF jω → and the phase goes to 0 radians (or 2π radians, depending on total 

phase shift around the circuit, which must be zero). To begin oscillation, the 
circuit must satisfy the following Barkhausen criteria: 

 
(1) The loop gain exceeds unity at the resonant frequency.  
(2) The phase shift around the loop is n2π radians (where n is an integer). 
 
It should be remembered that the output signal from the device is actually 

amplified noise, not a sinusoid. In addition, the open-loop gain should peak at the 
same frequency that the group delay peaks (maximum resonator phase rate). 
Otherwise, additional AM noise will be converted to phase noise. The resonator 
amplitude and phase components contribute to the phase noise. The local 
minimum in Figure 5.47 is at f0, where ( ) / 0,dA f df =  L2 is the /d dfφ  term, and 

L1 is the /dA df  term. 

  The active, energy-restoring device in oscillators act as an amplifier with 
immense gain resulting in very high Q, amplifying the tiny kBT to a signal in the 
milliwatt levels, with the SNR floor dynamic range in the 150- to 160-dB range or 
more. The active devices can also contribute flicker noise (especially the BJT), 
which is a dominant term in practical oscillator design. 

An example of an oscillator using an npn BJT as the energy restorer is 
illustrated in Figure 5.48. In this case the oscillator is one of the most common 
types called a Colpitts oscillator. Note that the BJT as an energy restorer is not 
noiseless. When modeling, however, the noise sources in the active devices can be  
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Figure 5.48 Colpitts oscillator implemented with a BJT. 

 
 
Figure 5.47 Resonator amplitude and phase components for a 1 GHz oscillator. L2 is the /d dfφ  term,

and L1 is the /dA df  term. 
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included in the resistances shown. The capacitor and inductor determine the 
frequency of oscillation. 
 There are three basic types of resonators that are normally used in oscillators. 
Characteristics of these resonators are illustrated in Figure 5.49. 

Operation of an oscillator is generally broken up into two phases: startup and 
steady-state operation. An oscillator must start itself with no external stimulus. 
When the power is first applied, voltage changes in the bias network result in 
voltage changes in the filter network. These voltage changes excite the natural 
frequency of the filter network, and signal buildup begins and the signal developed 
in the filter network is small. Positive feedback and excess gain in the amplifier 
continuously increase the signal until the nonlinearity of the amplifier limits the 
loop gain to unity. At this point, the oscillator enters steady-state operation; the 
time from power on to steady-state operation is the oscillator start-up time. 

Every oscillator has at least one active device, be it a transistor or even the old 
vacuum tube. This active device serves as an amplifier. For this first part of the 
discussion, we will confine ourselves to LC oscillators; we’ll cover crystal 
oscillators subsequently.  

An oscillator’s steady-state operation is governed by the amplifier and the 
tuned circuit of the filter block. Loop gain steadies at unity due to the nonlinearity 
of the amplifier. The tuned circuit reactance will adjust itself to match the 
Barkhausen phase requirement of 2π radians. During steady-state operation, the 
main concerns are the power output and loading of the tuned circuit. The amplifier 
circuit is typically implemented with a BJT or MOSFET. The linear characteristics 
of the transistor determine the starting conditions of the oscillation while the 
nonlinear characteristics determine an oscillator’s operating point. 

 
 
Figure 5.49 Basic types of resonators. 
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The filter block sets the frequency at which the oscillator will operate, which 
is accomplished by using an LC tuned circuit or crystal. Since an inverting 
amplifier is being used, the filter block must provide a π radian phase shift to 
satisfy the second Barkhausen criteria.  

 
5.3.2 Fundamental Oscillator Types 
 
There is an unlimited number of circuit combinations for oscillators. Numerous 
circuits take on the name of their inventors (i.e., Butler, Clapp, Colpitts, Hartley, 
Meacham, Miller, Seiler, and Pierce), and, in turn, many of these circuits are 
derivatives of one another. No one circuit is universally suitable for all 
applications and the choice of oscillator circuit depends on device requirements. 
 
5.3.2.1 Hartley Oscillator 
 
The simplified circuit diagram for a Hartley oscillator is shown in Figure 5.50. In 
the Hartley oscillator, the tuned circuit consists of a single capacitor in parallel 
with two inductors in series (or a single tapped inductor), and the feedback signal 
needed for oscillation is taken from the center connection of the two inductors. 
The oscillation frequency is given by 
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f

L L C
=

π +
 (5.26) 

 
5.3.2.2 Colpitts Oscillator 
 
The Colpitts oscillator is similar to the Hartley oscillator except the roles of the 
inductors and capacitors are reversed. The Colpitts oscillator employs two 
capacitors in series, with the feedback point where the two capacitors join, as 
shown in Figure 5.51. Considering that positive feedback is applied to compensate 

 
 
Figure 5.50 Hartley oscillator implemented with a BJT. 
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for the losses in the tuned circuit, the amplifier and feedback circuit create a 
negative resistor. When Z1 and Z2 are capacitive we can show that the input 
impedance is a negative resistor in series with C1 and C2.  The oscillation 
frequency is given by 
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1 2

1 2
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f
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C C

=
π

+

 (5.27) 

 
5.3.2.3 Pierce Oscillator 
 
The simplified structure for a Pierce oscillator is shown in Figure 5.52. Pierce 
topologies are popular for integrated circuit implementation. They have many 
desirable characteristics, including the capability of operating over a wide range of 
frequencies with very good short-term stability.  Although inductors and capacitors 
are convenient for use in oscillator-tuned circuits, the primary disadvantage of this 
type of oscillator is the tendency to drift with changes in temperature, power-
supply voltage, or mechanical vibrations. Setting the frequency of an LC oscillator 
requires precise manual tuning.  
 Another feature of the Pierce oscillator topology is the use of capacitors that 
have one terminal grounded. Floating capacitors on IC substrates are more 
difficult to manufacture than those with one end grounded. 

 
 
Figure 5.52 Pierce oscillator architecture. 

 
 
Figure 5.51 A Colpitts oscillator architecture implemented with a MOSFET. 
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5.3.3 Crystal Oscillators 
 
Crystals are used in many oscillator circuits due their inherent frequency stability 
over temperature and time compared with RLC components. We provide a basic 
explanation of crystal resonators and crystal oscillators in this section [8]. 

Reduced to its simplest components, a crystal oscillator consists of an 
amplifier and a filter operating in a positive feedback loop. A Pierce configuration 
is provided in Figure 5.53. Intuitively, we see that the amplifier provides the gain 
for the first Barkhausen criterion. The amplifier is inverting, causing a π radian 
phase shift to meet the requirements of the second criterion. The filter block 
provides an additional π radian phase shift for a total of 2π radians around the 
entire loop. By design, the filter block inherently provides the phase shift in 
addition to providing a coupling network to and from the amplifier. The filter 
block also sets the frequency of oscillation, using a crystal. 

Quartz crystals have very desirable characteristics for use in tuned oscillator 
circuits, since their natural oscillation frequencies are very stable. In addition, the 
resonance has a very high Q, ranging from 10,000 to several  hundred thousand. In 
some cases, Q values of two million have been achieved. Ultimately, however, Q 
values and stability are the principal limitations of crystal-based oscillators.  

 The practical frequency range for fundamental-mode AT-cut quartz crystals 
is up to about 30 MHz. Crystals for fundamental frequencies higher than 30- to 40- 
MHz are very thin and fragile. Higher-frequency operation is achieved by 
utilization of overtones of the fundamental frequency. Ninth-overtone crystals are 
used up to approximately 200 MHz, the practical upper limit of crystal oscillators.   

Quartz is a piezoelectric material and when it is placed in an electric field a 
physical displacement occurs. The schematic symbol for a quartz crystal is shown 
in Figure 5.54(a) and the equivalent circuit for a quartz crystal near fundamental 
resonance is shown in Figure 5.54(b). The equivalent circuit is an electrical 
representation of the quartz crystal’s mechanical and electrical behavior, and it 
does not represent actual circuit components. The crystal is, after all, a 
mechanically vibrating piece of quartz. The circuit elements C1, L1, and R1 are 

 
 

Figure 5.53 Pierce crystal oscillator. 
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known as the motional arm and represent the mechanical behavior of the crystal 
element, while capacitor C0 represents the electrical behavior of the crystal 
element and its holder. 

The equivalent circuit in Figure 5.54(b) represents the fundamental oscillation 
mode. A more complex model can represent a crystal through as many overtones 
as desired. For the sake of simplicity, this simple model is usually employed and 
different values are used to model fundamental or overtone modes. Spurious 
resonances occur at frequencies near the desired resonance. In high-quality 
crystals, the motional resistance of spurious modes is at least two or three times 
the primary resonance resistance and the spurious modes may be ignored. 

Table 5.2 displays typical crystal specifications. Shunt capacitance C0 is 
typically listed as a maximum value and not as an absolute value. Notice also that 
motional parameters C1, L1, and R1 are not typically provided in the crystal data 
sheet. They can generally be obtained from a crystal manufacturer or from 
measurements. Table 5.3 shows equivalent circuit values for an example crystal. 
In Table 5.3, shunt capacitance is provided as an absolute value. However, shunt 
capacitance can be measured with a capacitance meter at a frequency much less 
than the fundamental frequency. 

A crystal has two resonant frequencies characterized by a zero phase shift. 
The first is the series resonant frequency, fs, which can be found from: 

 

Table 5.2 Example of Crystal Specifications 

Parameter Value 
Frequency (fXTAL) 8.0 MHz 
Load Capacitance (CL) 13 pF 
Mode of Operation Fundamental 
Shunt Capacitance (C0) 7 pF (maximum) 
Equivalent Series Resistance (ESR) 100Ω (maximum) 

 
 

Figure 5.54 Crystal equivalent circuit: (a) schematic symbol and (b) equivalent circuit near
fundamental resonance. 
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This is the basic equation for the resonant frequency of an inductor and capacitor 
in series. Recall that series resonance is that particular frequency, which the 
inductive and capacitive reactances are equal and cancel: XL1 = XC1. When the 
crystal is operating at its series resonant frequency, the impedance will be at a 
minimum and current flow will be at a maximum. The reactance of the shunt 
capacitance, XC0, is in parallel with the resistance R1. At resonance, XC0 << R1, and 
as a result, the crystal appears resistive in the circuit at a value very near R1. 
Solving for the example crystal, we can see that fs = 7,997,835.8 Hz. 

The second resonant frequency is the anti-resonant frequency, fa, which is 
given by 
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This equation combines the parallel capacitance of C0 and C1. When a crystal is 
operating at its antiresonant frequency, the impedance will be at its maximum and 
current flow will be at its minimum. Solving for the example crystal, we get          
fa = 8,013,85.5 Hz. Note that fs is less than fa and that the specified crystal 
frequency is between fs and fa so that fs < fXTAL < fa. This region of frequencies 
between fs and fa is known as the area of parallel resonance. The crystal has 
resistive and reactive components and therefore complex impedances. The 
complex impedances are in parallel and are given by: 
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Table 5.3 Equivalent Circuit Crystal Values 

Equivalent Component Value 
C0 5.5 pF 
C1 0.018 pF 
L1 22 mH 
R1 30Ω 
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Combining Z0 and Z1 in parallel yields:  
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Using the values in Table 5.3, this reactance versus frequency plot can be created 
(Figure  5.55). This plot shows where the crystal is inductive (X  > 0) or capacitive 
(X < 0) in the circuit. Between the frequencies fs and fa, the impedance of the 
crystal is inductive, and at frequencies less than fs and frequencies greater than fa, 
the crystal is capacitive. 

There is no difference in the construction of a series resonant crystal and a 
parallel resonant crystal, as they are manufactured exactly alike. The only 
difference between them is that the desired operating frequency of the parallel 
resonant crystal is set 100 ppm or so above the series resonant frequency. Parallel 
resonance means that a small capacitance, known as load capacitance (CL), of 12  
to 32 pF (depending on the crystal) should be placed across the crystal terminals to 
obtain the desired operating frequency. Figure 5.54 depicts load capacitance in 
series with the crystal equivalent circuit. 

A quartz crystal is a tuned circuit with a very high-Q, which, along with many 
other desirable attributes, makes the crystal an excellent component choice for 
oscillators. Crystal oscillators are recognizable from their LC oscillator 
counterparts. For the Pierce oscillator, the crystal replaces the inductor in the 
corresponding LC-tuned circuit oscillators, and not surprisingly, the crystal 
appears inductive in the circuit. 

 
 
Figure 5.55 Crystal reactance versus frequency. 
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Upon startup, the amplitude of oscillation builds up to the point where 
nonlinearities in the amplifier decrease the loop gain to unity. During steady-state 
operation, the crystal, which has a large reactance-frequency slope (Figure 5.55), 
is located in the feedback network at a point where it has the maximum influence 
on the frequency of oscillation. A crystal oscillator is unique in that the impedance 
of the crystal changes so rapidly with frequency that all other circuit components 
can be considered to be of constant reactance, this reactance being calculated at 
the nominal frequency of the crystal. The frequency of oscillation will adjust itself 
so that the crystal presents a reactance to the circuit, which will satisfy the 
Barkhausen phase requirement. 

At series resonance, the crystal appears resistive in the circuit (Figure 5.56), 
and the phase shift around the circuit is 2π radians. If the frequency of the circuit 
shifts above or below the series resonant frequency of the crystal, it increases or 
decreases the phase shift so that the total is no longer equal to 2π radians, thereby 
maintaining the steady-state operation at the crystal frequency. However, this only 
happens in an ideal circuit. Under actual circuit operation (Figure 5.57), the phase 
shift through the transistor is typically more than π radians due to increased delay, 
and the tuned circuit typically falls short of π radians. Therefore, the crystal must   

 
 
Figure 5.56 Pierce ideal operation. 
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appear inductive to provide the phase shift needed in the circuit to sustain 
oscillation. 

 Thus, the output frequency of the Pierce crystal oscillator is not at the crystal-
series resonant frequency. Typically, a parallel resonant crystal is specified by 
frequency and load capacitance, CL. Capacitance CL is the circuit capacitance 
required by the crystal for operation at the desired frequency. The circuit-load 
capacitance is determined by external capacitors C2 and C3, transistor internal 
capacitance, and stray capacitance, CS. The values of capacitors C2 and C3 to 
match the crystal CL are determined by: 
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5.3.4 Microelectromechanical Oscillators 
 
MEMS are small integrated devices or systems that combine electrical and 
mechanical components. They range in size from the sub-micrometer level to the 
millimeter level, and there can be any number, from a few to millions, in a 
particular system. MEMS extend the fabrication techniques developed for the 
integrated circuit industry to add mechanical elements such as beams, gears, 
diaphragms, and springs to devices. 

 
 
Figure 5.57 Pierce actual operation. 
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A basic cantilever beam is illustrated in Figure 5.58. If an AC signal is applied 
to a cantilever beam, its response is to vibrate. This is the fundamental operating 
principle of MEMS devices. One of the primary applications of such devices is 
resonators. These resonators can be used in filters and oscillators. 
 Mechanical resonators such as these devices are better than passive electronic 
resonators. The frequency of resonance and other properties are determined by the 
material and structural properties as opposed to their electronic counterparts. The 
characteristics of the latter are determined by IC manufacturing techniques that are 
harder to control.  Q’s in the range of 10,000 in air have been demonstrated with 
such MEMS resonators. Ease of integration onto silicon substrates is one of the 
primary advantages of MEMS devices. 
 MEMS resonators have an additional characteristic that they operate with very 
low power consumption (in the microwatt region). 
 Although the operation of MEMS resonators extends to the  GHz range, the 
structure shown in Figure 5.58 exhibits characteristics (impedances too high) that 
preclude its use at RF frequencies (Figure 5.59). A structure that is usable at RF is 
shown in Figure 5.60. This topology is referred to as the wine glass resonator, and 
it operates by oscillating as shown in the bottom pane. This type of resonator, with 
a radius of 26.5 μm, has been demonstrated to have a Q of 8600 in air at 73.4 MHz 
[9]. 
 Another topology shown in Figure 5.61 is known as the contour-mode disk 
resonator. With a radius of 17 μm, this resonator has demonstrated a Q of 9400 at 
156.23 MHz [10]. 
 
5.3.5 Phase Locked Loops 
 
5.3.5.1 Introduction 
 
The phase locked loop (PLL) forms the basis of most modern oscillator topologies. 
The technique aims to get a high-quality (good phase noise), high-frequency  

 
 
Figure 5.58 MEMS cantilever beam. 
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Figure 5.59 MEMS beam characteristics. 

 
 
Figure 5.60 MEMS wine glass resonator. 
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oscillator to be locked to a stable, low-level, low-cost (often crystal derived) 
source. 

The simplest form of PLL synthesizer contains a voltage-controlled oscillator 
(VCO) operating at the required carrier frequency (e.g., a resonator), a frequency 
divider (a digital divider circuit), a phase comparison circuit, and a loop filter. The 
circuit acts to lock the reference frequency (fR) to fVCO/N, resulting in an output 
frequency of NfR. The architecture is illustrated in Figure 5.62. By adding a further 
divider, M, between the reference frequency source and the PLL, it is possible to 
synthesize a whole range of output frequencies with value NfR/M. 
 

The components in Figure 5.62 that every PLL must have are: 
  

• A phase detector (PD): This is a nonlinear device whose output contains 
the phase difference between the two oscillating input signals. 

• A VCO: This is another nonlinear device that produces an oscillation 
whose frequency is controlled by a lower frequency input voltage. 

• A loop filter (LF): While this can be omitted, resulting in what is known 
as a first order PLL, it is always conceptually there since PLLs depend on 
some sort of lowpass filtering in order to function properly. 

 
 
Figure 5.61 MEMS contour-mode disk resonator. 
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• A feedback interconnection: Namely, the phase detector takes as its input 
the reference signal and the output of the VCO. The output of the phase 
detector, the phase error, is used as the control voltage for the VCO. The 
phase error may or may not be filtered.  

 
The basic idea of a phase-locked loop is that if we inject a signal into the 

reference input, the internal oscillator in the loop will lock to the signal in such a 
way that the frequency and phase differences between the reference signal and the 
internal sinusoid will be driven to some constant value or 0 (depending on the 
system type). The internal sinusoid then represents a filtered or smoothed version 
of the reference signal. 

Realization of the classic mixing phase-locked loop may include a lowpass 
filter at the output of the mixer. This filter eliminates the double frequency term 
arising due to the mixing. It also limits the input noise with minimal impact on the 
loop dynamics. In addition, typically a bandpass filter would be placed in front of 
the mixer also to minimize the amount of spurious signals input to the PLL. 
 A sinusoidal signal at the reference input of a PLL as shown in Figure 5.63 
can be written as:  
  

 
 
Figure 5.63 Mixing phase detector. 

 
 
Figure 5.62 Phase-locked loop. 
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 R R Rsin( )v A t= ω + θ  (5.34) 

 
Without loss of generality, we can assume that the output signal from the VCO 
into the mixer is given by  
 
 VCO VCO VCOcos( )v t= ω + θ  (5.35) 

 
The output of the mixer in Figure 5.63 is then given by 
 

 d R R VCO VCOsin( )cos( )
2

K
v t t= ω + θ ω + θ  (5.36) 

 
where K includes any gain from the mixer. Now applying the elementary  
trigonometric identity: 
 

R R VCO VCO

R VCO R VCO R VCO R VCO

2sin( ) cos( )

sin[( ) ] sin[( ) ]

t t

t t

ω + θ ω + θ
= ω + ω + θ + θ + ω − ω + θ − θ

 (5.37) 

 
Let θd = θR− θVCO and d R VCO.ω = ω − ω Then assume that: 

 
• the first term in (5.37) is attenuated by the lowpass filter in Figure 5.63 

and by the lowpass nature of the PLL itself. 
• ωR ≈ ωVCO, so that the difference can be incorporated into θd. This means 

that the VCO can be modeled as an integrator. 
 

 
 
Figure 5.64 Conceptual block diagram of PLL with sine detector. This is a transition stage in the
analysis of the classical mixing loop. This model represents the effect of the multiplying detector once
the high-frequency component has been attenuated. In general the detector block transfer function is

equal to d d
sin( )K θ but close to lock where 

d d
sin( ) ,θ ≈ θ the transfer function simply equals θd. The

latter case is the one mostly used for analysis of PLL performance. 
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Making these assumptions leads to the PLL model shown in Figure 5.64 when the 
loop is close to lock. The problem is that this is still a nonlinear system and as 
such is in general difficult to analyze. The typical methods of analysis include: 
 

• Linearization: For θd small and slowly varying ωd, d dsin ,θ ≈ θ  

dcos 1,θ ≈  and d 0.θ ≈ While this is useful for studying loops that are 

near lock, it does not help for analyzing the loop when θd is large. 
• Phase plane graphs: This method is a classical graphical method of 

analyzing the behavior of low-order nonlinear systems about a singular 
point. The disadvantage to this is that phase plane trajectories can only 
completely describe first- and second-order systems (since the graph axis 
each displays a single phase variable). 

 
The linearized model is shown in Figure 5.64. This is derived from the sine 
detector loop by assuming that the phase error is small and thus sin θd ≈ θd. This is 
the model with which most analyses of phase-locked loops are done.  

 Typically the lowpass filter shown in Figure 5.63 is omitted. This is 
important because this filter is highly useful in attenuating the effects of the 
double-frequency signal. The PLL is inherently lowpass anyway, and the loop 
filter itself is optimized for the stability and performance of the baseband (phase). 

 As seen in (5.36), the amplitude of the phase error is dependent upon A, the 
input signal amplitude. The linearized model has a loop gain that is dependent on 
the loop components. Thus, the input effects of the amplitude on the loop must be 
anticipated.  

The mixing phase detector shown in Figure 5.63 has superior noise 
performance to many of the other detectors.  
 
5.3.5.2 Linear Analysis Methods for Classical PLLs 
 
The PLL model in Figure 5.64 is a closed-loop feedback system. The transfer 
function from reference phase input to VCO phase output, T(s), can be obtained as 
 

 VCO d VCO

R d VCO

( ) ( ) /
( )

( ) 1 ( ) /

s K F s K s
T s

s K F s K s

Θ
= =

Θ +
 

 d VCO

d VCO

( )

( )

K K F s

s K K F s
=

+
 (5.38) 

 
Similarly, the transfer function from the reference phase input to the phase error, 
S(s), is 
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 d

R d VCO

( ) 1
( )

( ) 1 ( ) /

s
S s

s K F s K s

Θ
= =

Θ +
 

 
d VCO ( )

s

s K K F s
=

+
 (5.39) 

Among the basic properties of interest in this transfer function are the loop 
stability, order, and system type. The order of the PLL system is obvious from the 
denominator of (5.38). The stability of the system can be determined by a variety 
of classical methods including root locus, Bode plots, Nyquist plots, and Nichols 
charts. 
 
5.3.5.3 PLL Operational Frequency Ranges 
 
PLLs operate over a limited region of frequencies. These are specified by: (1) hold 
range, (2) lock range, and (3) pull-in/pull-out range. These ranges are indicated in 
Figure 5.65.  
 
Hold Range 
 
The hold range, ∆ωH, is defined as that frequency range at which the PLL is able 
to statically maintain phase tracking. It is determined by calculating the frequency 
offset at the reference input that causes the phase error to be beyond the range of 
linear analysis. For a multiplying or XOR phase detector, this phase error is π/2. 

For sequential detectors, it will be larger. Since loops will be permanently out 
of lock if the frequency offset at the input is greater than the hold range, this 
quantity is more of an academic matter than a practical one, but it can be 
calculated for a classical PLL (sinusoidal phase detector) as 
 
 H o d (0)K K FΔω =  (5.40) 

 
Lock-In Range 
 
The lock-in range, ∆ωL, is defined as that frequency range within which the PLL 
locks within one single-beat note between the reference frequency and output 
frequency. The lock range must be calculated from a nonlinear equation, but there 

 
 
Figure 5.65 PLL ranges. 
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are several useful approximations that can be made. In particular, if the relative 
order of numerator and denominator of the PLL is 1, then the loop behaves like a 
first-order loop at higher frequencies, and thus the lock range can be estimated as  
 
 L o d ( )K K FΔω ≈ ± ∞  (5.41) 

 
Pull-In and Pull-Out Range 
 
The pull-in range, ∆ωP, is defined as the frequency range in which the PLL will 
always become locked. The pull-out range, ∆ωPO, is defined as the limit of 
dynamic stability for the PLL. Unfortunately, there are no simple relationships for 
these. 
 
5.3.5.4 The Steady-State Error 
 
Steady-state errors of PLLs are obtained from the linear analysis using the final 
value theorem [11]: 
 
 d d0

lim ( ) lim ( )
t s

t s s
→∞ →

θ = Θ  

 R0
lim ( ) ( )
s

s s S s
→

= Θ  (5.42) 

 
As seen from (5.39), the presence of a VCO makes every PLL at least a Type 1 
system, achieving zero steady-state error to a phase step at θR. For a phase ramp or 
(equivalently) a frequency step, there must be another integrator in the forward 
path, and the natural place for this is the LF, F(s). 
 
5.3.5.5 Voltage-Controlled Oscillators 
 
The actual clock generated by a PLL comes from the VCO. The VCO is a 
nonlinear device that generates a periodic oscillation. The frequency of this 
oscillation can be controlled by modulating some control voltage (hence the 
name). In a PLL, the control voltage corresponds to a filtered form of the phase 
error. In response to this, the VCO adjusts its frequency. As the VCO frequency is 
slewed by the control voltage, the phase error is driven toward 0. This frequency 
adjustment to achieve phase lock results in the model of a VCO as an integrator. 

A common form of VCO is the resonant oscillator. Consider the second-order 
bandpass filter in the feedback path: 
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 (5.43) 

 
and ( ) 1.G s K= < Then 
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2( )
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1 ( ) ( ) 2

s sG s
s K

G s F s s s

+ ζω + ω
= =

− + ζ ω + ω
 (5.44) 

 
where ζ1 = (1 − K)ζ. Lowering the damping ratio is called “Q amplification” (Q = 
1/2ζ ) and moves the poles even closer to the jω axis. (In the case of the π network, 
there is a complex pair of poles and one pole on the negative real axis. The 
dominant effect, Q amplification, takes place on the complex pair.) The frequency 
is controlled by altering the capacitance of the resonator, typically by using a 
varactor diode as a capacitor. A simple circuit diagram for a resonant circuit VCO 
is shown in Figure 5.66. The control voltage, Vc, is applied to the anode terminal 
of a varactor diode in this case. 

For the all-digital and software PLLs, the VCO is replaced by a digitally or 
numerically controlled oscillator (DCO/NCO). In this case, the input voltage is 
replaced by some digital value. The output is a digital oscillating waveform. 
 
Varactor Diode 
 
The varactor diode symbol is shown in Figure 5.67 with a diagram representation. 
When a reverse voltage is applied to a PN junction, the holes in the P-region are 
attracted to the anode terminal, and electrons in the N-region are attracted to the 
cathode terminal, creating a region where there is little current. This region, the 

 
 
Figure 5.66 A VCO implemented through a π network. The frequency is adjusted by adjusting the 

reverse bias on the varactor diode, C1. 
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depletion region, is essentially devoid of carriers and behaves as the dielectric of a 
capacitor. 
  The depletion region increases as reverse voltage across it increases, and since  
capacitance varies inversely as dielectric thickness, the junction capacitance will 
decrease as the voltage across the PN junction increases. So by varying the reverse 
voltage across a PN junction, the junction capacitance can be varied. This is shown 
in the typical varactor voltage-capacitance curve in Figure 5.68. Notice the 
nonlinear increase in capacitance as the reverse voltage is decreased. This 
nonlinearity allows the varactor to be used as a harmonic generator as well.  

 Major varactor considerations are: 
 
• Capacitance value 
• Voltage 
• Variation in capacitance with voltage 
• Maximum working voltage 
• Leakage current 

 
5.3.6 Frequency Synthesizers  

The design of digital frequency synthesizers, also known as NCOs or DDS, is 
challenging for receivers because of the requirements for: 

 
 
Figure 5.68 Varactor characteristics. 

 

 
 

Figure 5.67 Varactor diode: (a) circuit symbol and (b) physical construction. 
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• Spectral purity: The more the synthesized signal deviates from a pure 

tone, the more phase noise gets added to subsequent RF processing, 
causing the SNR to decrease. 

• Frequency range: Frequently the frequency range requirements are quite 
large at least for one of the NCOs in an EW receiver. 

• Fast tuning: To change the operating frequency of an EW receiver, the 
NCO is commanded to the new center frequency. In many (most?) 
applications, the faster this is accomplished the better spectrum coverage 
ensues. 

• Power consumption: In many EW applications, such as man-portable 
equipment, the power available is extremely limited. 

 
DDS as the name suggests creates the source frequency from digitally 

generated samples of the output waveform, which are then passed through a D/A 
converter. With sufficient processing speed and word length in the device, it is 
practical to achieve very fine resolution of the output frequency (millihertz 
accuracy and millihertz resolution) with incredibly fast switching times 
(microseconds).  

By using DDS in conjunction with conventional PLL-based synthesis, it is 
possible to get the benefits of each method, but with a cost: power consumption 
and size penalty combine to make them much more suited to fixed site or large 
platform (e.g., truck, fixed-wing manned aircraft) applications than low-power EW 
systems.  
 
5.3.6.1 Frequency Synthesis 
 
To generate exciter signals at arbitrary frequencies, it is desirable to have a clock 
that is phase locked with an input signal of some different frequency. This can be 
accomplished by synthesizing a frequency from an input signal at a different 
(often lower) frequency. The appellation harmonic locking loop is applied to this 
configuration of a PLL, where the VCO frequency is at some multiple of the input 
signal frequency, as shown in Figure 5.62. The output of the divide by N operation 
is at the same frequency as the input signal, and thus the phase detector can 
provide an error signal. For this to happen, however, the VCO must run at a 
frequency N times the input frequency. It is also possible to have values of N that 
are not integers. The reference signal is often from a very stable source, such as a 
crystal oscillator, so the exciter frequency can be set very precisely. 
 
5.3.6.2 Synthesizer Architecture 
 
The architecture of the digital synthesizer we discuss here is shown in Figure 5.69. 
It is based on an architecture described by Valkama [12], which, without the 
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precompensation components, represents the standard topology for a synthesizer. 
Digital and analog approaches to implementing a synthesizer are combined in this 
approach. The NCO output employs precompensation to account for the 
unavoidable mismatches between the amplitudes and phases of the I and Q 
branches that result in imperfect sideband rejection that degrades the spectral 
purity of the synthesized signal. 
  The signals from the NCO are given by 
 

 NCO NCO NCO NCO( ) cos( ) ( ) sin( )I t t Q t t= ω = ω  

 
while the signals from the LO are given by 
 

 LO LO LO LO( ) cos( ) ( ) sin( )I t t Q t g t= ω = ω + ϕ  

 
where g and φ denote the gain and phase imbalances of the mixing stage. 
Furthermore, let θ1 and θ2 denote the relative phase shifts due to the DACs and 
branch filters. 

We can show that the synthesizer output signal x(t) is of the form x(t) = 
Re[xLP(t)exp(jωLOt)], where the lowpass equivalent xLP(t) is given by 

 
 
Figure 5.69 Synthesizer architecture where digital precompensation is used to compensate for the 
nonidealities of the analog part. 
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 NCO NCO
LP ( ) j t j tx t e eω − ω= α + β  (5.45) 

 
Thus, the synthesizer output consists of two spectral components: the desired tone 
at ωLO + ωNCO and the image tone at ωLO  – ωNCO whose relative strengths |α|2 and 
|β|2 depend on g, φ, and θ = θ2 – θ1, as well as on the compensation parameters aij. 

With practical analog electronics, the image tone attenuation defined here as 
  

 
2

2
L

α
=

β
 (5.46) 

 
is only 20–40dB if no compensation is used (i.e., a11 = a22 = 1 and a12 = a21 = 0). 
These levels of synthesizer spurious tones can result in severe interchannel 
interference (ICI). In general, for EW receiver applications, image tone 
attenuations in the order of 50–80dB or more are needed. This image tone at the 
synthesizer output can, however, be canceled with proper precompensation 
parameters aij.  In fact, setting β = 0 and α = exp(jθ1) will force the output to be a 
pure sinusoidal (with relative phase θ1). 

These optimum parameters aij can be shown to be of the form 
 

 11 12 21 22

sin cos
1, tan , ,

cos cos
a a a a

g g

θ θ= = φ = − =
θ φ

 (5.47) 

 
If the only motivation is really just to cancel the image tone (i.e., to set β = 0), 

a simpler solution is available. Using the notation ψ = φ – θ, the solution can be 
formulated as 

 

 11 12 21 22

1
1, tan , 0,

cos
a a a a

g
= = ψ = =

ψ
 (5.48) 

 
for which also α ≈ exp(jθ1) with practical imbalance values. From (5.48) we see 
that only two actual compensation parameters, a12 and a22, need to be 
implemented.  We can note that only the phase error difference ψ = φ – θ and the 
gain mismatch g are actually contributing to the image tone and, therefore, to the 
ideal compensation parameters. 
 
Practical Compensator Update  
 
The imbalances g, φ, and θ needed to calculate these coefficients are unknown and 
need to be estimated somehow. The approach taken here is to carry out the 
estimation using only the envelope of the synthesizer output: 
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 NCO NCO NCO
2 2 2

LP( ) ( ) 2 Re{ * }j t j t j tA t x t e e eω − ω ω= = α + β = α + β + αβ  (5.49) 

 
The envelope is flat only if the image tone is completely attenuated (β = 0). Thus, 
instead of estimating g and ψ, a simpler approach is to directly adapt a12 and a22 to 
minimize the envelope variation.  

One possibility is to consider the envelope peak-to-peak (PP) value 
 
 A max{ ( )} min{ ( )}d A t A t= −  (5.50) 

 
Given that |α| > |β|, which is always the case with practical imbalance values, the 
above peak-to-peak value can also be expressed as 
 

 2 2
A 22 12 22 122 1 2 2 (cos sin )d g a a ga a= β = + + − ψ + ψ  (5.51) 

 
Though not strictly parabolic, the dA-surface having a unique minimum lends itself 
well to iterative minimization. The true gradient of dA (derivative with respect to 
a12 and a22) depends, however, on g and ψ, which are unknown. 

A possible approach is to adapt only one parameter (either a12 or a22) at a 
time.  The direction (sign) of the needed one-dimensional gradient at each iteration 
can be determined based on observing the behavior of dA between two previous 
adaptations of the corresponding parameter. Assuming that a12 and a22 are updated 
at odd and even adaptation instants, respectively, this leads to the following update 
rule 

 

 A
12 12 12 1

2 A

( )
ˆ ˆ( ) ( 2) ( )

( )

d n
a n a n K n

d n
= − + λ

λ +
 (5.52) 

 22 22ˆ ˆ( ) ( 1)a n a n= −  (5.53) 

 
for n odd with K12 ∈ {+1,–1} and 
 
 12 12ˆ ˆ( ) ( 1)a n a n= −  (5.54) 

 A
22 22 22 1

2 A
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ˆ ˆ( ) ( 2) ( )

( )

d n
a n a n K n

d n
= − + λ

λ +
 (5.55) 

 
for n even with K22 ∈ {+1,–1}. 

In the above adaptation scheme, K12(n)  =  K12(n–2) if dA(n–1) ≤ dA(n – 2) and 
K12(n) = –K12(n – 2) if dA(n – 1) > dA(n – 2) with similar reasoning for K22. Step-
size parameters λ1 > 0 and λ2 ≥ 0 are used to control the adaptation speed and 
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steady-state accuracy. Notice that the magnitude of the update term is always 
between zero and λ1, depending on the value of dA. 
 
Example Simulations 
  
An example of the proposed technique for coefficient determination is provided in 
the reference [12]. In that simulation, imbalance values of g = 1.05, φ = 6°, and     
θ = 1° (ψ = φ – θ = 5°) were used, corresponding to an image tone attenuation of 
approximately 26dB. Updating was carried out once per envelope cycle and step-
size values of  λ1 = 0.01 and  λ2 = 0.02 were used.  

 The output envelope is depicted in Figure 5.70. With these imbalance and 
step-size values, the steady-state operation is reached in approximately 50 
iterations and the steady-state image attenuation is in the order of 100–150. 

 
Summary 
 
In this section, frequency synthesizer design for EW receivers was considered. To 
achieve fast switching capabilities with high operating frequencies and reasonable 
power consumption, the approach was to use I/Q modulation of digitally tunable 
low frequency tones. The practical imbalance problem with analog I/Q signal 
processing was then considered and analyzed. 

Based on this analysis, a digital precompensation structure was presented 
together with some simple yet efficient approaches to determine the compensator 
coefficients. 
 
5.3.7 Oscillator Phase Noise  
 
5.3.7.1 Frequency Source 
 
Probably the two most crucial factors affecting an LO signal source are frequency 
stability and phase noise.  Phase noise affects not only the received signal’s jitter, 
SNR, and BER but also can have adverse effect on adjacent channels.  

 
 
Figure 5.70 Envelope of synthesizer output signal during the adaptation (g = 1.05 and ψ = 5o). 
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The oscillator phase noise (also called phase jitter) results in a nonzero 
bandwidth of the carrier that could also cause energy to spill over into adjacent 
channels (Figure 5.71). In addition, if the phase noise is too high, the demodulated 
signal can be corrupted if any of the phase modulations are used.  This can limit 
adjacent channel selectivity due to reciprocal mixing. 
  Real signals are accurately given by A(t)sin[φ(t)], where A(t) is a fluctuating 
amplitude with AM noise and φ(t) describes phase fluctuation noise with an 
average derivative that is called the center frequency. Normally, AM noise is very 
low in comparison, so the first approximation describes the signal as Asin[φ(t)]. 
We see that real signal energy is not concentrated in one frequency (delta 
function); rather it has a noisy spectrum. The more concentrated (spiky) this 
spectrum, the better the signal quality. 

 Real signals can only be described in statistical terms. Their phase, φ(t) = ω0t 
+ θ(t), has a carrier angular frequency (dφ/dt) with an average of ω0. Note that ω0 
is an average; its instantaneous value changes over time. Phase noise is the 
standard deviation of the phase fluctuation and can be described either in degrees 
rms (integrated number) or in detail as the signal’s spectrum. The lower this value, 
the better the signal quality. Note that this noise (spectrum) is part of the signal 
itself.  The corrupted signal is modeled as sin(ω0t + msinωmt), where the first term 
represents an ideal phase and the second term models phase fluctuations. If m is 
small (it is usually assumed that the synthesizer noise is low and m is the 
modulation index of a general FM signal), then m << 1. This signal is periodic. 
Therefore, its Fourier series [actually expressed as Bessel functions of the various 
orders where the center frequency value is J0(m), the first term J1(m), and so forth] 
can be approximated as 

 

 0 0 m 0 msin sin( ) sin( ) other terms are negligible
2 2

m m
t t tω + ω + ω − ω − ω +  

 

 
 
Figure 5.71 LO phase noise. 
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 (For m << 1, Bessel coefficients J0 = 1 and J1 = m/2; others are negligible.) Thus, 
the model reflects a perfect carrier with two sidebands, each with a peak amplitude 
value m/2. These sidebands represent the noise perturbation in the model as 
displayed in the time representation of the phase and signal’s spectral density. The 

phase deviation has rms power given by 2 2 2
m{( sin ) } / 2radians .m t mω = The 

spectral energy of the sidebands has a relative power of m2/4 each for a total of 
m2/2. It can be summarized that the phase noise in radians2 is equal to the relative 
power of the sidebands. The extension of this analysis from sinωmt modulating the 
carrier to noise modulation is readily accomplished. We can summarize that for 
real LO signals with reasonably good spectral purity (m << 1), the phase jitter in 
radians2 is equivalent to the noise spectrum’s power. 

Most LO signal sources have a monotonically declining phase noise spectrum 
(see Figure 5.71). Close to the carrier, the noise indicates slow fluctuations 
(sometimes crystal drift in temperature or time) and flicker noise of active devices. 
These slowly varying noise components usually can be tracked by the receiver. As 
we move away from the center frequency, noise components become faster and 
contribute to the ever-present additive noise. 

The spectrum of the signal is usually defined by the function ( ),mf which 

indicates the SSB noise distribution in a 1 Hz bandwidth relative to total power at 
an offset fm from the center frequency. ( )mf is usually specified in decibels below 

the carrier power level (dBc/Hz). Thus, a 1 GHz synthesized signal having an 
( )mf  of –90dBc/Hz at an offset of 10 kHz from the carrier means that at an 

offset of ±10 kHz from 1 GHz, the signal’s SSB power in a 1 Hz bandwidth is 
90dB below the total signal’s power. If this signal has a power level of –10dBm, 
then its spectral components at 10 kHz offset are at a level of –80dBm/Hz.  

To determine the contribution of this noise, the frequency range of interest 
must be defined. When this range is given by (f1, f2), then the phase noise is given 
by 
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j m

f

f dfφ =   (5.56) 

 
The 2 multiplier is because (fm) is SSB. The time jitter caused by this phase noise 

is given by 
 

 
0

j
j

φ
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ω
 (5.57) 

 
Once a given noise profile is obtained, (5.56) can be evaluated, typically 
numerically. For example, for an LO signal with the phase noise characteristics 
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listed in Table 5.4, the phase jitter from 10 Hz to 100 kHz is calculated to be 2° 
rms. This result means that in a perfect channel with no noise, the LO signal’s 
noise will contribute 2° of noise. In eight-phase modulated signaling, the phase 
difference between states is 45° and a phase offset of 22.5° causes errors. Such a 
signal presents a maximum achievable SNR (all other sources of noise are not 
included) of (22.5/2)2  20dB. 

Spurious signals add phase jitter as random noise. For example, an ideal 
signal with a single spur that is –40dB below the carrier will cause a phase jitter  
that is 2

j,dB 40dB 0.0001.φ = −   Thus j 0.01φ =  radian (0.57°). Noise and 

spurious add incoherently so the total contribution caused by phase noise and 

spurious is given by their sum: 2 2 2
j j jnoise spurs

.φ = φ + φ  

 
5.3.7.2 Leeson Model 
 
The generally accepted engineering model for phase noise is the one developed by 
Leeson [13]. The model is expressed as 
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( ) 10 log 1 1
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s m m

f fk T
f

P f Qf

     Φ  = + +            
  (5.58) 

 
where 
 
T is the temperature (K) 
Φ is a constant that accounts for the increased noise in the 1/f 2 region 

31/ f
f is the breakpoint frequency between the –2 and –3 exponents 

f0 is the center frequency of the oscillator 
Q is the quality factor of the resonator 
 
A graph of this function is shown in Figure 5.72. 

Table 5.4 Leeson Phase Noise Characteristics 

 
Offset from Carrier (Hz) ( )mf (dB/Hz) 

1 –25 
10 –45 
100 –62 
1k –72 
10k –90 

100k –115 
1M –135 
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This model includes a factor (Φ) to account for the increased noise in the 
21/ ( )Δω region, an additive factor of unity (inside the braces) to account for the 

noise floor, and a multiplicative factor (the term in the second set of parentheses) 

to provide a 
3

1/ Δω  behavior at sufficiently small offset frequencies. 

A typical measured oscillator noise profile at 1 GHz with Q = 50 is shown in 
Figure 5.73 where fm = 10 Hz to 5 MHz. Eventually, the noise will reach a floor (in 
this case close to –160dBc/Hz). We immediately see that across a 10 Hz to 5  MHz 
offset the noise profile covers a 130- to 140-dB dynamic range. Oscillator noise is 
usually highly dependent on Q. The lower the tuning/modulation sensitivity of a 
VCO, the better the phase noise.  

It is important to note that the factor Φ is an empirical fitting parameter and 
therefore must be determined from measurements, diminishing the predictive   
power of the phase noise equation. Furthermore, the model asserts that 31/

,
f

fΔ  the 

 
 
Figure 5.73 Oscillator phase noise profile for a 1 GHz oscillator. 
 

 

 
 
Figure 5.72 Leeson model. 
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boundary between the 21/ ( )fΔ  and 
3

1/ fΔ regions, is precisely equal to the 1/f 

corner of device noise. However, measurements frequently show no such equality, 

and 
3

1/ fΔ must be treated as an empirical fitting parameter as well. Also, it is not 

clear what the corner frequency will be in the presence of more than one noise 
source with 1/f noise contribution. Last, the frequency at which the noise flattens 
out is not always equal to half the resonator bandwidth, 0 / 2 .Qω  

 The units are thus proportional to the log of a density. Specifically, they are 
commonly expressed as “decibels below the carrier per hertz,” or dBc/Hz, 
specified at a particular offset frequency from the carrier frequency. For example, 
we might speak of a 2 GHz oscillator’s phase noise as “–110dBc/Hz at a 100 kHz 
offset.” It is important to note that the “per Hz” actually applies to the argument of 
the log, not to the log itself; doubling the measurement bandwidth does not double 
the decibel quantity. As lacking in rigor as “ dBc/Hz” is, it is common usage. 
 
5.3.7.3 Reducing Phase Noise 
 
Some good practices for minimizing the phase noise in LOs are: 
 

• Maximize the Q of the resonator.  
• Maximize reactive energy by means of a high RF voltage across the 

resonator. Use a low LC ratio.  
• Avoid device saturation and try to use antiparallel (back-to-back) tuning 

diodes.  
• Choose an active device with the lowest NF.  
• Choose a device with low flicker noise. This can be reduced by RF 

feedback. A bipolar transistor with an unbypassed emitter resistor of 10 to 
30Ω can improve flicker noise by as much as 40dB.  

• The output circuits should be isolated from the oscillator circuit and take 
as little power as possible.  

 
The Leeson equation presents certain characteristics. 

 
• Close to the carrier the phase noise monotonically declines at 

30dB/decade; it then changes to 20dB/decade until it hits a noise floor. 
• The equation predicts that when f0 doubles, the loss in the phase noise per 

the same Q is in the 6 dB range. In reality, going from 1 to 2 GHz causes 
a loss of ~6dB. Going from 1 to 5 GHz is predicted to cause only a 14dB 
loss. However, in reality, the number is significantly higher. In that 
regard, the best solution for high-frequency sources is to oscillate at the 1 
GHz range and use multipliers (multipliers lose only a 20log 
multiplication ratio).  
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• Intuitively, the more power drawn from the device, the better the SNR 
(hence, Ps in the denominator). On the other hand, bleeding more energy 
from the resonator reduces Q.  

• Seemingly, no relationship exists between phase noise performance and 
VCO constant (Kv= MHz/V). In practice, lower Kv allows lower coupling 
of the resonator, hence higher Q and better phase noise. 

 
The VCO must run in nonlinear mode because its closed-loop gain must be 

one (or nearly so) for oscillations to occur. Still, because the device (bipolar or 
field-effect transistor) has nonlinear output characteristics, it can be expected that 
as the gain drive level increases, a related rise in output will follow. Therefore, 
linear analysis is practically (and theoretically) justified.  
 
5.3.7.4 MEMS Microresonator Noise 
 
Short-Term Frequency Stability 
 
Many phenomena contribute to phase noise in oscillators. The most common 
phenomenon is superposed electronic noise from the sustaining amplifier. With 
MEMS resonators, however, noise due to Brownian motion and mass loading has 
increased influence and may actually dominate among mechanisms that cause 
phase noise. 
 
Electronic Noise 
 
The phase noise power due to electronic noise from the sustaining amplifier may 
be predicted theoretically. Assuming a linear series resonant oscillator, the 
expression for the relative oscillator phase noise power density Nop to carrier C 
power ratio at a deviation fm from carrier frequency f0 is 
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 (5.59) 

 
where f is the amplifier noise factor, Q is the loaded quality factor of the resonator, 
G is the gain of the transresistance sustaining amplifier, Rin is the input resistance 
of the sustaining amplifier, and RL is the combination of the amplifier output 
resistance and the series motional resistance Rm of the resonator.  
 
Mass Loading Noise 
 
In addition to superposed electronic noise, any physical phenomenon that causes 
instantaneous frequency deviations of the resonator will contribute to the total 
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phase noise power. Given the typical mass of a mechanical resonator, mass 
loading noise is expected to make a sizable contribution. 
 
Pressure Dependence 
 
The phase noise of a MEMS resonator is dependent on ambient pressure. There is 
a strong dependence on the contaminant activation energy. On-chip vacuum 
encapsulation techniques have been investigated that provide vacuums with low 
pressures. 
 
Temperature Dependence 
 
In addition to a dependence upon pressure, mass loading noise depends upon 
temperature as well. This dependence arises mainly from the temperature 
dependence of the rates of adsorption of contaminants. The effect of mass loading 
on the short-term frequency stability of a resonator should taper off as 
temperatures increase. This suggests that a low-power microoven could be used to 
substantially reduce phase noise contributions due to mass loading. 
 
Oscillator Noise Reduction Techniques 
 
Traditional oscillator design has involved maximizing the Q of the resonant 
element, selecting a low noise sustaining-stage amplifier and matching circuit 
elements for optimum performance. Leeson’s model (5.58) is invaluable for free-
running oscillator design, where oscillator phase noise is determined by active 
device phase noise amp ,Sφ resonator loaded quality factor QL, and resonator residual 

noise res :Sφ  
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 (5.60) 

 
where f0.5 = f0/2 and f0 is the operating frequency. Once the components of an 
oscillator have been optimized to practical limits, noise reduction may be 
employed to further lower the noise. 

Table 5.5 summarizes the performance of feedforward and feedback noise 
reduction systems. The conclusion on which technique is preferred is application 
dependent where particular system requirements may place emphasis on different 
performance aspects.  
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5.3.7.5 PLL Noise 
 
Since a PLL locks to the phase of the input signal, one of the key measures of the 
performance of the loop is the phase noise in the output, θo. Figure 5.74 shows the 
linear PLL model with noise at both the reference input, θin, and the VCO, θVCO. In 
particular the loop can be made to minimize θo or to have θo track θin precisely. As 
with a standard linear feedback loop, 
 

 o in VCO( ) ( )T s S sθ = θ + θ  (5.61) 

 
where T(s) and S(s) are obtained from (5.38) and (5.39), respectively. We can 
assume that the psds of θin and θvco are independent, and the psd of the output 
phase can be expressed as 
 

 
2 2

o in VCO( ) ( ) ( ) ( ) ( )G j T j G j S j G jω = ω ω + ω ω  (5.62) 

 
As with most feedback systems, we normally have some control over the effect of 
θin on θo through the shaping of the loop, but beyond the loop bandwidth, θo is 
dominated by θVCO. 

Table 5.5 Summary of Feedforward and Feedback Noise Reduction Performance 

 
 Feedforward Feedback 

Noise Floor 
Excellent—close to thermal 

limit. Set by achievable carrier 
cancellation in first loop. 

Set generally by noise floor 
of phase detector. Close to 

thermal limit for carrier 
suppressed systems. 

PM Reduction 
Depends on balance of both 

loops. 

Set by noise floor and 
available gain. Often 

proportional to input power. 

AM Reduction Inherent, as with PM. 
Often requires a 

complementary control 
system. 

System Complexity 

Open loop configuration 
reasonable. 

Two amps required. Long-term 
operation requires sophisticated 

control. 

Simple for standard mixer-
based systems. Carrier 

suppression systems similar 
to feedforward but control 

simpler. 

Bandwidth/Operating 
Frequency Range 

Wideband noise reduction. 
Operating frequency range 

depends on delay matching in 
both loops. 

Limited by controller 
bandwidth. Operating 
frequency range set by 

delay matching. 

Stability 
Unconditionally stable, but 

addition of loop control may 
compromise. 

Conditionally stable. 
Stability criteria 

compromise noise reduction 
bandwidth/loop gain limit. 
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We have touched on two noise sources, but every component of a PLL is a 
potential source of phase noise, from the phase detector to the resistors in the 
filter. 
 
5.3.8 Oscillator Stability 
 
Frequency stability refers to the drift (or lack of it) of the LO signal’s frequency 
with temperature, aging, and mechanical factors such as vibration and shock. In 
EW receivers the frequency stability determines how well signals can be 
intercepted while avoiding interference from adjacent signals.  

A stable oscillator requires a stable tuned element in the feedback path. A 
simple LC stabilized oscillator is generally not adequate. Using a transmission line 
in place of the LC circuit usually exhibits less drift with temperature. A ceramic 
resonator, widely used as a clock source for microprocessor applications, has a 
frequency tolerance of only approximately 3000 ppm and hence is not adequate 
for most EW receiver applications. Coaxial resonators (often ceramic based) can 
provide very high-Q elements and hence have excellent phase noise. Their 
temperature stability is, however, poor and on their own they are not sufficient to 
act as the LO. [Locking a coaxial resonator to a stable (e.g., crystal) source is, 
however, a viable and widely used synthesis process.] SAW devices can provide 
the accuracy needed for wideband operation, giving typically 300 ppm± stability 

over –40oC to +60oC for frequencies up to 1 GHz or beyond. They usually have an 
initial tolerance of approximately 50 kHz± which can be tuned on manufacture. 

Because they provide a low-cost, on-frequency source, SAW-based oscillators are 
very popular for wideband low-power receiver applications. 
  A crystal oscillator is the most widely used stable frequency source, relying 
on the natural vibration frequency of the quartz crystal. Depending on the quality 
of the crystal and the type and tolerance of the cut, accurate temperature-stabilized 
devices can be fabricated. For a very cheap crystal, a temperature tolerance of  

 
 
Figure 5.74 Linear model of input and VCO noise passing through a PLL. 
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15 ppm±  is typical, whereas for a temperature compensated crystal oscillator 

(TCXO), a 3 ppm±  tolerance or better is possible. The major drawback with 

crystal-based oscillators compared with SAW devices is that the oscillation 
frequency is typically below 30 MHz for a fundamental mode design, and possibly 
up to 100  MHz using a fifth overtone design. 

Short-term frequency stability is of utmost importance for LOs in EW 
receivers. Short-term stability is typically measured in terms of close to carrier 
phase noise power density, which is directly related to frequency noise power. 

Frequency or phase stability of an oscillator is customarily considered in the 
long-term stability case where frequency changes are measured over minutes, 
hours, days, and even years. Of interest here are the effects of the component 
changes, with ambient conditions, on the frequency of oscillation. These might be 
caused by changes in the input voltage, variations in temperature, humidity, and 
aging of components.  

 
5.3.8.1 Minimizing Frequency Drift 
 
Some guidelines for minimizing the frequency drift in LOs are as follows:  
 

• Isolate the oscillator from succeeding stages with a buffer stage followed 
by a stage of amplification. Large signals can often then be reduced by a 
3- or 6-dB attenuator which also has the benefit of presenting a well-
defined load impedance to the amplifier. If the stage is feeding a mixer, 
as is most often the case, then another benefit is the mixer also sees a 
source impedance of 50Ω.  

• Ensure the mechanical stability of the oscillator is such that mechanical 
vibration can have no effect on components, especially the frequency 
determining components.  

• Supply the oscillator with a clean well-regulated supply. If using varactor 
tuning, doubly ensure the tuning DC voltage is as clean as possible; a few 
hundred microvolts of noise can be imposed on the oscillator signal. Use 
back-to-back diodes for the variable element. Air variables are hard to 
come by although they offer far superior Q figures. DC tuning tends to be 
more versatile.  

• Minimize circuit changes from ambient variations by using NPO 
capacitors. Polystyrene is excellent.  

• The inductor should be air wound on a coil form with a configuration to 
maximize Q. If a toroid must be used, where possible use the 6 type as it 
offers the best Q. Sometimes, for other reasons, a slug tuned form must 
be used.  
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• Parallel a number of smaller value NPO capacitors rather than using one 
large one in frequency determining components. For trimmers use an air 
variable.  

• Bipolar or FETs for active devices seem to be a matter of personal 
preference. Consensus seems to come down in favor of FETs.  

 
 

5.4 Concluding Remarks 
 
The mixing process was considered in this chapter. The principal components 
involved are the mixer and LO.  
 The mixer takes in the RF and LO signals and generates the IF signal. The IF 
signal is at a constant frequency irrespective of the RF input frequency. This is 
accomplished by provided tuning in the LO. The IF is always a constant offset 
from the RF signal and is given by RF LO.f f± Whether the sum or difference is 

used is determined by the particular design; in both cases the signal at the other 
frequency is eliminated or substantially reduced, normally by filtering. 
 Mixing generates signals at image frequencies. These images can be 
numerous and some method is normally required to minimize their impact. There 
are two techniques that are typically used for dealing with such images. The first is 
to place a filter in the RF signal path prior to the mixer tuned to the frequency of 
the image. The other method is to employ phase cancellation techniques in the 
mixer itself. We discussed both of these methods in this chapter. 
 Last we considered the configurations of LOs that are used in receivers. We 
discussed the most common LO topologies and provided some of the pros and 
cons of each. Oscillator noise was also addressed, with the most common type of 
detrimental noise provided by the LO being phase noise, which is manifest in 
variations of the phase of the LO signal. While amplitude noise is also present on 
the LO signal, it is usually negligible compared to the phase noise. 
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Chapter 6 
 
 

IF Amplifiers 
 
 

6.1 Introduction 
 
IF stages in communications EW receivers are comprised of amplifiers for 
boosting the levels of signals and relatively narrowband filters for improving the 
selectivity of the receiver. Selectivity refers to the rejection or suppression of 
signals in adjacent RF channels to prevent or minimize interference to the SOI 
channel. The filters are normally placed between the stages of amplification and 
are used for matching the stages as well as filtration [1]. 
  In this chapter we examine the basic parameters of RF amplifiers. We defer 
the discussion of the IF filters to Chapter 7. 

The bulk of the signal amplification occurs in the IF stages in a receiver. 
Signals with power in the –130dBm range must be amplified to be in about the 
10dBm range or more, implying total amplification in a receiver to be 140dB or 
more. The IF amplifiers are responsible for most of this amplification. 
 
 

6.2 Amplifier Input and Output Impedances and Gain 
 
Recall that the gain of a stage is calculated by using the input and output signals.   
Consider the voltage gain of the circuit shown in Figure 6.1. The capacitors C1 and 
C3 are coupling capacitors to isolate the bias levels of this stage from the stages 
before and after this one, respectively. The filters in this network consist of R, L, 
and C components. As such, R1 and filter F1 form a voltage divider at the input to 
the transistor. With the input level and R1 fixed, as the impedance of filter F1 
increases in value, the voltage on the base of the transistor increases, which causes 
the output voltage on the collector to decrease. Likewise, R2 and filter F2 form a 
voltage divider on the output. With all else held constant, as the impedance of 
filter F2 increases, the voltage on the collector increases in magnitude. Therefore, 
if we incorporate impedances that vary with frequency, we can make an amplifier 
stage that amplifies signals only at a certain frequency as determined by these 
impedances (a range of frequencies really). In the shunt configuration shown in  
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Figure 6.2, these impedances would have their maximum values at the desired 
frequency of operation. It is not necessary to have the impedances of both filters 
vary; one will typically do. 
 The variable impedances could also be inserted in series with the input and 
output rather than shunt. In that case the networks would exhibit minimum 
impedances at the resonant (desired) frequency. This configuration is illustrated in 
Figure 6.3. 

The reactance of an inductor and a capacitor varies as frequency changes. As 
frequency increases, inductive reactance increases, and capacitive reactance 

 
 
Figure 6.1 Input and output filters.  

 

 
 
Figure 6.2 BJT input and output shunt filters. 
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decreases. At some frequency, inductive and capacitive reactance will be equal. 
When the inductor and capacitor are connected as a parallel LC circuit, a tuned 
circuit is formed. This circuit is tuned to give the proper response at the desired 
frequency by selecting the proper values of inductance and capacitance. A circuit 
using this principle is shown in Figure 6.4, which shows an RF amplifier with 
parallel LC circuits used as filter networks. This RF amplifier will only be 
effective in amplifying the frequency determined by the parallel LC circuits.  

The impedance characteristic of the parallel tuned circuits is shown in Figure 

6.5. Around the resonant frequency given by 0 1/ ,f LC=  the impedance rises 

sharply where elsewhere the impedance is relatively small. The small impedance 
shorts the signal to ground at the input and to the power supply (AC ground) at the 
output. Therefore the stage will only amplify signals close to resonance. 

A similar result would be expected with the series resonant circuits shown in 
Figure 6.3. The impedance characteristic for the series filter is illustrated in Figure 
6.6. In this case the impedance is a minimum at resonance, and connected in series 
as illustrated in Figure 6.3, will only pass signals that are close to resonance (not 
all the bias elements are shown). Signals at other frequencies are blocked. The 
input and output capacitors with the series filter double in function as the bias 
isolating elements between stages. 

The Q-factors displayed in Figures 6.5 and 6.6 are a measure of the quality 
(sharpness) of the filter. Mathematically, they are given by the ratio of the 
impedance to the resistance in the circuit (all realistic circuits have some 
resistance). The sharper the Q, as is obvious from these figures, the narrower is the 
passband of the stage. This is a detriment to EW systems when broadband 
amplifiers are required such as in LNAs but is desirable for IF amplifiers due to 
the increase in selectivity facilitated by such filter characteristics. 

 

 
 
Figure 6.3 Amplifier stage with series tuned filters. 
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Figure 6.5 Relative impedance of the shunt parallel tuned circuit as the filter. 

 
 
Figure 6.4 Shunt parallel tuned input and output. 
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6.3 RF Amplifiers 
 
We consider RF amplifiers used in IF applications in this section. Since 
intermediate frequencies are usually set at a single value with relatively (relative to 
the intermediate frequency) narrow bandwidths, we consider narrowband 
amplifiers. This is as opposed to the LNA wideband amplifiers we examined in the 
RF section chapter. Although any frequency can be used, typical intermediate 
frequencies are 455 kHz for receivers in the HF (3–30 MHz), 21.4 MHz in the 
VHF (30–300 MHz), and 70 MHz in the UHF (300–3000 MHz) ranges. Typical 
bandwidths are 3 kHz and 10 kHz in the HF range; 10 kHz, 25 kHz, and 250  kHz 
in the VHF range; and 25 kHz, 100 kHz, 300 kHz, and 500 kHz in the UHF range. 
 There are several possible configurations for active devices in amplifiers. We 
will focus on class A topologies since that is the most popular for linear 
amplification but it should be remembered that there are other possibilities. Most 
of the discussion in this chapter applies to the narrowband RF preselection 
amplifiers in the RF stage as well. 

 
6.3.1 EW RF Amplifier Analysis 
 
A simplified configuration for a common source MOSFET class A biased 
amplifier stage is shown in Figure 6.7. For purposes of AC analysis, the power 

 
 
Figure 6.6 Relative impedance characteristic of the series tuned filter. 
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supply voltage is at ground potential, so the upper end of the load resistor is 
grounded. The output matching circuit is attached to the junction of the load 
resistor and the FET. Matching is used at the input and output for optimum signal 
transfer purposes, and the stability considerations are incorporated into these 
networks. We will not delve into the details of matching and stability here. (See 
[2] for a discussion of matching and Section 3.4.7 for a discussion of stability in 
amplifiers.) The IF filters are incorporated at the input and output of amplifier 
stages such as this. 

The s-parameters of the active device are normally used to analyze EW RF 
amplifier architectures when the frequency of operation includes regions above the 
VHF range (generally greater than 300 MHz). The active device could be a BJT, 
an FET, a thermionic vacuum tube, or any other device whose s-parameters 
indicate gain may be obtained. These s-parameters are a function of the device 
geometry, the materials used in its manufacture, the quality of the manufacturing 
process, and the semiconductor physics of the material used. They are normally 
determined by measurement. The s-parameters are used to design the bias circuitry 
as well as to determine the AC amplification characteristics. 
 As described above, the bias point is where, on the input and output 
characteristic curves, the active device voltages and currents are established when 
there is no RF signal present. This is referred to as the Q-point. It is determined by 
adding resistors between appropriate points in the circuit. These points are 
normally a DC voltage source, ground, and the terminals of the active device. The 
RF signals are assumed to be small relative to the values of the bias levels so that 
operation of the amplifier is nominally in a small region around the quiescent 
point. 

The active device is a two-port network described by a range of S-parameters 
that have been measured over a specified frequency range. Usually this range is 

 
 
Figure 6.7 Common source MOSFET class A amplifier. 
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the region for which it has useful gain. First the bias and heat removal needs of the 
transistor are addressed. After that the RF design is determined using the              
s-parameters. 
 We will demonstrate a simplified design procedure here by way of example. 
Suppose an amplifier is required that is to operate at 1 GHz with 50Ω source and 
load impedances. For other reasons, if suitable, the transistor of choice is 
characterized by the table of S-parameters shown in Table 6.1. The table shows the 
S-parameters in standard format where frequency is shown on the left and the 
parameter across the rows in magnitude/angle format. 

Recall that when the source and load impedances are the same as those used 
to determine the S-parameters, the magnitude of s21 is the ratio of the outgoing 
wave at the output port, b2, to the incoming wave at the amplifier RF input, a1. 
Hence, it is equivalent to the voltage or current gain of the amplifier. Similarly, the 
square of the magnitude of s21 is equal to the power gain. The magnitude of s21 is 
8.78 at 1 GHz. The basic gain, without tuning, in a 50Ω system is: 
 

 
2

2110 log 20 log 8.78G s= =  

 18.9 dB=  (6.1)  
 

Table 6.1 s-Parameters for Example Transistor. In this case VCE = 3 V and IC = 5  mA 

 

f (GHz) 
s11 s21 s12 s22 

11s  11s∠  21s  21s∠  12s  12s∠  22s  22s∠  

0.1 0.88 –13 16.38 170 0.01 83 0.98 –6 
0.5 0.75 –59 12.59 134 0.03 61 0.85 –22 
0.9 0.60 –94 9.43 111 0.05 49 0.70 –33 
1.0 0.56 –102 8.78 106 0.05 47 0.69 –34 
1.5 0.46 –134 6.31 88 0.06 39 0.53 –42 
1.9 0.42 –158 6.29 75 0.06 36 0.53 –42 
2.0 0.42 –161 6.03 72 0.06 36 0.53 –43 
2.4 0.41 –178 4.30 62 0.07 34 0.49 –47 
3.0 0.42 160 3.51 48 0.08 30 0.43 –54 
3.5 0.42 143 3.01 37 0.09 26 0.43 –58 
4.0 0.44 129 2.63 27 0.09 23 0.42 –63 
4.5 0.45 116 2.40 17 0.10 19 0.39 –67 
6.0 0.47 104 2.18 7 0.11 15 0.37 –72 

Source: Freescale. 
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If this gain is acceptable we can move on to design the bias circuitry. If it is too 
low, then a different device or different values of Vce and/or Ic can be selected. If it 
is too high, then perhaps different values for Vce and/or Ic could be tried or a 
different, less expensive, device may make more sense. We’ll assume here that it 
is adequate and proceed to determine the bias element configuration. 

The DC source needs to be larger than 3V because the data in the table is for 
when Vce = 3V. Suppose a 5 V source is used. The performance was obtained with 
Vce = 3V and Ic = 5 mA. The DC current gain, c b/ ,I Iβ =  although not listed in 

this table, is normally also included in the specification sheet. Assume that at this 
β = 50. Figure 6.8 shows a standard biasing network for a CE amplifier 
configuration.  

The bias resistor values are calculated as follows. The base current is 0.1 mA 
(5 mA/50). However, a shunt path to carry about five times this value, say 0.5 mA, 
is desirable so that when the 5V level falls, the base current will fall nearly 
proportionately. Since we are assuming that the transistor is a silicon npn, the 
base-emitter junction will have a voltage drop at turn-on of about 0.75V. The 
emitter-base shunting resistor can be calculated as: 

 

 3

0.75V
1500

0.5mA
R = = Ω  (6.2) 

 2

(3 0.75) V
3750

(0.5 0.1) mA
R

−= = Ω
+

 (6.3) 

 
 
Figure 6.8 RF BJT CE RF amplifier biasing. 
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 1

(5 3) V
357

(0.6+5) mA
R

−= = Ω  (6.4) 

 
Practically, of course, the closest values of standard resistors are used. This 
standard bias circuit tends to self-compensate with temperature. As the 
temperature increases, the base current increases for a given Vbe. However, this 
causes an increase in Ic, resulting in a larger voltage drop in R1 and thereby 
reducing Vbe. 

The bias resistors are large compared to the 50Ω RF impedance level at the 
input. However, their parasitic components at the frequency of operation may 
cause them to place an excessive load on the RF circuit. Furthermore, it is 
undesirable to have RF signals present in the bias circuit, since this may cause 
undesired RF radiation. RF isolation from the bias resistors is therefore normally 
employed. One method to do this with discrete components is illustrated in Figure 
6.9. This isolation could be accomplished with quarter- and half-wave 
transmission line impedance converters as well. 

High RF impedances are created by the bias isolation circuitry. Figure 6.10 
shows one way of doing this with discrete components. For this 1 GHz, 50Ω 
amplifier example, isolating elements of L = 100 nH and C = 100 pF are typical 
values. When space permits, the isolating elements can be “printed” as distributed 
transmission lines along with the RF circuit. These transmission lines are λ/4 long 
at the amplifier’s RF center frequency, which equates to l = 6.5 cm at 1 GHz. 

 
 
Figure 6.9 RF bias isolation. 
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Bias isolating networks are critically important in RF amplifiers. Transistors 
typically have gain at frequencies well above the design bandwidth. As seen in 
Table 6.1, the transistor has significant gain above the design frequency of 1 GHz. 
It also has the potential of breaking into oscillation at any frequency for which it 
has gain, which will be discussed in a later section.  

The bias circuits shown in Figure 6.9 have only single high-impedance and 
low-impedance elements for isolation in each of the input and output bias circuits. 
Single stages such as this are not adequate for all applications, and multiple stages 
are preferred when possible, as illustrated in Figure 6.10.  
 An amplifier designed in the way indicated here should undergo computer 
simulation to verify its performance and determine its stability characteristics. 
Many computer-aided engineering (CAE) simulators are available for this 
purpose. 

Ignoring the issues of matching and stability, the electronic portion of the 
amplifier design is complete. However, the input and output reflection 
coefficients, s11 and s22, respectively, in Table 6.1 at 1 GHz, there is a considerable 
amount of power lost to reflection at the input and mismatch at the output. 
Specifically 

 
 11 0.56s =  

 
2 2

11Input Mismatch Loss 1 1 0.56 0.69 1.6 dBs= − = − = = −  

 22 0.69s =  

 
2 2

22Output Mismatch Loss 1 1 0.69 0.79 1.0 dBs= − = − = = −  

 

 
 
Figure 6.10 RF bias multistage isolation. 
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These mismatch losses correspond to 44% power loss at the input and 21% power 
loss at the output. Therefore, by matching input and output, as much as 2.6dB gain 
can be recovered, which is a non-trivial fraction of the 16.9dB. 

The typical transfer and output characteristics of the class A biased MOSFET 
shown in Figure 6.7 are shown in Figure 6.11. The input voltage, after the input 
matching circuit, is impressed on the gate (G) and is labeled Vgs, which is the 
abscissa for the transfer characteristic in Figure 6.11. This voltage causes current 
to flow from the drain (D) to the source, labeled Id, and therefore through the load. 
The amount of drain current caused by Vgs is determined by the transconductance 
parameter gm, which is the slope of the transfer characteristic curve. Id is the 
ordinate for both the transfer characteristic as well as the output characteristic in 
Figure 6.11. The particular curve on the output characteristic where the device is 
currently (instantaneously) operating is determined by the Vgs labels on the output. 

The load resistor imposes a load line on the output curve—the current and 
voltage in the FET/load must satisfy both the FET output characteristic as well as 
the load resistor. The load line shows up as a line that has a downward slope from 
left to right and the slope m = 1/RL. 

Note that within the normal operating range of the FET, the output 
characteristic shown in Figure 6.11 dictates that irrespective of the output voltage, 
Vds (the abscissa for the output characteristic on the right), the same current flows 
through the load. This is the output characteristic of a current source.   

If the active device in Figure 6.7 were a BJT, then typical transfer and output 
characteristics are as illustrated in Figure 6.12, where the parameters are defined in 
Figure 6.13. A BJT configured in a common emitter (CE) architecture as in Figure  

 
 
Figure 6.11 MOSFET class A characteristics. 
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Figure 6.13 BJT class A amplifier. 
 

 
 
Figure 6.12 BJT class A characteristics. 



IF Amplifiers 285 

6.13 is normally considered a current amplifying device and the output (collector) 
current is controlled by the input (base) current. Therefore the transfer 
characteristic on the left in Figure 6.12 has ib as the abscissa and ic as the ordinate. 
Note that the particular transfer curve selected is a moderate function of the 
collector-emitter voltage, Vce. As the base current increases, it causes an increase 
in the collector current and therefore an increase in the current through the load 
resistor. A small amount of base current  (say, 0.12 mA) will cause a relatively 
larger amount of collector current (say 20 mA when Vce = 4V), which means that 
the current gain is 20/0.12 = 167 (22dB) at this operating point. 

Note that the output current for a BJT is (approximately) independent of Vce, a 
characteristic similar to the FET. Thus the BJT amplifier is also considered as an 
approximation to a current source. 
 
6.3.2 BJT IF Amplifiers 
 
A simplified CE BJT model that is useful at high frequencies is illustrated in 
Figure 6.14. This model is directly applicable to BJTs that are in chip form—that 
is, not packaged. If the BJT is packaged, however, the parasitic packaging 
impedances must be included. One such model is shown in Figure 6.15 [3]. 

 
 
Figure 6.14 Simplified CE BJT model useful for RF. 

 

 
 
Figure 6.15 Packaged BJT model. 
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Typical values for these parasitic impedances are 0.2 nH to 1 nH and 0.01 pF to 
0.05 pF [3].  
 Based on the model in Figure 6.14, the gain-bandwidth frequency, fT, the 
frequency where the magnitude of the forward current gain, fe ,h  is unity, is given 

approximately by 
 

 m
T
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f
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π
 (6.5) 

 
and maximum frequency of operation, fmax, which is the frequency where the 
maximum available power gain from the transistor, given by [4] 
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is unity. Another figure of merit for BJTs is the beta cutoff frequency, fβ, given 
approximately by 
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These parameters are illustrated in Figure 6.16 [5]. 
  
6.3.3 MOSFET High-Frequency Amplifiers 
 
The high-frequency model for FET amplifiers [both MOSFET and junction FET 
(JFET)] is illustrated in Figure 6.17. The frequency-dependent components are: 
 

 
 
Figure 6.16 Gain parameters.  
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Cgs : gate-to-source capacitance 
Cgd : gate-to-drain capacitance (sometimes called the overlap capacitance) 
Cds : drain-to-source capacitance 
 
Since Cgs >> Cds, Cds can usually be ignored. The capacitances in the high-
frequency small-signal model of the MOSFET are relatively constant over the 
frequency range. 

The maximum operating frequency, ωT, is the frequency at which the FET no 
longer amplifies the input signal—that is, the dependent current source gmvgs is 
equal to the input current. It is approximated by 

 

 m
T

gs ds

g

C C
ω =

+
 (6.8) 

 
In general, BJTs have higher maximum operating frequencies than FETs. Two 

factors are responsible for the lower frequency performance of FETs compared to 
BJTs: 

 
• For a given area and operating current, the gm of silicon FETs is less than 

half that of silicon BJTs. 
• In MOSFET structures, considerable capacitance is observed at the input 

due to the oxide layer. In JFETs, semiconductor properties and physical 
dimensions of the device result in long channel lengths that reduce high-
frequency performance. 

 
6.3.4 Frequency Response of RF Amplifiers 
 
All amplifiers have limited frequency range. This is due to interstage tuned circuits 
as well as the inherent frequency limitations of the active devices themselves. The 
tuned circuits are used to control transients. 

Tuned circuits must be retunable in EW amplifiers. If an amplifier uses tuned 
circuits between stages that are retuned as the frequency of operation changes, that 

 
 
Figure 6.17 FET (MOSFET and JFET) HF model. 
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amplifier chain can only be used at a single frequency at a time. While this is one 
mode of operation of an amplifier, it is also possible to use amplifiers that amplify 
multiple signals (multiple frequencies) simultaneously, which is precluded with 
interstage retuning. 

The frequency response of any AC circuit, including RF amplifiers, is 
determined for the most part by the reactive elements (capacitance and 
inductance), including those associated with the active devices. This is because the 
impedances of these components vary with the frequency. In addition to the 
reactance of other components in the circuit, most amplifier stages are coupled 
using RC components. Capacitors are sometimes used to isolate the bias voltages 
associated with each stage—capacitors block DC current. The other normal 
method of coupling that also retains bias isolation between stages is to use 
transformers; this discussion has its own dedicated section later. However, they are 
highpass components—their impedance increases as the frequency is decreased. 
There is also some amount of capacitance and inductance in the wiring of the 
circuit. The end result is that all RF amplifiers have a gain response that varies 
with frequency.  

 
 
Figure 6.18 Amplifier stage: (a) low-frequency input and (b) high-frequency input. The parasitic
reactances are shown dashed. 
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Figure 6.18 illustrates an amplifier stage including the reactive components 
just mentioned (the parasitic inductances and capacitances associated with the 
active device are not shown). In Figure 6.18(a) it is assumed that the input signal 
has a relatively low frequency (low is relative to the purpose for which the 
amplifier is used—in general, it does not necessarily imply any specific 
frequency). Likewise in Figure 6.18(b) the frequency is relatively higher. At low 
frequencies the reactances of the capacitors are large while the reactances of the 
inductors are small. At higher frequencies these switch, with the capacitive 
reactance becoming small and the inductive reactance large. Since the impedances 
of these inductors and capacitors vary with frequency, they impose a filtering 
effect.  

The circuit components are C1, C2, C3, R1, R2, R3, and the active device that 
could be a BJT, FET, or vacuum tube. The circuit components are there for a 
specific purpose. C1 is used to isolate the bias levels of this amplifier from 
whatever provides the input. R1 is used to provide a bias current, as does R2. R2 is 
also used to provide stability. C2 connects the bottom active device terminal to 
ground at high frequency. R3 provides bias current for the active device and C3 
couples the output signal to the following stage while isolating the bias levels for 
this stage. The active device, of course, provides the gain. The parasitic reactive 
components provide undesired effects but are ever present and must be taken into 
consideration, especially as the operating frequency increases. Since the formulas 
for capacitive reactance and inductive reactance are 

 

 C L

1
X X j L

j C
= = ω

ω
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at lower frequencies XC will be larger than at higher frequencies and vice versa for 
inductors—at low frequencies XL will be lower than at higher frequencies. 
Therefore the reactances will tend to be as illustrated in Figure 6.18. Ignoring the 
parasitic capacitances and inductances of resistors, they have the same values at 
low and high frequencies.   
 In addition to the other circuit components, an amplifying device (transistor or 
vacuum tube), itself, has parasitic reactances present which, cause it to react 
differently to high frequencies than it does to low frequencies. In most cases these 
parasitic reactances tend to be best modeled as capacitive. Figure 6.19 shows a 
portion of the interelectrode capacitance of a transistor and the way in which this 
affects high- and low-frequency signals.  

The transistor is shown with interelectrode capacitances. Ceb represents the 
emitter-base capacitance while Cbc represents the base-collector capacitance. 
Figure 6.19(a) shows the reactance as high when there is a low-frequency input 
signal. For a low-frequency signal, the high reactances cause very little effect on 
the amplifier stage. The transistor amplifies the input signal as shown. However, 
when a high-frequency input signal is applied to the transistor, as in Figure 
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6.19(b), the capacitive reactances are low. As the voltage on the base of the 
transistor starts to go positive during the first half of the input signal, a significant 
amount of this positive voltage is felt on the emitter through Ceb. If both the base 
and the emitter go positive at the same time, there is minimal change in emitter–
base voltage, and the conduction of the transistor will not change significantly. As 
the output signal is developed on the collector, part of this signal is fed back to the 
base through Ccb, which represents a small XC. Since the signal on the collector is 
180o out of phase with the base signal, this tends to drive the base in a negative 
direction. The effect of this is to further reduce the emitter–base voltage and the 
conduction of the transistor. During the second half of the input signal, the same 
effect occurs with the polarity reversed. The net effect is a reduction in the gain of 
the transistor as indicated by the small output signal.  

This decrease in the amplifier output at higher frequencies is caused by the 
interelectrode capacitance. This is referred to as a degenerative feedback effect 
since as the frequency increases the reactances caused by the interelectrode 
capacitances shown decrease in value, causing more (negative) feedback than 
desired. 
 
6.3.5 Microwave Tubes 
 
The triode interelectrode capacitances illustrated in Figure 6.20 and transit-time 
delays of standard vacuum tubes preclude them from use above about 1 GHz. 
Alternate tube construction methods have been devised to deal with these 
challenges, however. Most current-day uses of microwave tubes are in high-power 
applications, and that is the case in EW systems as well. As the material in this 

 
 
Figure 6.19 BJT junction capacitance: (a) low-frequency input and (b) high-frequency input. 



IF Amplifiers 291 

chapter concerns low-power applications, no further discussion of tube amplifiers 
is included. 
 
 

6.4 Transformer Coupling 
 
The amplifier stage shown in Figure 6.18 uses capacitive coupling to connect one 
stage with the next. This is only one way to connect stages. Another way is by 
using transformers. One such stage is illustrated in Figure 6.21. As seen, the 
transformers isolate the bias of the individual stages just as the capacitors did in 
the capacitively coupled amplifier. Transformer coupling has many advantages 
over RC coupling for RF amplifiers; for example, voltage gain (not power) can be 

 
 
Figure 6.21 Transformer-coupled RF amplifier.  

 
 
Figure 6.20 Parasitic capacitance in a triode. 
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provided by using a step-up transformer at the output. Likewise, if current gain is 
required, a step-down transformer can be used. In Figure 6.21, the secondary of T1 
and capacitor C1 form a tuned circuit. Likewise, the primary of T2 and capacitor C2 
are a tuned circuit which acts as the load for the active device.  

Transformers are particularly effective at transforming from one impedance 
level to another. Since the input and output impedances of amplifier stages are 
typically different, transformers are frequently used to match these impedances. 
Depending on the configuration of the amplifier, the input could be low impedance 
while the output is at a high impedance, or vice versa. 

The tuned circuits formed by the transformers and capacitors may not have 
the bandwidth required for the amplifier. EW amplifiers are typically quite 
broadband. In other words, the bandwidth of the tuned circuit may be too “narrow” 
for the requirements of the amplifier. One way of increasing the bandwidth of a 
tuned circuit is to use a resistor. A resistor connected in parallel with the tuned 
circuit decreases the Q of the tuned circuit, thereby causing a much broader 
bandpass.  

Alternately, the amount of coupling in the transformer can be varied to 
increase the bandwidth. Transformer coupling is the amount of flux established by 
the primary that gets coupled into the secondary. A transformer can be loosely 
coupled where little energy is transferred from the primary to the secondary, 
optimally coupled where the maximum amount of energy is transferred, or 
overcoupled. Figure 6.22 shows the effect of coupling on frequency response 
when parallel LC circuits are made from the primary and secondary windings of 
transformers. 

 When loosely coupled, the frequency response curve exhibits a relatively 
narrow bandwidth as illustrated in Figure 6.22(a). For optimum coupling, in 
Figure 6.22(b), the bandwidth is wider and the middle of the curve is relatively 

 
 
Figure 6.22 Transformer coupling: (a) loose coupling; (b) optimal coupling; and (c) overcoupling. 
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flat. When overcoupled, the frequency response curve exhibits a broad bandpass, 
but the curve dips in the middle. The bandpass available from optimum coupling 
may not be wide enough. In these cases, a resistor can be added to decrease the Q. 
If still inadequate bandwidth ensues, another amplifier may be required.  

The frequencies at which EW RF amplifiers operate can be quite high, 
causing some problems. One of these problems is losses in the transformers, which 
are due to three causes. First there is loss due to the resistance of the wire. This 
type of power loss is called copper loss or I2R loss. This loss tends not to be a 
function of frequency as it is simple resistive loss. 

The second source of loss is due to eddy currents. The core of a transformer is 
usually constructed of some type of ferromagnetic material because it is a good 
conductor of magnetic lines of flux.  Whenever the primary of an iron-core 
transformer is energized by an AC source, a fluctuating magnetic field is 
produced. This magnetic field cuts the conducting core material and induces a 
voltage into it. The induced voltage causes random currents to flow through the 
core, which dissipates power in the form of heat. These undesirable currents are 
called eddy currents.  Eddy current losses in a transformer do not exhibit a strong 
dependence on frequency.  

The third phenomenon that causes losses in transformers is called hysteresis 
loss. When a magnetic field is passed through a core, the core material becomes 
magnetized and the domains within the core must align themselves with the 
external field. If the direction of the field is reversed, the domains must turn so that 
their poles are aligned with the new direction of the external field. 

Each tiny domain must realign itself twice during each cycle. The energy used 
to turn each domain is dissipated as heat within the iron core. This is hysteresis 
loss and can be thought of as resulting from molecular friction. Hysteresis loss can 
be held to a small value by proper choice of core materials. It is, however, 
frequency dependent, increasing as the frequency increases. This increase in 
hysteresis loss causes the efficiency of the transformer and the amplifier to 
decrease. The energy that goes into hysteresis loss is taken away from energy that 
could go into the signal. RF transformers, specially designed for use at higher 
frequencies, are used to correct the problem of excessive hysteresis loss in the 
transformer of an RF amplifier. The windings of RF transformers are wound onto 
a tube of nonmagnetic material and the core is either powdered iron or air. These 
types of cores also reduce eddy current loss. 
 
 

6.5 Automatic Gain Control 
 
6.5.1 Introduction 
 
Most communication EW receivers must handle signals over a wide range of 
amplitudes. Near transmitters are received with considerable amplitude while 
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those farther away are relatively weak. To keep from overdriving the receiver 
amplifier and other active circuits, automatic gain control (AGC) is typically 
employed. This is a mechanism for adjusting the gain of some of the front-end 
amplifiers so that the weak signals can be intercepted as well as the strong ones. 

This section introduces the use of variable gain amplifiers (VGAs) in AGC 
applications. Figure 6.23 is a general block diagram for an AGC loop. The input 
signal passes through the VGA to produce the output level to be stabilized. The 
detector’s output is compared against a reference voltage to produce an error 
signal, which is then integrated to produce the gain control voltage. This is applied 
to the control input of the VGA. The RF attenuator shown between the VGA and 
the detector is used to align the maximum output level of the VGA with the 
maximum input level of the detector. 

In this section we will examine several key issues in AGC applications of 
VGAs, including VGA types, loop dynamics, detector types, the operating level of 
VGA, and the operating level of the detector.  
 
6.5.2 VGA Types 
 
There are two major classes of VGAs. The first is called IVGA (input VGA), 
which consists of a passive variable attenuator followed by a fixed-gain amplifier 
(Figure 6.24). The second type is the output VGA (OVGA), which is a fixed-gain 
amplifier followed by a passive variable attenuator (Figure 6.25). An IVGA is the 
preferred choice for a receive AGC system because the available output level at 
low distortion is relatively independent of the gain setting. This is the desired trait 
for an AGC system, where the objective is to maintain a constant output in the 

 
 
Figure 6.23 VGA-based AGC loop block diagram. 
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Figure 6.24 IVGA schematic. 

 
 
Figure 6.25 OVGA schematic. 
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face of varying input signal amplitude. The OVGA is generally ill suited to AGC 
applications because of its reduced output signal handling capability at low gain 
settings. We will not discuss this configuration further here. 

When a single IVGA is used in a situation in which the VGA sets the system 
noise floor, the output SNR is essentially independent of the input signal; it does 
not improve as is often preferred. Occasionally, it is desirable to cascade two 
VGAs in order to ameliorate this behavior or simply to obtain more gain control 
range. Doing so requires proper coordination of the gain control inputs of the two 
devices. If the gain control of only the second stage VGA is manipulated in the 
weak signal regime, the signal level to the first stage VGA’s amplifier increases 
with increasing input level, so the output SNR improves with increasing input 
level. It is necessary to hand off the gain control from the second stage to the first 
stage only when overload of the first stage’s amplifier is imminent and detected. 

Alternatively, the two gain control inputs may simply be driven in parallel, in 
which case the output SNR (expressed in dB) improves at half the rate at which 
the input level (also expressed in dB) rises. In cases where the VGAs used have 
residual ripple in their gain control functions, an additional benefit of this 
approach can be obtained if the two gain control input signals are intentionally 
offset by half the period of the ripple. This can considerably reduce the ripple. 

One of the benefits of using an IVGA in an AGC loop is that the VGA’s gain 
control voltage bears an accurate logarithmic relationship to the input signal level 
when the loop is in equilibrium. This means that the gain control voltage may also 
be used as an excellent RSSI, as illustrated in Figure 6.23.  
 
6.5.3 Loop Dynamics 
 
Response time is an important issue with any AGC loop. There is usually a 
compromise between having the loop respond to undesired input level fluctuations 
as rapidly as we would like and having it impose undesirable AM on the signal. 
Additionally, large and/or abrupt changes in the input level may lead to 
unacceptable recovery behavior, causing further adjustments of the response time.  

The issue of excessive loop bandwidth deserves a bit more explanation. If the 
loop responds too quickly, it will introduce undesired gain modulation arising 
from the loop’s efforts to stabilize the output level of a signal containing legitimate 
AM. This is referred to as gain pumping. In the context of digital modulation, the 
presence of appreciable gain pumping can result in significant modulation errors 
and perhaps even noticeable spectral re-growth in extreme cases. A tolerable value 
of gain pumping would generally be only a fairly small fraction of 1 dB.  
 
6.5.4 Detector Types 
 
One convenient aspect of an AGC loop is that the detector need not necessarily 
have a very wide dynamic range over which it obeys any particular law. This is 
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because the detector operates at a constant average level when the AGC loop is in 
equilibrium; thus, the detector should only need to cope accurately with the level 
range associated with a modulated signal. However, as mentioned earlier, the 
detector’s response law (i.e., linear, log, square law, etc.) can play a significant 
role in determining the loop’s dynamic response during large, abrupt changes in 
signal level. Perhaps more importantly, the detector’s response law influences the 
dependency of the loop’s equilibrium level on the input’s waveform or crest 
factor. 

Four detector types will be considered here: envelope detector, square law 
detector, true-RMS detector, and log detector. 

 
6.5.4.1 Envelope Detector (Rectifier) 
 
The output voltage of the envelope detector is proportional to the magnitude of the 
instantaneous RF input voltage. Assuming that sufficient lowpass filtering is 
applied at its output to eliminate RF ripple, this detector produces a voltage 
proportional to the envelope amplitude of the RF signal. Assuming that the loop’s 
bandwidth is sufficiently small so as to avoid significant gain pumping, the effect 
of the loop using an envelope detector is to stabilize the average rectified voltage 
of the signal. The resulting power is therefore dependent on the RF signal’s 
envelope waveform. 

Such a loop acting on a constant-envelope signal such as GSM will produce 
an average output power that is different from that for a heavily AM signal, such 
as CDMA or 64QAM. The output of the envelope detector cannot go negative no 
matter how weak the input signal but may reach extreme positive values in 
response to very strong signals. Starting with the AGC loop in equilibrium, a 
sudden large increase in input amplitude causes a very large initial increase in 
detector output, which very rapidly drives the loop toward lower gain. 

On the other hand, an abrupt reduction of the input signal level (no matter by 
how many decibels) cannot reduce the detector output below zero, and the loop’s 
best response is to slew toward equilibrium at a fairly low rate until the detector 
output begins to change by a significant fraction of the reference voltage, at which 
point the recovery trends toward an exponential decay. In the slew rate-limited 
region, the gain of the signal path is varying at a constant number of decibels per 
second.  

Figure 6.26 shows the behavior of such a loop for a large input level step 
(note that curves for all four detector types are superimposed on this plot). These 
results were obtained from simulations in which the VGA has representative limits 
on the gain range and on the maximum output level. The detectors contrived for 
these simulations have no particular limits, on the grounds that in most practical 
situations the designer will scale the circuit so that the detector does not limit 
appreciably before the VGA does. 
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6.5.4.2 Square Law Detector 
 
This type of detector has an instantaneous output, which is proportional to the 
square of the instantaneous RF input voltage, which is equivalent to saying that its 
output is proportional to input power. This behavior, when incorporated into an 
AGC loop of sensible bandwidth, makes the loop’s equilibrium average output 
power independent of the input waveform. As with the envelope detector, the 
output can never go negative, resulting in the loop having a similar tendency 
toward slew rate-limited behavior when reacting to abrupt decreases in input 
amplitude. 

The response to large abrupt increases in input amplitude can be even more 
striking, however, because the square law detector characteristic exaggerates the 
effect of the input increase. The extent to which this happens depends on the 
clipping level of either the VGA or the detector, whichever is smaller.  

 
6.5.4.3 True-RMS Detector 
 
This detector comprises a square law detector followed by a lowpass filter 
followed by a square root function. The lowpass filter performs the “mean” 
operation associated with the root-mean-square (RMS) function, and it should 
have a sufficiently long time constant to smooth the output variations of the 
squaring detector that would otherwise arise from the legitimate modulation of the 
signal. Because of the square root element in this detector, the average output is 
proportional to the signal voltage, not power, so the loop’s response to small 
abrupt decreases or increases of signal level should essentially be the same as that 
for an envelope detector, provided that the added filter pole within the RMS 
detector is correctly compensated for elsewhere in the loop. The fact that the 
added pole is located in a region of the signal path that is square law brings forth 
the possibility of the large step response being different from that of the simple 

 
 
Figure 6.26 AGC loop responses to large amplitude steps for various detectors. 
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envelope detector, which can indeed be seen in the figure. Note that the RMS 
detector has a slightly slower recovery from a large downward amplitude step than 
does the standard envelope detector but a slightly faster recovery (and a bit of 
overshoot) from a step up in input amplitude. In common with the square law 
detector, the true-RMS detector will make the AGC loop’s equilibrium point 
independent of the RF signal waveform. 

It should be noted that the presence of the long time-constant lowpass filter in 
this detector may have a marked influence on loop dynamics; indeed, this filter 
may even provide the dominant pole in some designs. This time constant must 
therefore be coordinated with the remainder of the loop design.  
 
6.5.4.4 Log Detector 
 
This type of detector produces an output proportional to the logarithm of the RF 
input voltage. Because this behavior is complementary to that of the linear-in-dB 
VGA in the loop, the resulting loop dynamics are those of a linear system, 
assuming that signal level fluctuations during transients remain within the 
measurement range of the log detector. Subject to that assumption, the AGC 
loop’s response to abrupt large changes in input level will not be slew rate-limited 
and will often be faster to recover from amplitude decreases.   

As with the envelope detector, the equilibrium point of an AGC loop using the 
log detector will depend on the RF input waveform.  

 
6.5.4.5 Comparison of Responses with Different Detectors 
 
The AGC loops whose simulation results are shown were designed so that the 
small-signal response speeds are identical. The results show that the loop’s large-
step transient response is markedly dependent on the type of detector. At one 
extreme, the log detector gives the fastest response to large abrupt decreases in 
input level because the logarithmic curve has a very steep slope for low inputs, 
which exaggerates the loop’s response. However, the log detector has a shallow 
slope for high-input levels, resulting in a diminished response rate to sudden 
increases in signal level. At the other extreme, the square law detector’s small 
slope near zero input level gives it a very sluggish response to large decreases in 
input amplitude. Conversely, the square law detector exaggerates the response to 
large signals, giving the fastest response to increasing signals. The envelope and 
RMS detectors, having intermediate characteristics, give response speeds in 
between. 
 
6.5.5 Operating Level of Detector 
 
Ideally the operating level of the detector should be set as high as possible in order 
to minimize the error due to residual DC offsets. However, other considerations 
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often rule. For signals with amplitude modulation, the peak input to the detector 
when the loop is in equilibrium must be no higher than what the detector will 
support, and so the average must be lower. Even for constant-envelope signals, the 
average level must be reasonably lower than the maximum, so that there is room 
for the detector level to increase if the system input level increases; otherwise, 
there could be little or no error signal to drive the loop back toward equilibrium. 
Note that there will generally be unequal amounts of room for the detector output 
to swing up or down from the design equilibrium level, which will make the 
apparent attack and decay speeds of the loop differ.  
 
 

6.6 Concluding Remarks 
 
The basic operating principles of small-signal RF amplifiers as they are used as IF 
amplifiers in EW receiving systems were presented in this chapter. All of this 
material also applies to the RF LNA in the RF stage, except that IF amplifiers are 
typically narrowband and need only amplify a narrow portion of the spectrum 
(relative to their center frequency). 
 Only the common emitter BJT and common source MOSFET amplifier 
configurations were introduced. There are many other amplifier configurations 
that can be used for amplification of RF signals [6–9]. Our intent here was to 
provide a basic introduction to establish common terminology and a fundamental 
understanding of RF amplifiers and, in particular, their use as IF amplifiers in EW 
receivers. The CE and CS amplifiers are, by far, the two most common topologies 
in use for this application. 
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Chapter 7 
 
 

IF Filters 
 
 

7.1 Introduction 
 
IF stages in communication EW receivers are comprised of amplifiers for boosting 
the levels of signals and relatively narrowband filters for improving the selectivity 
of the receiver. Selectivity refers to the rejection or suppression of signals in 
adjacent RF channels to prevent or minimize interference to the SOI channel. The 
filters are normally placed between the stages of amplification and are used for 
matching the stages as well as filtration. In this chapter, we examine the basic 
parameters of RF amplifiers and filters. 

Signal filtering is often central to the design of many communication EW 
subsystems. The isolation or elimination of information contained in frequency 
ranges is of critical importance. In simple AM receivers, for example, the user 
selects one radio station using bandpass filter techniques. Other radio stations 
occupying frequencies close to the selected radio station are eliminated. 

This chapter is intended to serve as a basic introduction to some of the 
fundamental concepts and terms associated with filters. It will not turn a novice 
into a filter designer, but it can serve as a starting point for those wishing to learn 
more about filter design. Enough information is provided to understand the 
majority of the application of filtering in communication EW receivers and other 
components in the receiving chain (such as diplexers and multicouplers). 

We include passive filters only, even though filters implemented with active 
devices can serve well in many applications. The reason for this is that active 
filters were devised originally to address the large inductor problems associated 
with low-frequency (primarily audio) signals. Compact and efficient filters can be 
constructed using active devices with resistors and capacitors while leaving out 
inductors altogether. As operating frequencies increase, the inductors involved 
with passive RLC networks become reasonably small, leaving the advantage of 
active filters behind in the process. The biggest reason for implementing active 
filters in the RF range is to incorporate gain greater than one into the topology. 
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This can also be accomplished with passive RLC networks and amplifiers before 
and/or after the filter, so the advantages are minimal in so doing. Therefore, we 
only address passive filter networks in our discussion in this chapter. 

Another reason for active filter implementation is for integrated systems on 
silicon (SoS) applications, such as with cellular telephones. We do not address 
such applications in our discussions of EW receivers, as there is generally little 
motivation for such receiver implementations (such as production volume, cost, 
etc.). 
 
 

7.2 Filters and Signals 
 
A filter is an electrical network that alters the amplitude and/or phase 
characteristics of a signal with respect to frequency. Ideally, a filter will not add 
new frequencies to the input signal, nor will it change the component frequencies 
of that signal, but it will change the relative amplitudes of the various frequency 
components and/or their phase relationships. Filters are often used in electronic 
systems to emphasize signals in certain frequency ranges and reject signals in 
other frequency ranges. Such a filter has a gain that is dependent on signal 
frequency. As an example, consider a situation where a useful signal at frequency 
f1 has been contaminated with an unwanted signal at f2. If the contaminated signal 
is passed through a circuit (Figure 7.1) that has very low gain at f2 compared to f1, 
the undesired signal can be removed, and the useful signal will remain. Note that 
in the case of this simple example, we are not concerned with the gain of the filter 
at any frequency other than f1 and f2. As long as f2 is sufficiently attenuated relative 
to f1, the performance of this filter will be satisfactory. In general, however, a 
filter’s gain may be specified at several different frequencies or over a band of 
frequencies.  

The two types of frequency selective circuit configurations most commonly 
used in EW systems are the passive LC filter (lowpass, highpass, bandpass, and 
bandstop responses) and the tuned amplifier (bandpass response). LC ladder 
networks are commonly used as building blocks for passive filters at RF. The 

 
 
Figure 7.1 Using a filter to reduce the effect of an undesired signal at f2 while retaining the desired 
signal at f1. 
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values of the inductors and capacitors are varied depending on the type of filter, 
frequency specifications, and terminations. We examine some other types of 
passive filtering techniques, mostly bandpass, as well. 

Since filters are defined by their frequency domain effects on signals, it makes 
sense that the most useful analytical and graphical descriptions of filters also fall 
into the frequency domain. Thus, curves of gain versus frequency and phase 
versus frequency are commonly used to illustrate filter characteristics, and the 
most widely used mathematical tools are based in the frequency domain. 

 
 

7.3 Basic Filter Types 
 
Although we concentrate mostly on bandpass IF filters here, in addition to the 
lowpass frequency response, other basic ideal responses are often needed in 
practice. The ideal highpass filter rejects signals with frequencies below a certain 
value and passes those with frequencies above that value. The ideal bandpass filter 
passes only a band of frequencies, and the ideal bandstop filter completely rejects 
a band of frequencies. These ideal frequency responses are illustrated in Figure 
7.2. There is an additional basic type of filter we consider that is called the all-
pass. This filter ideally has no impact on the amplitude but changes the phase of 
the signals. 

 
7.3.1 Transfer Functions 
 
The frequency domain behavior of a filter is described mathematically in terms of 
its transfer function or network function. This is the ratio of the Laplace 

 
 
Figure 7.2 The basic four ideal frequency responses. 
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transforms of its output and input signals. The voltage transfer function H(s) of a 
filter can therefore be written as 

 

 out

in

( )
( )

( )

V s
H s

V s
=  (7.1) 

 
where Vin(s) and Vout(s) are the input and output signal voltages and s = σ + jω is 
the complex frequency variable. The transfer function defines the filter’s response 
to any arbitrary input signal, but we are most often concerned with its effect on 
continuous sine waves. There are two principal reasons for this. First, sine waves 
are commonly encountered in practice. Many modulation techniques assume that 
the carrier is a sine wave. Second, all periodic signals can be expressed in terms of 
a Fourier series expansion, which uses sine waves as its basis functions. All such 
signals then can be represented as a (infinite) sum of weighted sine waves—thus 
the importance of sine wave analysis for filtering investigations. 

Especially important is the magnitude of the transfer function as a function of 
frequency, which indicates the effect of the filter on the amplitudes of sinusoidal 
signals at various frequencies. Knowing the transfer function magnitude (or gain) 
at each frequency allows us to determine how well the filter can distinguish 
between signals at different frequencies. The transfer function magnitude versus 
frequency is called the frequency response. 

Similarly, the phase response of the filter gives the amount of phase shift 
introduced in sinusoidal signals as a function of frequency. Since a change in 
phase of a signal also represents a change in time, the phase characteristics of a 
filter become especially important when dealing with complex signals where the 
time relationships between signal components at different frequencies are critical. 

By replacing the variable s in (7.1) with jω, where ω is the radian frequency 
( 2 ),fω = π  we can find the filter’s effect on the magnitude and phase of the input 

signal. The magnitude is found by taking the absolute value of the result of doing 
so 
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and the phase is 
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As an example, the network of Figure 7.3 has the transfer function 
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s s
=

+ +
 (7.4) 

 
This is a second-order system. The order of a filter is the highest power of the 
variable s in its transfer function. The order of a filter is also usually equal to the 
total number of capacitors and inductors in the circuit. Higher order filters will 
obviously be more expensive to build, since they use more components, and they 
will also be more complicated to design. However, higher order filters can more 
effectively discriminate between signals at different frequencies. 

Before actually calculating the amplitude response of the network, we can see 
that as 0,s →  that is, at very low frequencies, the numerator also approaches 
zero, as do the first two terms of the denominator. Thus, as 0,s →  the numerator 
approaches zero, the denominator approaches one, and H(s) approaches zero. 
Similarly, as ,s → ∞  H(s) also becomes progressively smaller, because the 
denominator increases with the square of frequency while the numerator increases 
linearly with frequency. Therefore, H(s) will have its maximum value at some 
frequency between zero and infinity and will decrease at frequencies above and 
below that peak. 

To find the magnitude of the transfer function, replace s with jω to yield 
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The phase is 
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Figure 7.3 Filter network. 
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The above relations are expressed in terms of the radian frequency ω, in units of 
radians/second (rps). Plots of magnitude and phase versus radian frequency are 
shown in Figure 7.4. 

Figure 7.4(a) shows that, as we predicted, the magnitude of the transfer 
function has a maximum value at a specific frequency (ω0) between 0 and infinity, 
and falls off on either side of that frequency.1 A filter with this general shape is 
known as a bandpass filter because it passes signals falling within a relatively 
narrow band of frequencies and attenuates signals outside of that band. The range 
of frequencies passed by a filter is known as the filter’s passband. Since the 
amplitude response curve of this filter is fairly smooth, there are no obvious 
boundaries for the passband. Often, the passband limits will be defined by system 
requirements. A system may require, for example, that the gain variation between 
400 Hz and 1.5 kHz be less than 1dB. This specification would effectively define 
the passband as 400 Hz to 1.5 kHz. In other cases, though, we may be presented 
with a transfer function with no passband limits specified. In this case, and in any 
other case with no explicit passband limits, the passband limits are usually 
assumed to be the frequencies where the gain has dropped by 3dB (to 2 / 2 or 
0.507 of its maximum voltage gain). These frequencies are therefore called the     
–3dB frequencies or the cutoff frequencies. However, if a passband gain variation 
(i.e., 1dB) is specified, the cutoff frequencies will be the frequencies at which the 
maximum gain variation specification is exceeded.  

The precise shape of a bandpass filter’s amplitude response curve will depend 
on the particular network, but any second-order bandpass response will have a 

                                                           
1 Where possible, we use the symbol ω0 to represent the center frequency of a bandpass or bandstop 
filter and ωc to represent the corner frequency of a lowpass or highpass filter. When discussing an 
arbitrary frequency value, we use ω0. 

 
 
Figure 7.4 Filter transfer characteristic: (a) gain and (b) phase shift. 
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peak value at the filter’s center frequency. The center frequency is equal to the 
geometric mean of the –3 dB frequencies given by 

 

 c L Hf f f=  (7.8) 

 
where fc is the center frequency 
fL is the lower –3dB frequency 
fH is the higher –3dB frequency 
 

The Q of a bandpass filter is the ratio of the center frequency to the difference 
between the two –3dB frequencies (also known as the 3 dB bandwidth). Therefore 
 

 0

H L
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Q

f f
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−
 (7.9) 

 
This is a measure of the “sharpness” of the amplitude response. 

When evaluating the performance of a filter, we are usually interested in its 
performance over ratios of frequencies. Thus we might want to know how much 
attenuation occurs at twice the center frequency and at half the center frequency. 
(In the case of the second-order bandpass above, the attenuation would be the 
same at both points.) It is also usually desirable to have amplitude and phase 
response curves that cover a wide range of frequencies. It is difficult to obtain a 
useful response curve with a linear frequency scale if the desire is to observe gain 
and phase over wide frequency ratios. For example, if f0 = 1 kHz, and we wish to 
look at the response to 10 kHz, the amplitude response peak will be close to the 
left-hand side of the frequency scale. Thus, it would be very difficult to observe 
the gain at 100 Hz, since this would represent only 1% of the frequency axis. A 
logarithmic frequency scale is very useful in such cases, as it gives equal weight to 
equal ratios of frequencies. 

Since the range of amplitudes may also be large, the amplitude scale is usually 
expressed in decibels 10(20log ( )H jω when H(jω) is a ratio of voltages). Figure 

7.5 shows the curves of Figure 7.4 with logarithmic frequency scales and a decibel 
amplitude scale. Note the improved symmetry in the curves of Figure 7.5 relative 
to those of Figure 7.4. 

Second-order filters are characterized by four basic properties: the filter type 
(highpass, bandpass, etc.), the passband gain, the center frequency (1 rps in the 
above examples), and the filter Q. All the filters discussed so far have unity gain in 
the passband, but in general filters can be built with any gain.  Q was mentioned 
earlier in connection with bandpass and notch filters, but in second-order filters it 
is also a useful quantity for describing the behavior of the other types as well. The 
Q of a second-order filter of a given type will determine the relative shape of the 
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amplitude response. Q can be found from the denominator of the transfer function 
if it is written in the form 
 

 2 20
0( )d s s s

Q

ω
= + + ω  (7.10) 

 
Again, the Q relates to the sharpness of the amplitude response curve. As Q 
increases, so does the sharpness of the response. Lowpass and highpass filters 
exhibit peaks in their response curves when Q becomes large. Figure 7.6 shows 
amplitude response curves for second-order bandpass, notch, lowpass, and 
highpass and the phase characteristics of all-pass filters with various values of Q. 

There is a great deal of symmetry inherent in the transfer functions we have 
considered here, which is evident when the amplitude response curves are plotted 
on a logarithmic frequency scale. For instance, bandpass and notch amplitude 
response curves are symmetrical about f0 (with log frequency scales). This means 
that their gains at 2f0 will be the same as their gains at f0/2, their gains at 10f0 will 
be the same as their gains at f0/10, and so on. 

The lowpass and highpass amplitude response curves also exhibit symmetry 
but with each other rather than with themselves. They are effectively mirror 
images of each other about fc. Thus, the highpass gain at 2fc will equal the lowpass 
gain at fc/2 and so on. The similarities between the various filter functions prove to 
be quite helpful when designing complex filters.  

As the curves for the different filter types imply, the number of possible filter 
response curves that can be generated is infinite. The differences between different 
filter responses within one filter type (e.g., lowpass) can include, among others, 
characteristic frequencies, filter order, roll-off slope, and flatness of the passband 
  

 
 
Figure 7.5 Filter transfer characteristic with gain in decibels: (a) gain and (b) phase shift. 
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 and stopband regions. The transfer function ultimately chosen for a given 
application will often be the result of a tradeoff between the above characteristics. 

 
7.3.2 Brick-Wall Filter 
 
The brick-wall filter in Figure 7.7 is valuable from a theoretical standpoint because 
it serves as the standard for filter approximations. However, we can never actually 
build this brick-wall filter for one simple reason: its magnitude response is zero 
over an infinite band of frequencies. Aside from the fact that the phase is 
undefined for a band of zero frequencies, the finite bandwidth of the filter makes it 
noncausal, that is, it has a response without any input. Indeed, the impulse 
response of the brick-wall filter is the sin x/x function, which extends for all time. 

 
 
Figure 7.7 Ideal brick-wall filter. We cannot actually build this ideal filter because the magnitude
response is zero over an infinite band of frequencies. 

 
 
Figure 7.6 Responses of various second-order filters as a function of Q: (a) bandpass, (b) lowpass, (c)
highpass, (d) notch, and (e) all-pass. 
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On the other hand the brick-wall filter shown in Figure 7.8 is realizable 
because some error is added to the transfer function in the frequency range above 
the cutoff frequency. 
 
7.3.3 Bandpass 
 
The number of possible bandpass response characteristics is infinite, but they all 
share the same basic form. Several examples of bandpass amplitude response 
curves are shown in Figure 7.9. The curve in 7.9(a) is called an “ideal” bandpass 
response, with absolutely constant gain within the passband, zero gain outside the 
passband, and an abrupt boundary between the two. As mentioned, this response 
characteristic is impossible to realize in practice, but it can be approximated to 
varying degrees of accuracy by real filters. Curves (b) through (d) are examples of 
a few bandpass amplitude response curves that approximate the ideal curves with 
varying degrees of accuracy. Note that while some bandpass responses are very 
smooth, other have ripple (gain variations in their passbands). Other have ripple in 
their stopbands as well. The stopband is the range of frequencies over which 
unwanted signals are attenuated. Bandpass filters have two stopbands, one above 
and one below the passband. 

Just as it is difficult to determine by observation exactly where the passband 
ends, the boundary of the stopband is also seldom obvious. Consequently, the  

 
 
Figure 7.8 Realizable brick-wall filter. 

 

 
 
Figure 7.9 Bandpass filter amplitude response: (a) ideal, (b) no ripple, (c) passband ripple only, and 
(d) passband and stopband ripple. 
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frequency at which a stopband begins is usually defined by the requirements of a 
given system. For example, a system specification might require that the signal 
must be attenuated at least 35dB at 30 MHz. This would define the beginning of a 
stopband at 30 MHz. The rate of change of attenuation between the passband and 
the stopband also differs from one filter to the next. The slope of the curve in this 
region depends strongly on the order of the filter, with higher-order filters having 
steeper cutoff slopes. The attenuation slope is usually expressed in dB/octave (an 
octave is a factor of 2 in frequency) or dB/decade (a decade is a factor of 10 in 
frequency). 

Bandpass filters are used in electronic systems to separate a signal at one 
frequency or within a band of frequencies from signals at other frequencies. In 
Figure 7.1 an example was given of a filter whose purpose was to pass a desired 
signal at frequency f1, while attenuating as much as possible an unwanted signal at 
frequency f2. This function could be performed by an appropriate bandpass filter 
with center frequency f1. Such a filter could also reject unwanted signals at other 
frequencies outside of the passband, so it could be useful in situations where the 
signal of interest has been contaminated by signals at a number of different 
frequencies. 

 
7.3.4 Notch or Bandstop 
 
A filter with effectively the opposite function of the bandpass is the bandstop or 
notch filter. As an example, the components in the network of Figure 7.3 can be 
rearranged to form the notch filter of Figure 7.10, which has the transfer function 
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 (7.11) 

 
The amplitude and phase curves for this circuit are shown in Figure 7.11. A 
number of notch filter amplitude response curves are shown in Figure 7.12. As in 
Figure 7.9, curve (a) shows an ideal notch response, while the other curves show 
various approximations to the ideal characteristic. 

 

 
 
Figure 7.10 Notch filter. 
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Figure 7.11 Notch filter: (a) magnitude response and (b) phase response. 

 
 
Figure 7.12 Bandstop filters: (a) ideal, (b) no ripple, (c) bandpass ripple, and (d) bandpass and
bandstop ripple. 



IF Filters 313 

Notch filters are used to remove an unwanted frequency from a signal, while 
affecting all other frequencies as little as possible. An example of the use of a 
notch filter is with an audio program that has been contaminated by 60 Hz 
powerline hum. A notch filter with a center frequency of 60 Hz can remove the 
hum while having little effect on the audio signals. 

 
7.3.5 Lowpass 
 
A lowpass filter passes low frequency signals and suppresses signals at 
frequencies above the filter’s cutoff frequency. The transfer function of the 
lowpass filter in Figure 7.13 is 
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 (7.12) 

 
By inspection this transfer function has more gain at low frequencies than at high 
frequencies: as s → 0, HLP approaches 1 (0dB); as s → ∞, HLP approaches 0         
(–∞dB). 

 

 
 
Figure 7.14 Amplitude (a) and phase (b) response curves for lowpass filter. 

 
 
Figure 7.13 Lowpass filter. 
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Amplitude and phase response curves are shown in Figure 7.14 for a lowpass 
filter, and several possible amplitude response curves are shown in Figure 7.15. 
The various approximations to the unrealizable ideal lowpass amplitude 
characteristics in Figure 7.15(a) take different forms, some being monotonic, 
always having a negative slope, and others having ripple in the passband and/or 
stopband. 
 
7.3.6 Highpass 
 
The highpass filter suppresses signals below its cutoff frequency. An example of a 
highpass filter is shown in Figure 7.16. The transfer function for this filter is 
 

 
2

HP 2
( )

1

s
H s

s s
=

+ +
 (7.13) 

 
and the amplitude and phase curves are shown in Figure 7.17. Again, by 
inspection we can see that as s → 0, HHP approaches 0, and as s → ∞, HHP 
approaches 1. We can also see that the amplitude response of the highpass is a 
mirror image of the lowpass response. Further examples of highpass filter 
responses are shown in Figure 7.18, with the unrealizable, ideal response in Figure 

 
 
Figure 7.15 Lowpass filters: (a) ideal, (b) no ripple, (c) shunt peaked, (d) passband ripple, and (d)
passband and stopband ripple. 

 

 
 
Figure 7.16 Highpass filter.  
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7.18(a) and various approximations to the ideal shown in Figure 7.18(b) through 
(e).  
 
7.3.7 All-Pass or Phase-Shift  
 
The fifth and final filter response type has no effect on the amplitude of the signal 
at different frequencies. Instead, its function is to change the phase of the signal 
without affecting its amplitude. This type of filter is called an all-pass or phase-
shift filter. The effect of a shift in phase is illustrated in Figure 7.19. Two 
sinusoidal waveforms, one drawn in dashed lines, the other a solid line, are shown. 
The curves are identical except that the peaks and zero crossings of the dashed 
curve occur at later times than those of the solid curve. Thus, we can say that the 
dashed curve has undergone a time delay relative to the solid curve. 
  

 
 
Figure 7.18 Highpass (a) ideal, (b) no ripple, (c) shunt peaked, (d) passband ripple, and (c) passband
and stopband ripple. 

 
 
Figure 7.17 Highpass filter.: (a) amplitude response and (b) phase response. 
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Since we are dealing here with periodic waveforms, time and phase can be 
interchanged—the time delay can also be interpreted as a phase shift of the dashed 
curve relative to the solid curve. The phase shift here is equal to φ radians. The 
relation between time delay and phase shift is d / ,t = φ ω so if the phase shift is 

constant with frequency, time delay will decrease as frequency increases. All-pass 
filters are typically used to introduce phase shifts into signals in order to cancel or 
partially cancel any unwanted phase shifts previously imposed upon the signals by 
other circuitry or transmission media. 

Figure 7.20 shows a curve of phase versus frequency for an all-pass filter with 
the transfer function 
 

 
2

AP 2

1
( )

1

s s
H s

s s

− +=
+ +

 (7.14) 

 
The absolute value of the gain is equal to unity at all frequencies, but the phase 
changes as a function of frequency.  
 
7.3.8 Higher-Order Filters 
 
Note that all of the transfer functions we have considered so far share the same 
denominator. Also note that all of the numerators are made up of terms found in 

 
 
Figure 7.19 Sinusoids. The phase delay φ (rads) is equivalent to a time delay of φ/ω (sec), ω in rps. 

 
 
Figure 7.20 Phase response curve for second-order all-pass filter.  
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the denominator: the highpass numerator is the first term (s2) in the denominator, 
the bandpass numerator is the second term (s), the lowpass numerator is the third 
term (1), and the notch numerator is the sum of the denominator’s first and third 
terms (s2 + 1). The numerator for the all-pass transfer function is a little different 
in that it includes all of the denominator terms, but one of the terms has a negative 
sign. 

In Sections 7.3.3–7.3.7 above, a few simple passive filters were described and 
their transfer functions were shown. Since the filters were only second-order 
networks, the expressions associated with them were not very difficult to analyze. 
When the filter in question becomes more complicated than a simple second-order 
network, however, it helps to have a general mathematical method of describing 
its characteristics. This allows us to use standard terms in describing filter 
characteristics and also simplifies the application of computers to filter design 
problems. The transfer functions we will be dealing with consist of a numerator 
divided by a denominator, each of which is a function of s, so they have the form 
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Thus, for the second-order bandpass example described in (7.4), we would have 
n(s) = s, and d(s) = s2 + s + 1. 

The numerator and denominator can always be written as polynomials in s, as 
in the example above. A transfer function for an nth-order network (one with n 
energy storage elements, that is, capacitors and inductors) can be expressed as 
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 (7.16) 

 
Any filter transfer function (including the second-order bandpass of the examples) 
will have the general form of (7.16), with the values of the coefficients ai and bi 
depending on the particular filter. 

The values of the coefficients completely determine the characteristics of the 
filter. As an example of the effect of changing just one coefficient, refer again to 
Figure 7.6(a), which shows the amplitude and phase response for second-order 
bandpass filters with different values of Q. The Q of a second-order bandpass filter 
is changed simply by changing the coefficient a1, so the curves reflect the 
influence of that coefficient on the filter response. 

Note that if the coefficients are known, we do not even have to write the 
whole transfer function, because the expression can be reconstructed from the 
coefficients. In fact, in the interest of brevity, many filters are described in filter 
design tables solely in terms of their coefficients. Using this approach, the second-
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order bandpass of Figure 7.3 could be sufficiently specified by a0 = a1 = a2 = b1 = 
1, with all other coefficients equal to zero. 

Any polynomial such as the numerator or denominator in (7.16) can be 
factored. Thus the transfer function also can be expressed as 
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 (7.17) 

 
The roots of the numerator, z0, z1, z2, . . ., zn are known as zeros and the roots of the 
denominator, p0, p1, . . ., pn, are called poles. The zeros and poles are in general 
complex numbers. Zeros are where the transfer function is zero; that is when s = 
z1, for example, n(s) = 0 and there is no energy transferred from the input to the 
output of the filter. Likewise, when s = p1, d(s) = 0 and H(s) → ∞. All of the poles 
and zeros will either be real roots (with no imaginary part) or appear in complex 
conjugate pairs. For example, the second-order bandpass network function of (7.4) 
can be factored to give 
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H(s) has a pole at 

 

0.5 3 / 2s j= − −  

 
and one at 

 

0.5 3 / 2s j= − +  

 
It also has a zero at s = 0. 

The factored form of a network function can be depicted graphically in a pole-
zero diagram (also called an Argand diagram). Such a diagram corresponding to 
(7.18) is shown in Figure 7.21. The diagram shows the zero at the origin (O) and 
the two conjugate poles (×). 

Certain aspects of filters can be ascertained directly from the pole-zero 
diagram. A pole anywhere to the right of the imaginary axis indicates instability. If 
the pole is located on the positive real axis, the network output will be an 
increasing exponential function in response to an impulse input. A positive pole 
not located on the real axis will give an exponentially increasing sinusoidal output. 
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Stable networks will have their poles located on or to the left of the imaginary 
axis. Poles on the imaginary axis indicate an undamped sinusoidal output (in other 
words, oscillators), while poles on the left real axis indicate damped exponential 
response, and complex poles in the negative half-plane indicate damped sinusoidal 
response. 
 
 

7.4 Filter Approximations 
 
7.4.1 Introduction 
 
In Section 7.3 we saw several examples of amplitude response curves for various 
filter types. These always included an ideal curve with a rectangular shape, 
indicating that the boundary between the passband and the stopband was abrupt 
and that the roll-off slope was infinitely steep. This type of response would be 
ideal because it would allow us to completely separate signals at different 
frequencies from one another. Unfortunately, such an amplitude response curve is 
not physically realizable. We will have to settle for the best approximation that 
will still meet our requirements for a given application. Deciding on the best 
approximation involves making a compromise between various properties of the 
filter’s transfer function. The important properties are considered in this section. 
 
Filter Order. The order of a filter is important for several reasons. It is directly 
related to the number of components in the filter and therefore to its cost, its 
physical size, and the complexity of the design task. Therefore, higher order filters 
are more expensive, take up more space, and are more difficult to design. The 

 
 
Figure 7.21 Pole-zero (Argand) diagram corresponding to (7.18). 



Electronic Warfare Receivers and Receiving Systems 320 

primary advantage of a higher order filter is that it will have a steeper roll-off 
slope than a similar lower order filter. 
 
Ultimate Roll-off Rate. This is usually expressed as the amount of attenuation in 
decibels for a given ratio of frequencies. The most common units are dB/octave 
and dB/decade. While the ultimate roll-off rate will be 20dB/decade for every 
filter pole in the case of a lowpass or highpass filter and 20dB/decade for every 
pair of poles for a bandpass filter, some filters will have steeper attenuation slopes 
near the cutoff frequency than others of the same order. 
 
Attenuation Rate Near the Cutoff Frequency. If a filter is intended to reject a signal 
very close in frequency to a signal that must be passed, a sharp cutoff 
characteristic is desirable between those two frequencies. This is typically the case 
for IF filters in EW receivers. Note that this steep slope may not continue to 
frequency extremes. 
 
Transient Response. Curves of amplitude response show how a filter reacts to 
steady-state sinusoidal input signals. Since a real filter will have far more complex 
signals applied to its input terminals, it is often of interest to know how it will 
behave under transient conditions. An input signal consisting of a step function 
provides a good indication of this. Figure 7.22 shows the responses of two lowpass 
filters to a step input. Curve (b) has a smooth reaction to the input step, while 
curve (a) exhibits some ringing. As a rule of thumb, filters with sharper cutoff 
characteristics or higher Q will have more pronounced ringing. 
 
Monotonicity. A filter has a monotonic amplitude response if its gain slope never 
changes sign; in other words, if the gain always increases with increasing 
frequency or always decreases with increasing frequency. Obviously, this can 
happen only in the case of a lowpass or highpass filter. A bandpass or notch filter 
can be monotonic on either side of the center frequency, however. Figures 7.15(b) 
and (c) and 7.18(b) and (c) are examples of monotonic transfer functions. 

 
 
Figure 7.22 Filter responses to a step function (c): (a) excessive ringing and (b) no ringing. 
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Passband Ripple. If a filter is not monotonic within its passband, the transfer 
function within the passband will exhibit one or more bumps. These bumps are 
known as ripple. Some systems do not necessarily require monotonicity, but do 
require that the passband ripple be limited to some maximum value (usually 1dB 
or less). Examples of passband ripple can be found in Figures 7.9(c) and 18(d). 
Although bandpass and notch filters do not have monotonic transfer functions, 
they can be free of ripple within their passbands. 
 
Stopband Ripple. Some filter responses also have ripple in the stopbands. 
Examples are shown in Figures 7.9(e) and 7.18(e). We are normally unconcerned 
about the amount of ripple in the stopband, as long as the signal to be rejected is 
sufficiently attenuated. 
 

Given that the ideal filter amplitude response curves are not physically 
realizable, we must choose an acceptable approximation to the ideal response. The 
word acceptable may have different meanings in different contexts. 

The acceptability of a filter design will depend on many interrelated factors, 
including the amplitude response characteristics, transient response, the physical 
size of the circuit, and the cost of implementing the design. The ideal lowpass 
amplitude response is shown again in Figure 7.23(a). If we are willing to accept 
some deviations from this ideal in order to build a practical filter, we might end up 
with a curve like the one in Figure 7.23(b), which allows ripple in the passband, a 
finite attenuation rate, and stopband gain greater than zero. Four parameters are of 
concern in the figure: 

 
 
Figure 7.23 (a) Ideal lowpass response, (b) amplitude response limits for a practical filter, (c) one
characteristic curve that meets the specification, and (d) a second type of response that also meets the
specification. Amax is the maximum peak-to-peak passband ripple while Amin is the minimum stopband 
attenuation. 
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• Amax is the maximum allowable change in gain within the passband. This 

quantity is also often called the maximum passband ripple, but the word 
ripple implies non-monotonic behavior, while Amax can obviously apply 
to monotonic response curves as well. 

• Amin is the minimum allowable attenuation (referred to the maximum 
passband gain) within the stopband.  

• fc is the cutoff frequency or passband limit.  
• fs is the frequency at which the stopband begins.  

 
If we can define our filter requirements in terms of these parameters, we will 

be able to design an acceptable filter using standard cookbook design methods. It 
should be apparent that an unlimited number of different amplitude response 
curves could fit within the boundaries determined by these parameters, as 
illustrated in Figure 7.23(c) and (d). Filters with acceptable amplitude response 
curves may differ in terms of such characteristics as transient response, passband 
and stopband flatness, and complexity. How do we choose the best filter from the 
infinity of possible transfer functions? 

Fortunately, a great deal of work has already been done in this area, and a 
number of standard filter characteristics have already been defined. These usually 
provide sufficient flexibility to solve the majority of filtering problems. 

The classic filter functions were developed by mathematicians (most bear 
their inventors’ names), and each was designed to optimize some filter property. 
The most widely used of these are discussed below. No attempt is made here to 
show the mathematical derivations of these functions, as they are covered in detail 
in numerous texts on filter theory. Nor is there an attempt to cover all the possible 
available filter types. 

 
7.4.2 Butterworth 
 
The first, and probably best known, filter approximation is the Butterworth or 
maximally-flat response. It exhibits a nearly flat passband with no ripple. The roll-
off is smooth and monotonic, with a lowpass or highpass roll-off rate of 
20dB/decade (6dB/octave) for every pole. Thus, a fifth-order Butterworth lowpass 
filter would have an attenuation rate of 100dB for every factor of ten increase in 
frequency beyond the cutoff frequency. 

The general equation for a Butterworth filter’s amplitude response is 
 

 BU 2

c

1
( )

1
n

H ω =
 ω+  ω 

 (7.19) 

 



IF Filters 323 

where n is the order of the filter, and can be any positive whole number               
(1, 2, 3, ...), and ωc is the –3dB frequency of the filter. 

Figure 7.24 shows the amplitude response curves for Butterworth lowpass 
filters of various orders. The frequency scale is normalized to 3dB/ −ω ω so that all 

of the curves show –3dB attenuation for 3dB/ 1.0.−ω ω =  

The coefficients for the denominators of Butterworth filters of various orders 
are shown in Table 7.1. Table 7.2 shows the denominators factored in terms of 
second-order polynomials. Again, all of the coefficients correspond to a corner 
frequency of 1 rps (finding the coefficients for a different cutoff frequency will be 
covered later). As an example, the tables show that a fifth-order Butterworth 
lowpass filter’s transfer function can be written: 
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 (7.21) 

 
This is the product of one first-order and two second-order transfer functions. Note 
that neither of the second-order transfer functions alone is a Butterworth transfer 
function, but that they both have the same center frequency. Figure 7.25 shows the 
step response of Butterworth lowpass filters of various orders. Note that the 
amplitude and duration of the ringing increase as n increases. 
 
7.4.3 Chebyshev 
 
Another approximation to the ideal filter is the Chebyshev filter, also known as the 
equal ripple response filter. There are two types of Chebyshev filters: type I and  

 
 
Figure 7.24 Amplitude response for Butterworth filters. 
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Table 7.2 Butterworth Quadratic Factors 

n  
1 (s + 1) 
2 (s2 + 1.4142s + 1) 
3 (s + 1)(s2 + s + 1) 
4 (s2 + 0.5654s + 1)(s2 + 1.8478s + 1) 
5 (s + 1)(s2+0.6180s + 1)(s2 + 1.6180s + 1) 
6 (s2 + 0.5176s + 1)(s2 + 1.4142s + 1)(s2 + 1.9319) 
7 (s + 1)(s2 + 0.4450s + 1)(s2 + 1.2470s + 1)(s2 + 1.8019s + 1) 
8 (s2 + 0.3902s + 1)(s2 + 1.1111s + 1)(s2 + 1.6629s + 1)(s2 + 1.9619s + 1) 
9 (s + 1)(s2 + 0.3473s + 1)(s2 + 1.0000s + 1))(s2 + 1.5321s + 1)(s2 + 1.8794s + 1) 
10 (s2 + 0.3129s + 1)(s2 + 0.9080s + 1)(s2 + 1.4142s + 1)(s2 + 1.5820s + 1)(s2 + 1.9754s + 1) 

 

Table 7.1 Butterworth Polynomials 

Denominator coefficients for polynomials of the form sn + an–1s
n–1 + ... + a1s + a0 

n a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 
1 1          
2 1 1.414         
3 1 2.000 2.000        
4 1 2.613 3.414 2.613       
5 1 3.236 7.236 7.236 3.236      
6 1 3.684 7.464 9.142 7.464 3.864     
7 1 4.494 7.098 14.592 14.592 7.098 4.494    
8 1 7.126 13.137 21.846 27.688 21.846 13.137 7.126   
9 1 7.559 17.582 31.163 41.986 42.966 31.163 17.582 7.559  
10 1 7.392 20.432 42.802 64.882 74.233 64.882 42.802 20.432 7.392 
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type II. As the latter name implies, this sort of filter will have ripple in either the 
passband (type I) or stopband (type II) amplitude response. The amount of ripple 
is one of the parameters used in specifying a Chebyshev filter. The roll-off is 
steeper near the cutoff frequency compared to the Butterworth, but at the expense 
of monotonicity in the passband (type I) or stopband (type II), and poorer transient 
response. A few different type I Chebyshev filter responses are shown in Figure 
7.26. The filter responses in the figure have 0.1dB and 0.5dB ripple in the 
passband, which is small, compared to the amplitude scale in Figure 7.26(a) and 
(b), so it is shown expanded in Figure 7.26(c). 

Note that a Chebyshev filter of order n will have n – 1 peaks or dips in its 
passband response. Note also that the nominal gain of the filter (unity in the case 
of the responses in Figure 7.26) is equal to the filter’s maximum passband gain. 
An odd-order Chebyshev will have a DC gain (in the lowpass case) equal to the 
nominal gain, with dips in the amplitude response curve equal to the ripple value. 
An even-order Chebyshev lowpass will have its DC gain equal to the nominal 
filter gain minus the ripple value; the nominal gain for an even-order Chebyshev 
occurs at the peaks of the passband ripple. Therefore, if we are considering a 
fourth-order Chebyshev lowpass filter with 0.5 dB ripple and we want it to have 
unity gain at DC, we will have to design for a nominal gain of 0.5dB. 

The cutoff frequency of a Chebyshev filter is not assumed to be the –3dB 
frequency as in the case of a Butterworth filter. Instead, the Chebyshev cutoff 
frequency is normally the frequency at which the ripple (or Amax) specification is 
exceeded. The addition of passband ripple as a parameter makes the specification 
process for a Chebyshev filter a bit more complicated than for a Butterworth filter 
but also increases flexibility. 

Figure 7.27 shows the step response of 0.1 dB ripple Chebyshev filters of 
various orders. As with the Butterworth filters, the higher order filters ring more. 

 

 
 
Figure 7.25 Butterworth step response. 
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Figure 7.26 (a) Chebychev amplitude response. Amax = 0.1dB, (b)  Amax = 0.5dB, and (c) Chebyshev 
amplitude response. 
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7.4.4 Bessel 
 
All filters exhibit phase shift that varies with frequency. This is an expected and 
normal characteristic of filters, but in certain instances it can present problems. If 
the phase increases linearly with frequency, its effect is simply to delay the output 
signal by a constant time period. However, if the phase shift is not directly 
proportional to frequency, components of the input signal at one frequency will 
appear at the output shifted in phase (or time) with respect to other frequencies. 
The overall effect is to distort nonsinusoidal waveshapes, as illustrated in Figure 
7.28 for a square wave passed through a Butterworth lowpass filter. The resulting 
waveform exhibits ringing and overshoot because the square wave’s component 
frequencies are shifted in time with respect to each other so that the resulting 
waveform is very different from the input square wave. 

When ringing and overshoot are undesirable, a Bessel or Thompson filter may 
be used. The Bessel characteristic exhibits approximately linear phase shift with 
frequency, so within the passband it approximates a delay line with a lowpass 
characteristic. The higher the filter order, the more linear the Bessel’s phase 

 
 
Figure 7.27 Step response for Chebyshev lowpass filters. In each case, ω0 = 1, ripple = 0.1dB, and the
step amplitude is 1.0. 

 
 
Figure 7.28 Response of a fourth-order Butterworth lowpass (upper curve) to a square wave input 
(lower curve). The ringing in the response shows that the nonlinear phase shift distorts the filter wave
shape. 
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response. Figure 7.29 shows the square wave response of a Bessel lowpass filter. 
Note the lack of ringing and overshoot. Except for the rounding off of the square 
wave due to the attenuation of high-frequency harmonics, the wave shape is 
preserved. 

The amplitude response of the Bessel filter is monotonic and smooth, but the 
Bessel filter’s cutoff characteristic is quite gradual compared to either the 
Butterworth or Chebyshev, as can be seen from the Bessel lowpass amplitude 
response curves in Figure 7.30. Bessel step responses are plotted in Figure 7.31 for 
orders ranging from 2 to 7. The poles of Bessel filters for orders ranging from 1 to 
10 are shown in Table 7.3. 

The Bessel filters are Gaussian filters. A Gaussian filter is a filter whose 
impulse response is a Gaussian function. Gaussian filters are designed to give no 
overshoot to a step function input while minimizing the rise and fall times. This 
behavior is closely connected to the fact that the Gaussian filter has the minimum 
 

 
 
Figure 7.29 Response of fourth-order Bessel lowpass (upper curve) to a square wave input (lower
curve). Note the lack of ringing in the response. Except for the rounding of the corners due to the
reduction of high-frequency components, the response is a relatively undistorted version of the input
square wave. 

 
 
Figure 7.30 Amplitude response curves for Bessel filters of various orders. The nominal delay of
each filter is 1 second. 
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Figure 7.31 Step responses for Bessel lowpass filters. In each case, ω0 = 1 and the input step
amplitude is 1.0. 

Table 7.3 Poles of Bessel Filters 

 
Order (n) Real Part (–σ) Imaginary Part (±jω) 

1 1.0000  
2 1.1050 0.6368 

3 
1.0509 
1.3270 

1.0025 

4 
1.3596 
0.9877 

0.4071 
1.2756 

5 
1.3851 
0.9606 
1.5069 

0.7201 
1.4756 

6 
1.5735 
1.3836 
0.9318 

0.3213 
0.9727 
1.6640 

7 

1.6130 
1.3797 
0.9104 
1.6853 

0.5896 
1.1923 
1.8375 

8 

1.7627 
0.8955 
1.3780 
1.6419 

0.2737 
2.0044 
1.3926 
0.8256 

9 

1.8081 
1.6532 
1.3683 
0.8788 
1.8575 

0.5126 
1.0319 
1.5685 
2.1509 

10 

1.9335 
1.8467 
1.6661 
1.3648 
0.8686 

0.2451 
0.7335 
1.2246 
1.7395 
2.2994 
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possible group delay. Mathematically, a Gaussian filter modifies the input signal 
by convolution with a Gaussian function; this transformation is also known as the 
Weierstrass transformation. 

Table 7.4 lists prototype element values for the normalized lowpass function, 
which assumes a cutoff frequency of 1 rps and source and load impedances of 1Ω. 

Either an input capacitor (top reference line in Table 7.4) or an inductor 
(bottom line in Table 7.4) can be used; see Figure 7.32.  
 
7.4.5 Elliptic (Cauer)  
 
The cutoff slope of an elliptic filter is steeper than that of a Butterworth, 
Chebyshev, or Bessel, but the amplitude response has ripple in both the passband 
and the stopband, and the phase response is very nonlinear. However, if the 
primary concern is to pass frequencies falling within a certain frequency band and  

 
 
Figure 7.32 Bessel filter prototypes: (a) capacitor input and (b) inductor input. 

Table 7.4 Normalized Component Values for Bessel Prototype Filter 

 
Order (n) C1 L2 C3 L4 C5 L6 C7 L8 C9 L10 

1 2.000          
2 0.5760 2.148         
3 0.3374 0.9705 2.2034        
4 0.2334 0.6725 1.0815 2.2404       
5 0.1743 0.5072 0.8040 1.1110 2.2582      
6 0.1365 0.4002 0.6392 0.8538 1.1126 2.2645     
7 0.1106 0.3259 0.5249 0.5020 0.8690 1.1052 2.2659    
8 0.0919 0.2719 0.4409 0.5936 0.5303 0.8695 1.0956 2.2656   
9 0.0780 0.2313 0.3770 0.5108 0.6306 0.5407 0.8639 1.0863 2.2649  
10 0.0672 0.1998 0.3270 0.4454 0.5528 0.6493 0.5420 0.8561 1.0781 2.2641 

Order (n) L1 C2 L3 C4 L5 C6 L7 C8 L9 C10 
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reject frequencies outside that band, regardless of phase shifts or ringing, the 
elliptic response will perform that function with the lowest order filter. The elliptic 
function gives a sharp cutoff by adding notches in the stopband. These cause the 
transfer function to drop to zero at one or more frequencies in the stopband. Ripple 
is also introduced in the passband (see Figure 7.33). An elliptic filter function can 
be specified by three parameters (again excluding gain and cutoff frequency): 
passband ripple, stopband attenuation, and filter order n. Because of the greater 
complexity of the elliptic filter, a computer is normally applied to determine the 
coefficients. 
 
 
7.5 Approaches to Implementing Filters  
 
There are several varieties of filter techniques available. We have discussed LC 
filters extensively so far. We will discuss some of the other more common passive 
ones here, including SAW filters, ceramic resonators, and MEMS resonators. 

Filters using active components are also possible but are normally 
implemented for low-frequency application. Low-frequency filters require fairly 
large passive components so active filters are attractive alternatives. At higher 
frequencies the passive components are not large so passive implementations are 
normally less costly, both financially as well as in real estate.  Another area where 
active filters are starting to dominate is in monolithic implementations of filters 
where inductors are difficult to construct. There, a 2-port gyrator can transform a 
capacitor at port 2 into an inductor at port 1, so theoretically no inductors are 
needed. We will not discuss active filter implementations further here. 

 
 
Figure 7.33 Example of an elliptic lowpass amplitude response. This particular filter is fourth-order
with Amax = 0.5dB and fs/fc = 2. The passband ripple is similar in form to the Chebyshev ripple shown
in Figure 7.26(c). 
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Transmission lines can implement filters as well but we do not cover that 
here. For that discussion see [1]. 
 
7.5.1 Passive Filters 
 
All of the filters used for the earlier examples were made up of passive 
components: resistors, capacitors, and inductors, so they are referred to as passive 
filters. A passive filter is simply a filter that uses no amplifying elements 
(transistors, operational amplifiers, etc.). 

In most cases, the only resistors in the filter are the source and load 
impedances. These resistors might exist in the circuit as separate resistor 
components, or they might be an inherent feature of the amplifier that provides the 
signal and the amplifier that receives the output of the filter. In the section on filter 
polynomials, we show how to arrive at a polynomial function of frequency that 
best matches the requirements. Passive filters implement these polynomial 
frequency responses with capacitors and inductors that interact with the source and 
load impedances. 

Passive filters are the simplest (in terms of the number of necessary 
components) implementation of a given transfer function. Passive filters have 
other advantages as well. Because they have no active components, passive filters 
require no power supplies. Since they are not restricted by the bandwidth 
limitations of op-amps, they can work well at very high frequencies. They can be 
used in applications involving larger current or voltage levels than can be handled 
by active devices. Passive filters also generate little noise when compared with 
circuits using active gain elements. The noise that they produce is simply the 
thermal noise from the resistive and capacitive components, and, with careful 
design, the amplitude of this noise can be very low. 

Passive filters have some important disadvantages in certain applications, 
however. Since they use no active elements, they cannot provide signal gain. Input 
impedances can be lower than desirable, and output impedances can be higher than 
optimum for some applications, so buffer amplifiers may be needed. Inductors are 
necessary for the synthesis of most useful passive filter characteristics, and these 
can be prohibitively expensive if high accuracy (1% or 2%), small physical size, or 
large values are required. Standard values of inductors are not very closely spaced, 
and it is difficult to find an off-the-shelf unit within 10% of any arbitrary value, so 
adjustable inductors are often used. Tuning these to the required values is time 
consuming and expensive when producing large quantities of filters.  

A classic passive filter takes the form of a sideways ladder, in which the 
bottom rail is a signal ground, and the top rail is a series of inductors or a series of 
capacitors. It will be inductors in a lowpass filter and capacitors in a highpass 
filter. The steps of the ladder (if the ladder were vertical they would be the steps) 
are capacitors in a lowpass filter and inductors in a highpass filter. The total 
number of capacitors and inductors in the ladder is equal to the highest power of 
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frequency in the frequency polynomial and gives us the order of the filter. The 
ladder is the favored structure for passive filters because the method of continued 
fractions allows us to convert a polynomial frequency function into a ladder circuit 
with comparative ease. 

As an example, consider the fifth-order Butterworth lowpass filter schematic 
shown in Figure 7.34. This filter was extracted from AADE®.2 We see the series 
inductors along the top and the shunt capacitors. In this case this is a shunt 
configuration. The Bode gain plot for this filter is shown in Figure 7.35. 
 Given that the filter is a ladder, another thing that needs to be specified for a 
passive filter is whether it is a “shunt” or “series” filter. A shunt filter is one in 
which the first element connects to signal ground. A series filter is one in which 
the first element connects to the second element, and the second element connects 
to ground (see Figure 7.36).   

If the source impedance is zero, a shunt filter does not make sense, because no 
component to ground can affect a signal with zero source impedance. But zero 
source impedance is in any case impractical when driving a passive filter. The  

                                                           
2 AADE = Almost All Digital Electronics, www.aade.com. 

 
 
Figure 7.34 Butterworth schematic. 
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Figure 7.35 Butterworth Bode plot. 

 

 

 
 
Figure 7.36 Shunt and series. 
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impedance of the filter, as seen by the source, tends to drop dramatically near the 
cutoff frequency, regardless of whether it is a shunt or series arrangement. When 
the filter impedance drops, the current drawn from the source will increase 
dramatically until the source can no longer maintain the appearance of zero source 
impedance, and the input signal becomes severely distorted. Thus the performance 
of the filter is compromised in practice when we design for zero source 
impedance. A finite source impedance reduces the current the filter must draw, at 
the expense of losing some signal amplitude. But we assume that this amplitude 
can be made up later with an amplifier. 
 Infinite load impedance turns out to be impractical also, because it requires 
infinite-valued inductors and infinitesimal capacitors. Indeed, any time the ratio of 
source to load impedance is greater than 10, the filter is going to be hard to 
implement with standard parts. 
 Keep in mind that a voltage source, V, in series with a resistor, R, is 
equivalent to a current source I = V/R in parallel with the same resistance, R. If the 
signal source is the collector of an npn transistor driving a 50Ω load, the collector 
is equivalent to a voltage source in series with this resistor. The output can be 
shunt to ground through a capacitor to start a lowpass filter, or we can put an 
inductor is series with it. On the other hand, we cannot shunt it to ground with an 
inductor to start a highpass filter because we will ruin the DC bias of the transistor. 
But we could start with a large series capacitance, whose impedance is negligible 
compared to the source impedance, to isolate the transistor from the filter at DC, 
and then begin the highpass filter with an inductance shunt to ground. 
 In all cases, and throughout the filter, we find that the impedances of each 
individual capacitor and inductor are of the same order as the source and load 
impedances at the desired highpass or lowpass cutoff frequency. If the source 
impedance is 50Ω and the load impedance is 500Ω, the impedance of the 
components will increase through the circuit so that those closest to the source are 
of order 50Ω and those closest to the load are of order 500Ω. 
 We are likely to be using active filters in the cases where the source and load 
are high impedances or mismatched impedances. Our most likely application for a 
passive filter will be in RF circuits where amplifiers have 50Ω output and input 
impedance. But there are other times when a passive filter is the simplest and most 
compact solution. 
 
7.5.1.1 Ladder LC RF Filters 
 
Two common lowpass LC filter configurations are shown in Figure 7.37. Each 
section consists of an LC pair, with each section corresponding to the order of the 
filter. Two section (or second-order) filters are shown in Figure 7.37. Note that the 
values of the capacitors and inductors change with varying input and output 
resistances. Tabulated normalized values for the inductors and capacitors for 
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varying termination ratios are available.3  The component values in the tables are 
normalized with respect to the termination ratio and cutoff frequency. Generic 
representations of the LC lowpass filter are shown in Figure 7.38. 

 
Filter Polynomials 
 
The Butterworth polynomials provide maximally flat amplitude response in the 
passband. The ratio of the output amplitude to the input amplitude is 

2 2 1/2(1 / ) ,n n
c

−+ ω ω where n is the number of poles in the filter, ω is the frequency of 

the input in rps, and ωc is the cutoff frequency in rps. This amplitude relation 
defines the Butterworth polynomials.  

The transfer function in the Laplace domain is 
 

 
2

( ) 1
( )

( ) 2 1

Y s
G s

X s s s
= =

+ +
 (7.22) 

                                                           
3 Alternately, there is an excellent filter design software package available from Almost All Digital 
Electronics® (http://www.aade.com) called AADE3.  

 
 
Figure 7.37 Two ladder network configurations for LC filters: (a) has a leading capacitor while (b) has 
a leading inductor. 
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which has the normalized second-order Butterworth polynomial in the 
denominator. The normalized polynomial is the polynomial for c 1 rps.ω =  The 

poles of this normalized second-order polynomial are the poles we give in row two 
of Table 7.5. Let s = jω in (7.22) to obtain the complex gain for sinusoidal inputs 
of the form .j tx e ω= Then 

 

 
 
Figure 7.38 Two LC topologies: (a) has a leading shunt capacitor while (b) has a leading series
inductor. 

Table 7.5 Poles of Lowpass Butterworth Filters with Cutoff Frequency 1 rps 

Order Poles 
1 −1 ± j0 
2 −0.507 ± j0.507 
3 −1 ± j0, −0.5 ± j0.866 
4 −0.924 ± j0.383, −0.383 ± j0.924 
5 −1 ± j0, −0.809 ± j0.588, −0.309 ± j0.951 
6 −0.966 ± j0.259, −0.507 ± j0.507, −0.259 ± j0.966 
7 −1 ± j0, −0.901 ± j0.434, −0.624 ± j0.582, −0.222 ± j0.975 
8 −0.981 ± j0.195, −0.832 ± j0.556, −0.556 ± j0.832, −0.195 ± j0.981 

 



Electronic Warfare Receivers and Receiving Systems 338 

 
2

1
( )

2 1
G

j
ω =

−ω + ω +
 

 
so 
 

 
2 2

1
( )

(1 ) ( 2 )
G ω =

− ω + ω
 

 
4

1

1
=

+ ω
 

 
which is the maximally flat second-order response. The general form of ( )G ω for 

nth-order and cutoff frequency ωc is 
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 (7.23) 

 
 
 The Chebyshev polynomials provide us with the Chebyschev poles. The 
Chebyshev polynomials allow variation in the passband amplitude response in 
exchange for sharper cutoff just outside the passband. The normalized second-
order Butterworth amplitude response reduces to 4 1/ 2(1 ) .−+ ω There is no term in 

ω2. Because there are no terms in ω2, the amplitude response is always decreasing 
as frequency increases and contains no ripples. But if we can accept some ripples 
in the passband amplitude response, then we can add a ω2 term that cooperates 
with the ω4 term to drop the response more sharply above ωc. 
 The Chebyshev polynomials are given in Table 7.6. All the polynomials in 
Table 7.6 have value 1 for s = 0. If our transfer function has the polynomial in its 
denominator, its gain for ω = 0 rps will be 1. At ω = 1 rps, all the polynomials 
produce a gain that is 3dB less than the maximum gain for 1 rps.ω ≤  The 

maximum gain of the Butterworth filter is 1 and occurs at ω = 0 rps, but the 

Table 7.6 Normalized Chebyshev Polynomials for 3dB Passband Ripple 

Filter-Order Chebyshev Polynomials 
1 1.00s + 1 
2 1.41s2 + 0.911s + 1 
3 3.98s3 + 2.38s2 + 3.50s + 1 
4 7.65s4 + 3.29s3 + 7.60s2 + 2.29s + 1 
5 17.9s5 + 9.11s4 + 22.5s3 + 7.51s2 + 7.48s + 1 
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maximum gain of the 3 dB Chebyshev filter is 2, or 3dB greater than unity, and 

occurs at one or more values of ω between 0 rps and 1 rps. The gain of the 
Chebyshev filter at ω = 1 rps is 1. 
 By comparing the Chebyshev and Butterworth polynomials, we can see why 
the Chebyshev provides a sharper cutoff outside its passband. The s5 term in the 
fifth-order Chebyshev polynomial has coefficient 17.9, while the s5 term in the 
Butterworth polynomial has coefficient 1. For frequencies less than ωc, the fifth-
order Chebyshev polynomial balances its large s5 term with large s4, s3, s2, and s 
terms. This balancing is done in such a way that we produce the minimum amount 
of ripple in the passband response for the maximum coefficient in s7. Once ω rises 
above ωc, the s5 term overtakes all other terms rapidly and gives a sudden drop in 
response. Not only does the Chebyshev filter always give us a sharper cutoff than 
the Butterworth filter, but the advantage grows with the order of the filter. 
 
7.5.1.2 Frequency Normalization and Denormalization in LC Filters 
 
Filter coefficients that appear in tables such as Table 7.6 are normalized for cutoff 
frequencies of c 1 rps.ω =  Therefore, if these coefficients are used to generate a 

filter transfer function, the cutoff (or center) frequency of the transfer function will 
be at c 1 rps.ω =  This is a convenient way to standardize filter coefficients and 

transfer functions. If this were not done, we would need to produce a different set 
of coefficients for every possible center frequency. Instead, we use coefficients 
that are normalized for c 1 rpsω = because it is simple to rescale the frequency 

behavior of a 1 rps filter. In order to denormalize a transfer function, we merely 
replace each s term in the transfer function with s/ω0, where ω0 is the desired 
cutoff frequency. Thus the second-order Butterworth lowpass function 
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 (7.24) 

 
could be denormalized to have a cutoff frequency of 1000 Hz by replacing s with 
s/2000π as 
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If it is necessary to normalize a transfer function, the opposite procedure can be 
performed by replacing each s in the transfer function with ω0s. 
 The subscript a will be used to denote the actual value of a parameter, and the 
subscript n will be used to denote its normalized value. When the impedance level 
is maintained constant while the frequency is normalized, the following ensue: 
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a n
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 ω
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 (7.25) 
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 ω
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 (7.26) 

 
Equations (7.25) and (7.26) follow from the fact that the products ωL and ωC must 
remain constant if the impedance level remains constant. Multiplication of (7.25) 
and (7.26) yields 
 

 
2
n

a a n n2
a

L C L C
 ω

=  ω 
 (7.27) 

 
Equation (7.27) is an identity that holds for all values of the variables. 
 When the frequency is unaltered but the impedance level is normalized, the 
inductance is directly proportional to the impedance ratio whereas the capacitance 
is inversely proportional to the impedance ratio. This follows from the fact that 
inductive reactance is directly proportional to frequency whereas capacitive 
reactance is inversely proportional to frequency. Therefore, when the frequency is 
unaltered while the impedance is normalized, the actual values of inductance and 
capacitance are given by 
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Multiplication of (7.28) and (7.29) yields 
 

 a a n nL C L C=  (7.30) 
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It follows from (7.30) that a n ,ω = ω  showing that the frequency remains 

unchanged. 
 When both the frequency and the impedance are normalized in order to 
simplify the calculation, it follows from (7.25), (7.26), (7.28), and (7.29) that the 
actual parameters are given in terms of normalized parameters by 
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 (7.32) 

 
 To illustrate the application of normalization, assume the network shown in 
Figure 7.39 was derived to satisfy the transfer function 
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and the frequency ratio is 
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Further assume that the impedance ratio is 
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It follows from (7.31) and (7.32) that 

 
 
Figure 7.39 Filter with normalized components. 
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Hence, the actual impedance is found by dividing the normalized impedance by 
103, and the actual capacitance is found by dividing the normalized capacitance by 
109. Figure 7.40 shows the actual (denormalized) network. 
 
7.5.1.3 Filter Type Transformations 
 
The various types of filters can be obtained with a procedure that first determines a 
lowpass prototype and then applies frequency transformations to implement the 
other types. When used on the four classical approximations (e.g., Butterworth, 
Chebyshev, Bessel, and elliptic function), the optimality is preserved.  
 
Change the Band-Edge 
 
The classical filters have all been developed for a band-edge of ω0 = 1. That is 
where the Butterworth filter has a magnitude squared of one half: |H| = 0.5, or the 
Chebyshev filter has its passband edge, or the Bessel has its stopband edge, or the 
elliptic filter has its passband edge. To scale the band-edge, simply replace s by Ks 
or s→Ks, where K is the reciprocal of the new desired band-edge. What happened 
to the prototype filter at ω = 1 will now happen at ω = 1/K. It is simply a linear 
scaling of the ω axis. This change can be done before the conversions below or 
after. 
 
Highpass Filter 
 
The frequency response illustrated in Figure 7.2(b) can be obtained from that in 
Figure 7.2(a) by replacing the complex frequency variable s in the transfer 
function by 1/s. This change of variable maps zero frequency to infinity, unity into 

 
 
Figure 7.40 Actual network implementation of the normlized network shown in Figure 7.39. 
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unity, and infinity to zero. It turns the complex s-plane inside out and leaves the 
unit circle alone. 

In the design procedure, the desired band-edge ω0 for the highpass filter is 
mapped by 1/ω0 to give the band-edge for the prototype lowpass filter. This 
lowpass filter is next designed by one of the procedures already covered and then 
converted to a highpass transfer function by replacing s by 1/s. If an elliptic-
function filter approximation is used, both the passband edge ωp and the stop-
bandedge ωs are transformed. Because most lowpass design procedures give the 
designed transfer function in factored form from explicit formulas for the poles 
and zeros, the transformation can be performed on each pole and zero to give the 
highpass transfer function in factored form. 

 
Bandpass Filter 
 
In order to convert the lowpass filter of Figure 7.2(a) into that of Figure 7.2(c), a 
more complicated frequency transformation is required. In order to reduce 
confusion, the complex frequency variable for the prototype analog filter transfer 
function will be denoted by p and that for the transformed analog filter by s. The 
transformation is given by 
 

 
2 2

0s
p

s

+ ω
=  (7.36) 

 
This change of variables doubles the order of the filter, maps the origin of the s-
plane to both plus and minus jω0, and maps minus and plus infinity to zero and 
infinity. The entire ω axis of the prototype response is mapped between zero and 
plus infinity on the transformed responses. It is also mapped onto the left-half axis 
between minus infinity and zero. This is illustrated in Figure 7.41. 

In order that the transformation give 2 2
p 2 0 2( ) /−ω = ω − ω ω and 

2 2
p 3 0 3( ) / ,ω = ω − ω ω the “center” frequency ω0 must be 

 

 0 2 3ω = ω ω  (7.37) 

 
However, because 2 2

s 1 0 1( ) / ,−ω = ω − ω ω  and 2 2
s 4 0 4( ) / ,ω = ω − ω ω the center 

frequency must also be 
 

 0 1 4ω = ω ω  (7.38) 
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This means that only three of the four band-edge frequencies ω1, ω2, ω3, and ω4 
can be independently specified. Normally, ω0 is determined by ω2 and ω3, which 
then specifies the prototype passband edge by 
 

 
2 2
3 0

p
3

ω − ω
ω =

ω
 (7.39) 

 
and, using the same ω0, the stopband edge is set by either ω1 or ω4, whichever 
gives the smaller ωs: 
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ω − ω ω − ω
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 (7.40) 

 
The final bandpass filter will meet both passband edges and one transition band 
width, but the other will be narrower than originally specified. This is not a 
problem with the Butterworth or either of the Chebyshev approximations because 
they only have passband edges or stopband edges but not both. The elliptic 
function has both. 

After the band-edges for the prototype lowpass filter ωp and/or ωs are 
calculated, the filter is designed by one of the approximation methods discussed 
above. Because most of these methods give the pole and zero locations directly, 
they can be individually transformed to give the bandpass filter transfer function in 

 
 
Figure 7.41 Lowpass prototype to bandpass transformation. 



IF Filters 345 

factored form. This is accomplished by solving 2 2
0s ps− + ω  from the original 

transformation to give the root locations 
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± − ω
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This gives two transformed roots for each prototype root, which doubles the order 
as expected. 

 
Bandstop Filter 
 
To design a filter that will reject a band of frequencies, a frequency transformation 
of the form 
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+ ω
 (7.42) 

 
is used on the prototype lowpass filter. This transforms the origin of the p-plane 
into both the origin and infinity of the s-plane. It maps infinity in the p-plane into 
jω0 in the s-plane. 

Similar to the bandpass case, the transformation must give 
2 2

p 4 0 4/ ( )−ω = ω ω − ω and 2 2
p 1 0 1/ ( ).ω = ω ω − ω A similar relation of ωs to ω2 and ω3 

requires that the center frequency ω0 must be 
 

 0 1 4 2 3ω = ω ω = ω ω  (7.43) 

 
As before, only three of the four band-edge frequencies can be independently 
specified. Normally, ω0 is determined by ω1 and ω4, which then specify the 
prototype passband edge by 
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and, using the same ω0, the stopband edge is set by either ω2 or ω3, whichever 
gives the smaller ωs. 
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The final bandpass filter will meet both passband edges and one transition band 
width, but the other will be narrower than originally specified. This does not occur 
with the Butterworth or either Chebyshev approximation, only with the elliptic 
function. 

After the band-edges for the prototype lowpass filter ωp and/or ωs are 
calculated, the filter is designed. The poles and zeros of this filter are individually 
transformed to give the bandstop filter transfer function in factored form. This is 
carried out by solving 2 2

0(1/ )s p s− + ω to give for the root locations 
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2

p p
s

± − ω
=  (7.46) 

 
 A more complicated set of transformations could be developed by using a 

general map of s = f(s) with a higher order. Several pass- or stopbands could be 
specified, but the calculations become fairly complicated. 

Although this method of transformation is a powerful and simple way for 
designing bandpass and bandstop filters, it does impose certain restrictions. A 
Chebyshev bandpass filter will be equal ripple in the passband and maximally flat 
at both zero and infinity, but the transformation forces the degree of flatness at 
zero and infinity to be equal. The elliptic function bandpass filter will have the 
same number of ripples in both stopbands even if they are of very different widths. 
These restrictions are usually considered mild when compared with the complexity 
of alternative design methods. 

The impedance and frequency transformations between lowpass and other 
types of filters, including highpass, are summarized in tabular form in Figure 7.42 
[2, 3]. As is shown in Figure 7.42 for highpass filter design, the capacitors and 

 
 
Figure 7.42 Filter type transformations. ωc is the cutoff frequency, ω0 is the center frequency, and W is 
the bandwidth. 
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inductors are interchanged, and a transformation is applied to the values of the 
components. The transformed value takes into account the cutoff frequency. 
 
7.5.2 Surface Acoustic Wave Filters 
 
SAW technology is used in many areas of electronics to provide resonators for 
oscillators, filters, and transformers. One of the major uses of these devices is as 
SAW filters, which find widespread use in communication EW applications. 
These SAW filters provide good performance filtering while offering a cost-
effective solution. 

SAW filters are widely used in EW applications for filtering. Here they 
provide considerable advantages in terms of cost and size, in an environment 
where these two aspects are of considerable importance. Additionally, their 
importance in the cellular industry has meant that considerable research and 
development has been undertaken on SAW filters in recent years, and their 
performance has improved considerably as a result. 

A SAW filter is a small, passive device made out of piezoelectric crystal. 
Most SAW filters are bandpass filters. Imagine a thin, rectangular piece of 
piezoelectric crystal. The crystal expands and contracts with applied electric field. 
If we tap the crystal, it will shiver for a short time, like a crystal wine glass, but at 
a frequency too high for us to hear. As the crystal shivers, it develops a voltage 
across its surfaces that matches the frequency and amplitude of the shiver. If we 
put electrodes on the top and bottom surfaces, the crystal will resonate when we 
apply a sinusoidal voltage of the correct frequency. Crystal oscillators use this 
resonance to create a frequency that is as accurate as the dimensions and flatness 
of the crystal. 

A typical SAW filter is illustrated in Figure 7.43. The device is an 
electroacoustic bandpass filter that operates via delay paths that conduct 
(passband) and cancel (stopband) frequencies. An RF signal applied to the 
electrodes generates surface waves on the piezoelectric ceramic material. The 
amplitude and phase of the surface waves are functions of the distance between 

 
 
Figure 7.43 SAW filters have one or more terminals (here we show two). The absorber could also be a
reflector that reverses the path of the surface wave that comes at it. 
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and overlap of the electrodes. The input to the filter is through the inter-digital 
transducer (IDT), which generates a SAW in the piezoelectric substrate. This 
wave travels to the output IDT and produces an output voltage across the load 
resistor. Damping material forms absorbers at each end that direct and prevent 
scattering of the wave. 

SAW filters exhibit higher insertion loss than do LC filters, so we need to 
provide more gain in a given circuit to compensate for the loss. The prime features 
of a SAW filter are its flat passband characteristic (low ripple), a constant group 
delay (low phase distortion), and steep skirts. 
 A SAW filter does not use bulk resonance of the crystal. It uses surface 
acoustic waves. Instead of electrodes on opposite faces of the crystal, the SAW 
filter has two interlocking combs of electrodes on one end of the crystal surface 
and another two such combs at the opposite end but on the same crystal surface. 
We connect our input across these combs as seen in Figure 7.43. 
 The combs set up electric fields along the surface of the crystal instead of 
within the bulk of the crystal. The electric fields cause the surface of the crystal to 
expand and contract. If we apply a sinusoidal voltage across the input electrodes of 
just the right frequency, we will create a surface wave that propagates across the 
crystal, where it creates a voltage across the output electrodes, which are also 
interlocking combs. We can see that only frequencies with a whole number of 
wavelengths between the teeth of each comb will be reinforced as they propagate 
across the comb fingers. The result is a filter: only frequencies that match the 
combs at both ends will be transformed from electrical signals into surface wave 
signals and back to electrical signals again. 
 Waves travel along the surface of the crystal at a velocity dictated by the 
crystal’s Young’s modulus, which is on the order of 4000 m/s for piezoelectric 
crystals. The wavelength of a 950 MHz wave propagating at this speed is 4.2 μm. 
At such high frequencies, SAW filters tend to use harmonics of the fundamental 
resonant frequency of its combs. They do this by starting with a comb designed for 
an integer fraction of the desired bandpass frequency, and then inserting cuts in the 
comb fingers that make the combs inefficient at the fundamental frequency, but 
efficient at the desired bandpass frequency. 
 If we imagine that the SAW filter is a combination of a highpass filter at the 
low end of its passband and a lowpass filter at the high end, then we can compare 
its response at the high end to that of a polynomial lowpass filter. We see that 
within 10 MHz of the cutoff frequency, the SAW filter’s virtual lowpass filter 
response drops by 30dB. Suppose we were to try to build a polynomial lowpass 
filter with the same response. A 10-pole 3dB Chebyshev filter response drops by 
30 dB after a 10% change in frequency. In other words, the SAW filter cutoff at 
both ends of its passband is 10 times sharper than that of a 10-pole 3dB ripple 
Chebyshev filter. Perhaps we could match the SAW filter response with a 100-
pole filter made with 0.1% tolerant inductors and capacitors. The result would cost 
hundreds of dollars and take up a hundred square centimeters of board space. 
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The frequency roll-off characteristics for SAW filters are much sharper than 
those of LC filters. A comparison of typical characteristics is illustrated in Figure 
7.44. The roll-off characteristics of a SAW filter are not necessarily monotonic 
and exhibit some unusual behavior, but this property is of little consequence in 
most applications. Note that both types exhibit virtually no amplitude ripple in the 
passband. The insertion loss of a SAW filter is greater than that of the LC filters as 
shown. Again, this loss has little impact in most applications as the loss can 
generally be overcome with additional amplification both before and after the 
SAW device. 

A SAW filter is a small and thin filter using SAWs excited on a piezoelectric 
substrate. They use waves propagated on the surface of an elastic solid for signal  
processing. A typical SAW filter uses a transducer to convert electromagnetic 
signal waves, which travel close to the speed of light, to acoustic signal waves, 
that propagate along the surface between 1600 and 3200 m/s, depending on the 
material.  

The basic structure of a SAW filter consists of one input and one output IDTs 
deposited on a piezoelectric substrate. These IDTs function as a transmitter and 
receiver for the surface acoustic waves. By adjusting the geometry of the IDTs the 
characteristics of the SAW device can be manipulated, providing various 
characteristics and functions, the filtering function being among the most 
important. An IDT includes electrode bus bars and electrode fingers extending 
from each electrode bus bar in an inter-digital configuration. The input and output 
transducers typically include inter-digital electrodes formed on the top surface of 
the substrate. The shape and spacing of the electrodes determine the center 
frequency and the band shape of the acoustic waves produced by the input 
transducer. The amplitude of the SAWs at a particular frequency is determined by 
the constructive interference of the acoustic waves generated by the transducers. 
The geometry of the IDTs (beamwidth, pitch, number of fingers) on the 
piezoelectric substrate plays a significant role in the frequency response 
characteristics of a SAW device. The choice and cut of piezoelectric substrate 

 
 
Figure 7.44 A SAW bandpass filter has much steeper skirts than an LC filter. 
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material from which the SAW filter is constructed and the electrode shape, 
spacing, and location influence the characteristics of the SAW filter.  

There are various types of SAW filters. A transversal SAW filter has an IDT  
deposited on a surface of a piezoelectric member for selecting a frequency 
component based on an interaction between a surface acoustic wave propagated 
through the surface of the piezoelectric member. Transversal filters utilizing a 
SAW device are generally modeled as an input signal that passes through a series 
of delays. Transversally coupled multimode resonator-type SAW filters are widely 
used as the IF filters of EW receivers because they are small, low loss, and have 
fewer narrow-band passband characteristics with sharp skirts and also fewer out-
of-band unwanted modes.  

When it is required to have a relatively broad bandwidth and flat phase 
characteristics in the passband as with IF filters in EW receivers, SAW filters of 
the transversal type are often used. Reflective SAW filters generally have at least 
one input transducer, one output transducer, and one reflector formed on a 
piezoelectric substrate. The reflector is typically a reflective grating including 
spaced apart grid lines defining gaps between. The acoustic waves received by the 
reflector from the input transducer are reflected by the grid lines within the grating 
so that the reflected waves constructively and destructively interfere with each 
other as the wave path is unfolded. The constructively interfered waves are 
reflected back to the output transducer having a particular phase. Reflective SAW 
filters are therefore smaller in size and have high frequency selectivity and thus are 
desirable for RF applications. 

A SAW resonator filter has a resonator including an IDT provided on a 
piezoelectric substrate. In an edge reflection-type SAW resonator filter, the 
resonator is provided between two opposite edges of the piezoelectric substrate, 
and the edges are used to reflect the shear horizontal (SH) waves. Since reflectors 
are not needed, a compact filter can be realized. SAW filters used in an RF stage 
comprise two types: a longitudinally coupled type and a ladder type. The ladder 
SAW filter has lower loss than a vertical mode SAW filter. The ladder model is 
formed of a plurality of SAW resonators coupled to each other in a ladder form. 
The sophistication of the SAW filter depends on the sophistication of each one of 
the SAW resonators. 

The SAW filter is described mathematically similarly to digital FIR filters, 
and they can be designed using the same methodologies [4]. 

 
7.5.3 Crystal Filters 
 
The equivalent circuit of a crystal along with its reactance characteristic with 
frequency is illustrated in Figure 7.45. Below the series resonant frequency (fs) the 
impedance is capacitive and between the series resonant frequency and the parallel 
resonant frequency (fp) it is inductive. At the parallel resonant frequency the 
impedance quickly changes from inductive back to capacitive. 
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The closest approximation to a brick wall filter (which does not exist in 
practice) is a Nyquist filter (raised cosine) with α = 0.0. Simpler filters, such as the 
2-pole crystal filter seen in Figure 7.46, yield crude approximations. A series 
resonant crystal at the top in Figure 7.46(a), labeled X1, is shunted by a parallel 
resonant crystal X2. The two operate at slightly different frequencies to yield the 
frequency response in Figure 7.46(b). The phase shift from edge to edge is 180o, 
so there is a resemblance to the ideal filter. The group delay is calculated as 
 

 g 2
T

f

Δφ=
πΔ

 (7.47) 

 
The bandpass is determined by the Q of the crystals. 
 
7.5.3.1 Operating Region 
 
Crystal filters can be built at center frequencies from less than 1 kHz up to several 
hundred megahertz. Figure 7.47 shows the more common regions where they are 
usually built. There are several areas within the main one where the most practical 

 
 
Figure 7.45 Crystal response. 
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 and cost-effective filters are built. The center frequencies range from around 5 
MHz up to 40 MHz with bandwidths ranging from 0.05 to 1.5%.  

The narrowest bandwidth that can be achieved is controlled by two factors: 
the available Q of the crystal resonators and their temperature stability. For 
example, a filter can be made with a bandwidth of 10 Hz at a center frequency of  
1 MHz. However, if the temperature range extends from –55 to +85°C, the crystals 
could drift ±20 ppm (or more) and so the center frequency would drift ±20 Hz, or 
twice as much as the bandwidth.  

Figure 7.48 shows the frequency-temperature characteristics for AT cut 
resonators. The family of curves are for crystals cut out of the quartz crystal at 
slightly different angles. Each adjacent curve is separated by 2 minutes of arc from 
the preceding one. The designer selects the angle that will give the least change in 
frequency over the specified temperature range. The normal manufacturing 
angular spread for practical crystals will be about ±3 degrees of arc. This controls 
the temperature stability that can be achieved. Tighter control can be obtained but 
only at the added expense of 100% screening.  
 

 
 
Figure 7.46  Crude crystal filter: (a) configuration and (b) frequency response. 

 

 
 
Figure 7.47 Crystal operating region. 
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7.5.3.2 Crystal Lattice Filters  
 
The topology of a lattice filter is illustrated in Figure 7.49 [5]. This structure was 
first developed by W. P. Mason in 1929 and is still one of the major crystal filter 
architectures in use. 
 
7.5.3.3 Crystal Bandpass Filters 
 
The very high Q makes the quartz crystal resonators ideal for use as the primary 
bandpass RF filter in high-performance EW communication receivers. As a result 
of this there are a number of circuits that have been used to provide the required 
level of selectivity and performance over the years. These include the single 
crystal filter, the half lattice crystal filter, and the ladder filter. 

 

 
 
Figure 7.49 Crystal lattice filter. 

 
 
Figure 7.48 Temperature characteristics for AT-cut quartz crystal. 
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 Single Crystal Filter 
 
The simplest crystal filter employs a single crystal (Figure 7.50). This type of RF 
filter was developed in the 1930s and was used in early receivers dating from 
before the 1960s but is rarely used today. Although it employs the very high Q of 
the crystal, its response is asymmetric and it is too narrow for most applications, 
having a bandwidth of 100 Hz or less. 

In the circuit there is a variable capacitor that is used to compensate for the 
parasitic capacitance in the crystal. This capacitor was normally included as a front 
panel control. 

 
Half Lattice Crystal Filter 
 
This form of bandpass RF filter provided a significant improvement in 
performance over the single crystal filter. In this configuration the parasitic 
capacitances of each of the crystals cancel each other out and enable the circuit to 
operate satisfactorily. By adopting a slightly different frequency for the crystals, a 
wider bandwidth is obtained. However, the slope response outside the required 
passband falls away quickly, enabling high levels of out-of-band rejection to be 
obtained. Typically, the parallel resonant frequency of one crystal is designed to 
be equal to the series resonant frequency of the other (Figure 7.51). The gain 
characteristics for the filter in Figure 7.51 are shown in Figure 7.52 when the 
crystals use a slightly different frequency. 

Despite the fact that the half lattice crystal filter can offer a much flatter in-
band response, there is still some ripple. This results from the fact that the two 
crystals have different resonant frequencies. The response has a small peak at 
either side of the center frequency and a small dip in the middle. As a rough rule 
of thumb it is found that the 3dB bandwidth of the RF filter is about 1.5 times the 

 

 
 
Figure 7.50 Diagram of filter using a single quartz crystal. 
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frequency difference between the two resonant frequencies. It is also found that for 
optimum performance the matching of the filter is very important. To achieve this, 
matching resistors are often placed on the input and output. If the filter is not 
properly matched then there is more in-band ripple and the ultimate rejection may 
not be as good. 

A 2-pole filter (i.e., one with two crystals) is not normally adequate to meet 
many requirements. The shape factor can be greatly improved by adding further 
sections. Typically ultimate rejections of 70dB and more are required in an EW 
receiver. As a rough guide a 2-pole filter will generally give a rejection of around 
20dB; a 4-pole filter, 5 dB; a 6-pole filter, 70dB; and an 8-pole one, 90dB. 
 
7.5.3.4 Crystal Filter Design Parameters 
 
When a quartz crystal filter is designed, factors such as the input and output 
impedance as well as bandwidth, crystal Q, and many other factors need to be 
taken into account. 

Some of the chief factors are obviously the bandwidth, shape factor, and 
ultimate cutoff. Although it is very much a simplification, these factors are 
dependent upon the number of poles (equivalent to the number of crystals), their Q 
value, and their individual frequencies. 

 
 
Figure 7.52 Half lattice crystal filter gain. 

 
 
Figure 7.51 Circuit diagram of a half lattice crystal filter. 
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Further factors such as the maximum bandwidth that can be achieved is 
controlled by the filter impedance and also the spurious responses that are present 
in the individual quartz crystal elements. The location of the important responses 
for quartz crystal filters can be controlled by the size of the plates deposited onto 
the crystals. By making them smaller, the responses also become less critical. The 
down side of this is that the impedance of the overall quartz crystal filter rises. 
This means that the quartz crystal filter will need impedance transformers at the 
input and the output. This obviously needs to be avoided if at all possible, but for 
wideband filters it is often the only option. 

Crystal filters are widely used in many communication EW receiver 
applications. Here these filters are able to provide very high levels of performance 
and at a cost that is very reasonable for the performance that is given. These RF 
filters may be made in a variety of formats according to the applications and the 
performance needed. While these RF filters can be made from discrete 
components, ready manufactured crystal filters are normally bought, either off the 
shelf, or made to a given specification. 

 
7.5.4 Ceramic RF and IF Filters 
 
Ceramic filters are also constructed with piezoelectric crystals. While their 
performance characteristics are similar to those of crystal filters, they are less 
expensive and have somewhat poorer performance in most other areas. Ceramic 
filters are widely used in IF and RF bandpass filter applications for EW receivers. 
 
7.5.4.1 RF and IF Ceramic Filter Basics 
 
As the name implies, RF and IF ceramic bandpass filters are manufactured from 
ceramics that exhibit the piezoelectric effect. These filters were initially available 
for lower frequencies, with center frequencies typically being within the range of a 
few kilohertz up to frequencies of 7.5 MHz, which is a standard IF for VHF 
receivers. However, significant investment in the development of these filters 
enabled much higher frequencies and specification levels to be achieved. 
Frequencies up to UHF and beyond are now available. 

Having a lower Q than quartz, these ceramic RF and IF filters have 
bandwidths that are typically measured between 0.05 and 20% of the operating 
frequency. Often the Q levels range between around 500 up to 10,000 or possibly 
more as the technology improves. 
 
7.5.4.2 Ceramic Resonator Outline 
 
The elemental format for the ceramic filter is a simple ceramic resonator that has 
electrodes plated onto either side. This behaves in much the same way as a single 
quartz crystal, although with a lower level of performance. Also the separation 
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between the parallel and series resonant frequencies is greater. A sketch of a 
ceramic resonator used to make ceramic bandpass filters is shown in Figure 7.53. 

The ceramic bandpass filter has a similar equivalent circuit diagram to that of 
a quartz crystal; it is illustrated in Figure 7.54. From this we can see that there are 
two ways in which the circuit can become resonant—one being a parallel 
resonance and the other a series resonance. The impedance characteristics are 
illustrated in Figure 7.55. 
 
7.5.4.3 Ceramic Bandpass Filter Overview 
 
It is possible to make a complete bandpass filter using a ceramic resonator by 
splitting and separating one of the electrodes. This gives a common connection—
the single electrode—and input and output connections as shown in the equivalent 
circuit shown in Figure 7.56. 
 
7.5.4.4 Ceramic RF and IF Bandpass Filter Circuit Symbol 
 
The circuit symbol for the ceramic filter shown in Figure 7.57 gives a 
representation for the ceramic resonator together with the common electrode at the 
bottom and the input and output electrodes separated at a distance across the 
ceramic resonator element itself. 

 
 
Figure 7.53 Ceramic resonator used as the basis for the ceramic bandpass filter. 

 
 
Figure 7.54 Ceramic resonator equivalent circuit. 
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Figure 7.55 Ceramic resonator response curve. 

 
 
Figure 7.56  Ceramic bandpass filter equivalent circuit. 
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Depending on your point of view whether it is a good or bad characteristic, 
we must remember that, unlike a transformer-style LC filter used for inter-stage 
coupling and tuning, there is no DC path within the ceramic filter—it is an 
insulator. Therefore, any circuit using ceramic filters must take account of this, 
providing all the bias and source current from outside the filter. A transistor circuit 
of the format shown in Figure 7.58 would work, although many IF amplifier or 
complete receiver ICs have ports specifically to use ceramic filters and will 
incorporate the correct current and bias paths outside the ceramic filter. 

 
7.5.5 MEMS RF Filters 
 
Very small tunable capacitors and inductors can be made with MEMS technology 
[6, 7]. In particular: 
 

In the contour-mode disk resonator shown in Figure 7.59 the 
vibrations occur along the disk radius. The disk is anchored at a 
single point at its center. One of the key advantages of this mode 
of vibration is that a given frequency may be achieved with 

 

 
 
Figure 7.58 Ceramic bandpass filter circuit using transistors and showing DC arrangements. 

 

 
 
Figure 7.57 Ceramic bandpass filter circuit symbol. 
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larger dimensions than would be necessary with a beam. For 
example, a disk resonator with a radius of 17 μm, a thickness of 
2 μm, a drive electrode-resonator gap of 1000 Å, and a 
polarization voltage of 35V, exhibited a resonance frequency of 
157.23 MHz and a Q of 9400 [8].  
 

Unfortunately, the motional resistance of this disk resonator is too high for 
efficient coupling at RF (several hundred ohms), so interfacing the traditional 50Ω 
circuits is difficult. Nevertheless it does point out the tremendous possibilities for 
MEMS technology.  

Another type of MEMS resonator called the wine-glass resonator is shown in 
Figure 7.60. While normally a circle, the perimeter of this device elongates in 
orthogonal directions when excitation is applied as seen in the lower pane. This 
type of resonator with disc radius R = 27.5 μm, thickness b = 1.5 μm, and gap d = 
1000 Å demonstrated a resonant frequency of 73.4 MHz with atmospheric Q of 
8600 [9]. 

Characteristics of a resonator with multiple devices coupled together are 
illustrated in Figure 7.61. In this example, the IF is at 455 kHz. We can see the 

 
 
 Figure 7.59 MEMS disk resonator: (a) physical layout, and (b) cross section. 
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Figure 7.61 MEMS IF filter: (a)Topology of a bandpass filter, and (b) filter response simulations
showing sharper passband-to-stopband roll-offs as the number of resonators increases. 

 
 
Figure 7.60 MEMS resonator. 
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sharp skirts possible with multiple filters. This is a result of the high Qs of each 
individual MEMS filter. 

 
7.5.5.1 Projections and Conclusions 
 
RF MEMS is a powerful technology with various advantages. Besides the low-
loss/high-isolation switching, the separation of control and RF ports and the 
degree of freedom with the mechanical design to realize mechanical filter behavior 
are attractive features. The maximum number of switching times is a less critical 
parameter if RF MEMS is used for reconfiguration purposes. 
 
 

7.6 Concluding Remarks 
 
We reviewed the basic types of filter topologies used for IF and RF filters in this 
chapter. LC filters have been the most prolific primarily due to their flexibility and 
ease of construction. SAW filters are also used especially at the higher 
frequencies. MEMS filters are the newest form. 

MEMS offer perhaps the best performance for IF filter applications because 
of their high Q, providing excellent selectivity for EW receivers. Such selectivity 
is required in high-density RF environments. SAW filters also provide good 
performance as do crystal filters. Ceramic filters have poorer performance than 
crystal filters but better than LC filters. LC filters have been around the longest 
and for medium performance applications provide acceptable performance. 
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Chapter 8 
 
 

Narrowband Receivers 
 
 

8.1 Introduction 
 
Narrowband communication EW receivers are used for monitoring 
communication traffic [1]. For signal searching, narrowband receivers can be 
manually tuned, looking for signals of interest. This was the method for signal 
search with older, analog receivers. If they are digitally tuned, then they can sweep 
or step through a segment of the spectrum measuring energy at each channel. If 
energy is present, then further action can be undertaken depending on the 
operational requirements. 
 We discuss the basic types of narrowband receivers in this chapter. The most 
popular by an overwhelming margin is the superheterodyne receiver architecture 
introduced in Chapter 4 when discussing filtering image signals [2, 3]. 

Optimizing the performance of a communications receiver is inherently a 
process of compromise, which makes such “optimization” in fact, non-optimized. 
The best that can be hoped for is a receiver that meets the operational requirements 
in the application of concern. Noise limits the smallest signals that a receiver 
system is capable of processing. The largest signal is limited by distortions arising 
from nonlinearities of receiver circuits. The smallest and largest signals define the 
dynamic range of the receiver system. 

Large interfering signals also hinder the reception of small desired signals. 
The nonlinearities in the receiver networks generate distortion products that fall 
within the receiver passband. These distortion products prohibit or reduce message 
reliability. An optimal noise topology typically yields less than optimal large 
signal performance, and vice versa: the best large signal performance suffers from 
higher noise degradation, which in turn limits the weak signal reception. 

EW receivers are particularly subject to these tradeoffs. Large close-in but not 
SOIs can be expected. These signals are caused by friendly forces that are closer to 
the receiver system than the SOIs. However, the SOI population is often 
considerably farther away than these larger signals. Such weaker signals can easily 



Electronic Warfare Receivers and Receiving Systems 364 

fall below the noise floor when actions are taken (such as turning up the AGC) to 
limit the large signal effects. 

For example, a superheterodyne receiver may require filtering between the 
antenna and front-end mixer to prevent interference or compression from 
unwanted signals. But a narrowband filter introduces signal losses equivalent to a 
rise in the receiver noise figure. Adding a low-noise preamplifier to compensate 
for the filter’s losses can lower the NF. But the preamplifier also introduces 
intermodulation (IM) products and raises signal levels to the mixer, possibly 
degrading mixer spurious performance. However, it is still possible to optimize 
key receiver performance parameters, such as sensitivity and dynamic range, 
without compromising other considerations, such as complexity, size, and cost. 

 
 

8.2 Superheterodyne Receivers 
 
A heterodyne receiver translates the desired RF frequency to one or more 
intermediate frequencies before demodulation. Modulation information is 
recovered from the last IF frequency. Figure 8.1 shows a single-conversion 
superheterodyne receiver. A mixer translates the RF signal to the IF frequency. 
The LO signal tuned to a particular spacing above or below the RF signal is 
injected into the mixer. The RF and LO signals mix to produce a difference 
frequency known as the IF frequency. The result is a single-conversion receiver, 
described as such because of the one down conversion mixer. 

The advantages that a heterodyne receiver has over a zero-IF receiver 
(described later in this chapter) include better immunity from interfering signals 
and better selectivity.   

Narrow-bandwidth passive IF filtering is typically employed using crystal, 
ceramic, or SAW filters. These filters offer good protection against signals close to 
the SOI because passive filters are not degraded by the compression resulting from 
large signals. That is, they provide for good selectivity. Active filters do not 

 
 
Figure 8.1 Block diagram of a basic superheterodyne radio receiver. 
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provide such protection. However, the price for improved protection is larger 
physical size and required printed circuit board real estate. 

Undesired signals that cause a response at the IF frequency in addition to the 
desired signal are known as spurious responses. Spurious responses must be 
filtered out before reaching mixer stages in the heterodyne receiver. One spurious 
response is known as an image frequency. An RF filter (known as an image-reject 
filter) is required prior to the mixer for protection against the image unless an 
image-reject mixer or some other image-rejecting method is used.  

The superheterodyne receiver is one of the most popular forms of receivers in 
use today in a variety of applications, including EW. Although other forms of 
radio receivers are used, the superheterodyne receiver is one of the most widely 
used forms. Initially developed in the early days of radio technology, the superhet 
receiver offers significant advantages in EW. Naturally, the basic concept has been 
developed since its early days, and more complicated and sophisticated versions 
are used, but the basic concept remains the same. 
 
8.2.1 Superheterodyne Receiver History 
 
The superhet receiver is based around the idea of mixing signals in a nonlinear 
fashion. This idea was first noticed when beats were detected between two signals. 
R. A. Fessenden patented the idea in 1901.1 

The approach was not pursued for several years as most receivers consisted of 
detectors and tuned circuits. The diode thermionic valve or vacuum tube was 
invented by Ambrose Fleming in 1904, and then a third grid was added by Lee de 
Forest. Early tubes were very unstable, however, and it was difficult to elicit much 
useful performance from them. 

Edwin Armstrong started to utilize the characteristics of the thermionic valve, 
inventing the regenerative receiver around 1910. This provided a considerable 
increase in useful gain over what had been previously attained. 

It was WW I in 1914 that gave new emphasis to radio receiver design. 
Sensitive radio receivers were required for a variety of tasks. The first major step 
was taken by a Frenchman named Lucien Levy. At the time the performance of 
valves was limited to around 100 kHz or so, and he developed a method for 
reducing the frequency of the incoming signal. He used a system of beats—the RF 
signal could then be tuned and amplified more effectively at a lower frequency. 

At that time Armstrong developed the superheterodyne receiver with the 
architecture we still use today with a fixed frequency IF filter and amplification 
and a variable LO. His idea was developed in 1918, at the end of the war, so it was 
not widely used. As a result, Edwin Armstrong was credited with the invention. 

                                                           
1 One of the major advances made by Fessenden was the development of the heterodyne principle. He 
undertook experiments with this in 1901, but in view of the state of wireless technology, it was well 
ahead of its time and was not used for over 10 years afterward. It required the generation of stable 
continuous-wave signals, and these were not practicable until the vacuum tube became available. 
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The superheterodyne receiver was not extensively used initially for economic 
reasons. Many valves were required in a receiver and valves were expensive. 
However, as the number of broadcast stations increased and selectivity became an 
issue (to separate signals), along with the falling cost of thermionic valves, use of 
the superhet receiver started to grow in the late 1920s and early 1930s. It has been 
in widespread use ever since. 
 
8.2.2 Mixing and the Superhet Receiver 
 
The idea of the superheterodyne receiver revolves around the process of mixing 
described in Chapter 4. RF mixers are used to multiply two signals together. When 
two signals are multiplied together the output is the product of the instantaneous 
level of the signal at one input and the instantaneous level of the signal at the other 
input. New signals are developed at frequencies that are the sum and difference of 
the two input signals; that is, if the two input frequencies are f1 and f2, then new 
signals are seen at frequencies of f1 + f2 and f1 – f2. To take an example, if two 
signals, one at a frequency of 5 MHz and another at a frequency of 6 MHz, are 
mixed together, then new signals with components at frequencies of 11 MHz and 1 
MHz are generated. 
 
8.2.3 Images in the Superhet Receiver 
 
Even though the selectivity of the superhet is very good, there is a fundamental 
problem with superhet receivers in that there are two signals that can enter the IF. 
With the LO set to 5 MHz we have already seen that a signal at 6 MHz mixes with 
the LO to produce a signal at 1 MHz that will pass through the IF filter. However, 
if a signal at 4 MHz enters the mixer it produces two mixing products, one at the 
sum frequency of 10 MHz, while the difference frequency appears at 1 MHz; two 
input signals on different frequencies can enter the IF. The signal at the unwanted 
frequency is known as the image. Fortunately, it is possible to place a tuned circuit 
before the mixer to prevent the image from entering the mixer or, more correctly, 
to reduce its level to an acceptable value. See Figure 8.2. 

Fortunately, this tuned circuit does not need to have sharp skirts. It does not 
need to reject signals on adjacent channels, but instead it needs to reject signals on 
the image frequency. These will be separated from the wanted channel by a 
frequency equal to twice the IF. In other words, with an IF at 1 MHz, the image 
will be 2 MHz away from the SOI frequency. 
 
8.2.4 IF Frequencies 
 
The selection of specific IF frequencies depends on the application and range of 
input and output frequencies that are desired. Each mixer in the system is, by 
design, a nonlinear device that results in distortion of the original RF signal. One 
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way this can happen is through reciprocal mixing. A mixer cannot distinguish 
between a desired signal and an undesired signal so it mixes noise and undesired 
signals just as well as the desired signal. The effect of this is a mixing of not only 
the desired signal and the LO but also of any noise in the LO against any 
undesired signals, desired signals against each other, etc. The end result of having 
a receiver with multiple IF stages is a gradual mixing of undesired noise that gets 
spread around the reception bandwidth of the receiver.   

These undesired mixing products can cover or distort weak signals. In 
addition, superheterodyne receivers require a filter after the mixer to remove 
signals that are mixed resulting in signals outside of the desired band. These 
signals, if not eliminated, can make the reciprocal mixing problem even worse. 
The typical solution to the problem is to employ the use of a crystal filter. 
Unfortunately, crystal filters also have nonlinearities in them that tend to occur at 
the worst possible moment—when there are strong adjacent signals that vary in 
amplitude that cause varying drive levels on the crystal filter. Crystal filters after 
the mixer and before the IF, also known as roofing filters, can mean the difference 
in hearing and not hearing a weak signal—a strong signal can de-sense the 
receiver (force the AGC to lower the gain, removing the gain from a weak signal 
and causing it to disappear in the receiver), and elimination of this signal with a 
roofing filter allows the reception of the weak signal. 

The very narrow RF/IF crystals also introduce group delay distortion, where 
slightly different frequencies encounter different time delays, manifesting as 
differential phase shifts. While not directly perceived or audible by the human ear, 
this phase distortion causes operator hearing fatigue during long sessions of 
listening or operating. They can also affect the automated processing of signals.  

In EW receivers, the system can be designed such that the receive signal 
strength of the SOI is of sufficient level to overcome any of these distortions and 
render them unimportant. While not a major problem in commercial receivers, 
reciprocal mixing in EW receivers where intercepting signals at or just 10–20 dB 
above the noise level when there are other large signals near is a frequent 
occurrence, and can be a significant issue. EW receivers therefore require a high-
dynamic range communications medium since there are both large and small 

 
 
Figure 8.2 Using a tuned circuit to remove the image signal. 
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signals present at the same time and the receiver must demodulate both in the 
presence of the other. 
 
8.2.5 Superhet Receiver Block Diagram 
 
A simplified block diagram of a superhet receiver is shown in Figure 8.1. The 
superheterodyne block diagram is relatively straightforward and builds on the 
basic functional block used to convert the incoming frequency down to a fixed IF 
stage. 

While there may be some simplified versions for a superheterodyne block 
diagram, each receiver will be different as a result of the differing requirements for 
each receiver. However, the basic principles are the same, and many 
superheterodyne block diagrams are very similar. 
 
8.2.5.1 Basic Superhet Block Diagram and Functionality 
 
Signals enter the front end circuitry from the antenna. The front end often contains 
a broadband filter and associated amplifier to select the frequency band of 
operation. This is called a band-select filter and is often called preselection. The 
front end also contains the image-reject filter for the superhet to remove the image 
signal and often includes an RF amplifier to amplify the signals before they enter 
the mixer. The level of this amplification is carefully calculated so that it does not 
overload the mixer when strong signals are present but enables the signals to be 
amplified sufficiently to ensure a good SNR is achieved. 
 As we considered in Chapter 3, the first components encountered by arriving 
signals establish the majority of the noise that subsequent stages must handle. 
Therefore these band-select components must be carefully chosen to generate low 
noise. 

The tuned and amplified signal then enters one port of the mixer. The LO 
signal enters the other port. The LO may consist of a variable frequency oscillator 
that can be tuned by altering the setting on a variable capacitor. Alternatively, it 
may be, and often is, a frequency synthesizer that enables greater levels of stability 
and setting accuracy. 
  For dynamic range reasons mixers tend to require fairly high-level signals to 
operate properly. This requirement primarily applies to the LO level, which often 
requires turning diodes or other semiconductor devices on and off. These levels 
therefore are on the order of volts, whereas the incoming RF signals are on the 
order of microvolts (see Figure 3.1). 

Once the signals leave the mixer they enter the IF stages. These stages contain 
most of the amplification in the receiver as well as the filtering that enables signals 
on one frequency to be separated from those on the next. Filters may consist 
simply of LC tuned transformers providing inter-stage coupling, or they may be 
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much higher performance ceramic or crystal filters, or perhaps MEMS filters, 
depending on what is required. 

EW receivers often must operate in high signal-density environments, and 
therefore selectivity requirements are normally quite stringent. If not, signals from 
adjacent and nearby channels will interfere with the SOI, making processing very 
difficult. 

Once the signals have passed through the IF stages of the superheterodyne 
receiver, they need to be demodulated. Different demodulators are required for 
different types of transmissions, and as a result some receivers may have a variety 
of demodulators that can be switched in order to accommodate the different types 
of transmissions that are to be encountered. The output from the demodulator is 
the recovered audio or perhaps digital baseband signals. If audio, it is passed into 
the audio stages where they are amplified and presented to the headphones or 
loudspeaker or perhaps recorded. If digital, the bits are passed to DSPs for 
subsequent processing. 

In some newer superhet receivers, conversion to digital form is performed 
much earlier in the receiver, at the RF or, more often, at the IF. This allows for 
much or most of the processing in the receiver to be done digitally, permitting 
much more flexibility in the architecture. This is the basis for the SDR. 
 
8.2.5.2 Other Topologies for Superhet Receivers 
 
The diagram shown in Figure 8.1 is a very basic version of the superhet receiver. 
Many modern receivers are far more complicated. Some superhet radios have 
more than one frequency conversion and other areas of additional circuitry to 
provide the required levels of performance. However the basic superhet concept 
remains the same, using the idea of mixing the incoming signal with a locally 
generated oscillator signal to convert the signals to a new frequency. (See [4] for 
an example of a complete receiver.) 
 
Double Conversion Superheterodyne Receiver 
 
Although the basic idea for the superhet receiver works very well, to ensure the 
optimum performance under a number of situations, an extension of the principle, 
known as the double conversion superhet radio receiver, may be used. A block 
diagram of such a receiver is shown in Figure 8.3. 

The double superheterodyne radio receiver improves the performance in a 
number of areas including LO stability (although synthesizers have largely 
overcome this problem), image rejection, and adjacent channel filter performance. 

The double superheterodyne radio receiver is still widely used, especially at 
high frequencies where factors such as image rejection and filter performance are 
important. 
 



Electronic Warfare Receivers and Receiving Systems 370 

Advantages of Double Conversion Superhet Receiver 
 
When choosing the IF for a superhet receiver there is a trade-off to be made 
between the advantages of using a low- or high-frequency IF: 
 

• High-frequency IF: The use of a high-frequency IF means that the 
difference between the wanted frequency and the unwanted image is 
much greater and it is easier to achieve high levels of image rejection 
performance because the front end filtering is able to provide high levels 
of rejection. 

• Low-frequency IF: The advantage of choosing a lower frequency IF is 
that the filters that provide the adjacent channel rejection are lower in 
frequency. This means the filter skirts can be sharper, which enables the 
performance to be high while keeping the cost low. 

 
Accordingly there are two conflicting requirements that cannot be easily 

satisfied using a single IF. The solution is to use a double conversion superhet 
topology to provide a means of satisfying both requirements. 
 
Double Conversion Superheterodyne Receiver Concept 
 
The basic concept behind the double conversion superheterodyne radio receiver is 
the use of a high IF to achieve the high levels of image rejection that are required 

 
 
Figure 8.3 Basic double conversion superheterodyne receiver concept. 
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and a further low IF to provide the levels of performance required for the adjacent 
channel selectivity. 

Typically the receiver will convert the incoming signal to a relatively high 
first IF stage. This enables the high levels of image rejection to be achieved. As 
the image frequency lies at a frequency twice that of the IF away from the SOI, the 
higher the IF, the farther away the image is and the easier it is to reject at the front 
end. 

As we see in Figure 8.3, once the signal has passed through the first IF at the 
higher frequency, it is then passed through a second mixer to convert it down to a 
lower IF where the narrowband filtering is accomplished so that the adjacent 
channel signals can be removed. At the lower frequency, filters are cheaper and 
the performance can be higher due to steeper filter skirts. 
 
Double Conversion Superheterodyne Architectures 
 
While the basic concept for the double conversion superhet radio receiver 
involving two stages of frequency conversion may remain the same, there are a 
number of different topologies that can be adopted: 
 

• Tuned first oscillator: This is the most usual form of double conversion 
superhet receiver. The first conversion uses a variable frequency 
oscillator that converts the signal to the first IF. See Figure 8.3. 

• Fixed frequency first oscillator: This style of double conversion superhet 
receiver was popular before the days of frequency synthesizers and other 
very stable LOs. To ensure the frequency stability, a crystal oscillator was 
used to provide the LO for the first conversion. Crystal oscillators 
typically are not tunable. A bandpass filter would be used to provide 
selectivity and allow a band of frequencies to be passed. The second local 
oscillator would allow tuning over the range allowed by the bandpass 
filter. When further coverage was required, the first, crystal controlled 
oscillator, would need to be switched to the next crystal (Figure 8.4). In 
this way continuous broad coverage could be obtained, albeit with a 
number of crystals. 

Apart from providing high levels of image rejection, this concept 
gave considerably improved levels of frequency stability for receivers of 
the time. Modern frequency synthesizers rarely need or use this topology. 

 
Although little selectivity is generally provided in the first IF, as mentioned, a 

roofing filter may often  be used to provide some adjacent channel filtering. This 
prevents very strong adjacent channel signals from overloading the later stages of 
the IF. However, the main selectivity is still provided in the lower frequency IF 
stages. Whatever the style of double conversion superheterodyne receiver, the 
basic concept of providing two frequency conversion stages applies. 
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8.2.5.3 Triple Conversion Superheterodyne Receiver 
 
For some designs, particularly those at microwave frequencies, there may be 
advantages in using three conversions. While these receivers are less common, 
they are still found on some occasions. Their design provides for high levels of 
adjacent channel selectivity while still achieving adequate levels of image 
rejection. For EW applications both specifications are particularly important, so 
this may only be achieved by using a number of conversion processes. In cases 
like these, triple conversion superheterodyne receivers may be needed, although 
costs are naturally high in view of the additional circuitry required. EW receivers 
are typically not as cost sensitive as commercial receivers, so this is not a 
fundamental problem if sufficient performance improvement is attained. 

The double superheterodyne radio receiver is normally found where high 
levels of performance are required. The additional circuitry needed adds cost, and 
to minimize the occurrence of spurious signals within the receiver, the design must 
be undertaken with care. However, it is possible to achieve very high levels of 
performance with a double superheterodyne or where particularly needed, a triple 
superheterodyne radio receiver. 

 
 
Figure 8.4 Double conversion superheterodyne receiver with fixed frequency first LO. 
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8.3 Homodyne (Zero-IF) Receiver 
 
A homodyne, direct conversion (DCR), or zero-IF (zero intermediate frequency) 
receiver translates the desired RF frequency directly to baseband for information 
recovery [5]. Baseband is the range of frequencies occupied by the signal before 
modulation or after demodulation. Baseband signals are typically at frequencies 
substantially below the carrier frequencies. 
 
8.3.1 Concept of the DCR 
 
The desired RF spectrum is converted directly to DC using an LO frequency 
exactly equal to the RF. The simplicity of this architecture affords two major 
advantages over the heterodyne approach. First, because the IF is zero, the image 
to the desired RF signal is the desired signal itself, which means DCRs do not face 
conventional image problems. Therefore, bulky, off-chip, front-end image-reject 
filters, which are required in heterodyne topologies, are unnecessary in a DCR. 
Second, with the desired spectrum downconverted directly to baseband, channel 
selection can be performed either with a simple analog lowpass filter or by 
converting to the digital domain with an ADC and digitally performing channel 
selection with  digital signal processing. The latter approach raises the possibility 
of having a universal RF front-end where any type of wireless standard can be 
received with the same analog blocks and decoded using digital methods 
(assuming the front end has sufficient bandwidth and sensitivity). 

On the low end of baseband, signals may approach or include DC. The upper 
frequency limit of baseband depends on the data rate, or speed, at which 
information is sent and whether or not special signals called subcarriers are 
utilized. Figure 8.5 shows an example flow diagram of a zero-IF receiver 
architecture. A mixer translates the RF frequency directly to baseband. The LO 
signal, tuned to the same frequency as the desired RF signal, is injected into the 
mixer. The RF and LO signals mix to produce the baseband frequency. Some 
receivers employ an I/Q mixer to recover baseband information. 

 When translating directly from RF to baseband, a DC component (along with 
the band-limited information signal) is realized at the output of the mixer. The DC 
component (or DC-offset) must be removed to prevent large DC pulses from de-
sensitizing the baseband demodulator, which creates a problem if the SOI contains 
significant information at DC. The system can either be AC-coupled or 
incorporate some form of DC notch filtering after the mixer. 

The zero-IF receiver can provide narrow baseband filtering with integrated 
lowpass filters. Often, the filters are active op-amp-based filters known as gyrators 
[6, 7]. The gyrators provide protection from most undesired signals. The gyrator 
filters eliminate the need for expensive crystal and ceramic IF filters, which take 
more space on a printed circuit board. The gyrator in a two-port network 
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effectively makes an inductor at one of its ports look like a capacitor at the other. 
So an inductor/gyrator configuration can replace a large capacitor.  

The zero-IF topology offers the only fully integrated receiver currently 
possible. This fully integrated receiver architecture minimizes the board real estate 
required, the number of components, receiver complexity, and cost. As mentioned, 
most zero-IF receiver architectures also do not require image-reject filters, thus 
reducing cost, size, and weight. 

Zero-IF receiver limitations require tighter frequency centering of the LO and 
RF frequencies. Significant offsets in the RF or LO frequencies degrade the BER. 
When the desired signal is above the VHF range, the zero-IF design becomes more 
complex, partially due to these frequency offset problems. One solution for higher 
frequency zero-IF topologies is to add automatic frequency control (AFC). AFC 
prevents the centering problem by adjusting the frequency of the LO 
automatically. 

Performance is typically limited in a zero-IF architecture in several ways. 
Sensitivity and rejection to some undesired signals, such as IMD, can be difficult 
to achieve. The active gyrator filters compress with large undesired signals. Once 
the gyrator is compressed, filter rejection is reduced, thus limiting protection. 
Zero-IF receivers typically require an AGC circuit to protect against large signal 
interference that compresses the gyrator filters. We should note, however, that 
well-designed superhet receivers normally also incorporate AGC. 

Because the LO is tuned to the RF frequency, self-reception may also be an 
issue. Self-reception can be reduced by running the LO at twice the RF frequency 
and then dividing-by-two before injecting into the mixer. Because the zero-IF LO 
is tuned to RF frequencies, the receiver LO may also interfere with other nearby 
receivers tuned to the same frequency. The RF amplifier reverse isolation, 
however, prevents most LO leakage to the receiver antenna. 

The direct-conversion architecture is highly attractive for integrated RF 
receivers. The elimination of off-chip filters simplifies interstage matching, since 
the need to match to the input and output impedances of the off-chip filter is 
eliminated. By filtering at baseband frequencies, device parasitics are less severe, 

 
 
Figure 8.5 Zero-IF receiver. 
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and less current is needed for amplification; thus, DCRs also offer lower power 
consumption. However, DCRs have a number of unique issues that make their 
actual implementation less than straightforward. For example, translating the RF 
spectrum to 0 Hz means that quadrature (I/Q) downconversion is required to 
properly handle the negative frequency portion of the spectrum (although if I/Q 
demodulation is mandated by the communications modulation format anyway, this 
is not really an issue). DCRs are also susceptible to dynamic range limitations, 
primarily due to: second-order distortion, 1/ f noise, I/Q mismatch, and DC offsets 
[8]. We now examine these DC offsets. 
 
8.3.2 Overview of DC Offsets in DCRs 
 
8.3.2.1 Self-Mixing 
 
RF band selection (preselection) is typically the only filtering performed in the 
receive chain of a DCR prior to the signal being downconverted directly to 
baseband. Therefore, a strong nearby signal, including the receiver’s own LO, can 
mix with itself down to zero-IF. This is called self-mixing, and generates a DC 
level that appears as interference at the center of the desired band. Three potential 
self-mixing mechanisms that can lead to DC offsets in DCR applications are 
shown in Figure 8.6. 

Self-mixing due to the finite isolation typical of silicon-based ICs between the 
LO and RF ports of a mixer is shown in Figure 8.6(a). In these mixers, port-to-port 
isolation is limited by low-resistivity substrate coupling, bond wire radiation, and 
capacitive and magnetic coupling [8]. In order to provide sufficient drive for the 
mixer switches (e.g., diodes), the LO is typically a strong signal. It can leak with 
sufficiently high amplitude through these unintended paths back to the front end 
LNA. There, the LO signal can reflect off the LNA output back into the mixer RF 
input and mix with itself, thereby generating a static DC level (LO self-mixing);  
the situation is exacerbated if the LO signal leaks back to the LNA input and is 
amplified before reaching the mixer input. The LO signal can also be reradiated by 
the antenna; reflect off obstructions, such as a building or moving vehicle; and be 
recaptured by the front end [Figure 8.6(b)]. With fading and multipath 
propagation, the received power level can, therefore, vary rapidly, which results in 
a time-varying or dynamic DC offset.  

The reradiation of the LO can also cause problems for other nearby receivers 
operating in the same band. Since the LO is at the same frequency as the RF, the 
LO signal appears in the passbands of the RF band select filters of other receivers. 
Thus, as shown in Figure 8.6(c), a strong nearby interferer, such as another 
receiver’s LO, can also generate DC offsets by finding a path to the mixer LO port 
and mixing with itself (interferer self-mixing). 
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8.3.2.2 Nonlinearities 
 
Second-order nonlinearities can also create DC offsets by the interaction of an 
interfering signal and these nonlinearities. For example, if the nonlinear response 
of a circuit is approximated by the standard power series: 

 
 2 3

1 2 3( ) ( ) ( ) ( )y t k x t k x t k x t= + + +  (8.1) 
 
and a single-tone input signal, x(t) = Acos ωt, is applied to the circuit, then the 
resulting output signal (up to second order) is given by 
 
 2 2

1 2( ) cos cosy t k A t k A t= ω + ω  

 2
1 2

1
cos [1 cos(2 )]

2
k A t k A t= ω + + ω  

 2 2
2 1 2

1 1
cos cos(2 )

2 2
k A k A t k A t= + ω + ω  (8.2) 

 
The first term in (8.2) is a DC component related to the second-order nonlinearity 
of the circuit k2 and is magnified by the square of the input signal amplitude. 
Therefore, any large signal within the passband of a DCR can generate a large DC 

 
 
Figure 8.6 DC offset mechanisms, self-mixing: (a) LO leakage, (b) LO reradiation, (c) strong in-band
interferer. 
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offset if the even-order performance of the receiver is poor (i.e., k2 is relatively 
large). 
 
8.3.2.3 Offset Removal 
 
The simplest solution for removing DC offsets is to highpass filter the spectrum 
with a series AC coupling capacitor; however, this method is not always feasible. 
The corner frequency of the highpass filter has to be extremely low, on the order 
of tens of hertz, which, at these frequencies, makes the required on-chip area for 
series capacitors prohibitively large. Large size capacitors also tend to react slowly 
to dynamically changing DC levels. Therefore, other methods, or combinations of 
methods, must be employed to mitigate unwanted DC levels, including  
 

• Sub- or Super-Harmonic Mixing: with an LO at some integer multiple or 
sub-multiple of the RF, DC offsets due to LO self-mixing can be 
significantly suppressed [9] 

• Offset Calibration Techniques: digital sample-and-hold feedback, offset 
estimation with corrective feedback at baseband, and servo loops can be 
used to track the DC offset and remove it from the desired spectrum [8] 

 
8.3.3 Noise in Direct Conversion Receivers  
 
Direct conversion receivers avoid the cumulative nonlinear effects that plague 
superheterodyne receivers used in high-dynamic-range EW systems. First, because 
there is no IF stage where gain in the form of AGC can be employed, there can be 
a wide range of signals on the output of the conversion stage. Since the ultimate 
output of a direct conversion stage is baseband, the output corresponds to the same 
frequencies in use for audio. To mitigate this problem, very high-dynamic-range 
ADCs are available that can discern both large and weak signals at the same 
time—in other words, the ADCs have a very high dynamic range—ADCs are 
available that have dynamic ranges of 120 dB or more at low frequencies. With 
this dynamic range, roofing filters are no longer required in the system and so with 
their departure also goes the nonlinearities that come with them.  

Another problem that was difficult to overcome was the rejection of images. 
Remember that, along with the f1 – f2 signals that we receive from a conversion 
stage or mixer, we also receive an f1 + f2 term. In the case of a superheterodyne 
receiver, these signals are generally many megahertz away since f1 – f2 is, itself, 
large. In the case of a direct conversion receiver, f2 is picked to be the same or very 
near the frequency we are trying to receive. This means that f1 + f2  and f1 – f2 can 
both be in the same receive bandwidth. These images must be suppressed.  

Since there is only a single downconversion or downmixing process from the 
RF band of interest direct to baseband, there is only a single opportunity for phase 
noise to enter the analog signal processing. If phase noise at this point is properly 
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controlled, it sets the phase noise performance of the entire receiver, unlike the 
multiple downconversions and multiple LOs in a traditional superhet. Providing 
excellent phase noise performance is inherently easier in a direct conversion 
receiver.  

By moving all of the narrowband filtering, traditionally provided by the low 
IF in a superhet radio into the realm of DSP, which are, or can be, pure 
mathematic processes, the digitized baseband signals can be processed, filtered, 
and demodulated with whatever desired dynamic range and linearity level is 
desired, and the DSP backend can therefore be designed not to add perceptible 
further distortion or noise beyond what exists in the analog signal entering the 
digitizer. With minimal analog processing in the form of a single direct conversion 
front end, the end result is a system with fewer opportunities and points of noise 
and distortion contribution. 

 
 

8.4 Tuned Radio Frequency Receivers 
 
A tuned radio frequency (TRF) receiver is one of the simplest radio types in 
existence. It is characterized by a low component count, reasonable sensitivity, 
and easy operation (it has only tuning and volume controls). The receiver consists 
of one (or several) stages of RF filtering and amplification, a detector, and an 
audio amplifier (Figure 8.7). 

Most of the receiver’s sensitivity is due to RF amplification within the 
passband of a tuned LC circuit as illustrated in Figure 8.7. The filter usually 
consists of an inductor and capacitor connected in parallel. The inductor (L) is a 

 
 
Figure 8.7 TRF receiver. 
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fixed component, and the capacitor is usually a ganged variable capacitor. The 
resonant frequency of the filter is given by 

 

 0

1

2
f

LC
=

π
 (8.3) 

 
The RF amplifier also amplifies the noise produced in this stage. The noise 

produced is a result of the bandwidth of the resonant circuit (higher bandwidth 
means more noise) and the circuit design characteristics. Typically, the active 
component in this stage would be a BJT, FET, or op amp. A low noise amplifier 
should always be specified. 

 The SNR along with the frequency range of the receiver provides the 
performance specifications for this type of receiver. Receiver selectivity is also 
governed by the tuned circuit in the RF amplifier stage. This is limited by the 
quality factor (Q) of the resonant circuit, which is given by 

 

 L

L

X
Q

R
=  (8.4) 

 
where  

 
XL = inductive reactance of the coil j L= ω  

RL = coil resistance 
 

Unfortunately, the receiver bandwidth changes with the resonant frequency of the 
LC tuned circuit because 
 

 0fW
Q

=  (8.5) 

 
and Q is a constant. As the resonant frequency of the tuned circuit changes, so 
must the bandwidth. What this means is that the receiver selectivity changes with 
the tuned frequency of the receiver. This is an undesirable characteristic. 
Selectivity is a measurement of the receiver’s ability to reject unwanted signals. 

Having the receiver’s selectivity change with frequency is eliminated by 
providing fixed bandpass characteristics in the RF amplifier circuit of more 
advanced receiver designs (such as in a superheterodyne receiver). 
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8.5 Concluding Remarks 
 
The common forms of narrowband receivers were introduced in this chapter. 
These are the superheterodyne receiver, the direct conversion receiver, and the 
tuned frequency receiver. The last of these is not common for high-quality 
receivers used in EW applications. The DCR architecture is popular for small, 
lightweight applications. It is quite common for the commercial applications in 
cellular phones. It can, however, be applied to EW problems where its architecture 
can be put to effective use. 
 The superheterodyne topology is by far the most common architecture for 
narrowband applications. It exhibits superb sensitivity and selectivity. Its 
architecture is flexible and can effectively be used to cover broad frequency 
ranges, a requirement of most EW receivers. 
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Chapter 9 
 
 

Compressive Receivers 
 
 

9.1 Introduction 
 
Many EW applications require wideband receivers to handle modern threat 
environments. These environments typically contain a variety of signal types and 
an even larger variety of modulation formats. The compressive receiver is one 
such receiver that satisfies many of the requirements of wideband EW receivers. 

A CxRx determines the real-time Fourier transform on signals present at its 
input. Typically, hundreds of megahertz are scanned in several microseconds so 
the signal acquisition process is very rapid. A scanning superheterodyne receiver 
would require hundreds of milliseconds to scan the same frequency range with 
equivalent resolution. This speed makes them very good at intercepting FHSS 
signals [1]. They also provide a very efficient method for the detection of DSSS 
signals [2]. 
 Another outstanding feature of the CxRx is its ability to retain the amplitude 
and phase of the signal being analyzed. This allows the direct application of 
multiple channel antenna arrays to determine the direction of arrival of the signal 
at the intercept system. 
 Table 9.1 lists representative principal characteristics of a CxRx used for 
communication EW intercept applications. 
 We describe the salient characteristics of compressive receivers useful for 
intercepting communication and other types of signals in this chapter. We begin by 
presenting an overview of their operation. That is followed by a detailed 
mathematical analysis of the CxRx operation. 
 
 

9.2 Compressive Receiver Configurations 
 
The compressive receiver implements the chirp-Z transform [3]. It is an RF 
processing device that rapidly scans a frequency range and provides time-
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separated outputs for each signal present at its RF input. These output  samples are 
processed to generate RF pulse descriptors or queuing information for other 
receivers. The CxRx is a Fourier transform device and can have nearly 100% POI. 
 The basic CxRx consists of the compressive network consisting of one or 
more DDLs followed by an envelope detector device and parameter encoder. The 
compressive network performs the signal power compression over frequency and 
time as well as output sample time separation. The envelope detector provides a 
video signal for each RF sample. The parameter encoder measures frequency, 
amplitude, phase difference, and other signal characteristics, such as pulse width 
and time of arrival. 
 An RF signal appearing at the input to the CxRx is multiplied by an LO that is 
linear-sweeping (see Figure 9.1). This signal is applied to a DDL with an equal but 
opposite time-frequency slope. All spectral energy that falls within the bandwidth 
of the DDL will appear in a narrow time slot at the output of the delay line. Time 

 

 
 
Figure 9.1 CxRx block diagram. 

 

Table 9.1 Performance of a Typical CxRx Used for Communication 
EW Applications 

 
Parameter Value 

Input Bandwidth 500 MHz 
Sweep Rate 1 MHz/μs 
Resolution 25 kHz 
Delay Line 60 MHz × 60 μs 
Processing Gain 36dB 
Tangential Sensitivity –110 dBm 
Spurious Signal Level Below –120 dBm 

 



Compressive Receivers 383 

separation between output signals, due to input signals with different RF 
frequencies, will cause the IF sweeps to be offset in frequency from each other. 
The time separation at the output between different input signals permits 
parameter measurements of simultaneously received signals. 
 
9.2.1 C-M-C and M-C-M Configurations 
 
The finite length of actual chirp signals and filters leads to two possible 
implementable full chirp transforms, the convolve-multiply-convolve, C(s)-M(l)-
C(s), and the multiply-convolve-multiply, M(s)-C(l)-M(s), where l stands for long 
and s means short. These are shown in Figure 9.2(a) and (b). Typically, the long 
chirp is twice the length and bandwidth of the short chirp. If only frequency, 
amplitude, and relative phase between two channels is important (as it often is), 
the final M of the M-C-M or the first C of the C-M-C can be dropped. Absolute 
phase information requires a full M-C-M or C-M-C implementation. The complex 
exponential inputs to the mixers represent chirp waveforms (linearly increasing or 
decreasing as a function of time). Both configurations are functionally identical in 
that they can produce the same outputs.  Provided a chirp with sufficient time- 
bandwidth (TW) product can be produced, the C-M-C configuration generally 
offers the best overall performance for command, control, communication, and 
intelligence (C3I) applications. 
 In a C-M configuration, the first convolver linearly time-skews the frequency 
components of wideband signals to counter the time-skewing that occurs in the 
second convolver. This nulling effect minimizes phase distortion in the 
compressed output signal. If phase information is not important, then the first 
convolver can be eliminated for reduced cost and complexity. 

 
 

 
Figure 9.2 Analog approaches to CxRx: (a) convolve-multiply-convolve, and (b) multiply-convolve-
multiply. 
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 We present the details of CxRx operation in the following sections based on 
the M-C-M topology. 
 
 

9.3 Fundamentals of CxRx Operation 
 
The chirp-transform algorithm can be derived from the Fourier transform 
relationship [4–6] 
 

 ( ) ( ) j tF f t e dt
∞

− ω

−∞

ω =   (9.1) 

 
by a substitution of the form 
 
 2 2 22 ( )t t t− ω = − ω − − ω  (9.2) 

 
Assuming a linear relationship of frequency and time, (9.2) yields 
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So we see that premultiplication of an input signal f(t) with a chirp waveform 

2exp{ / 2}j u− μ  followed by convolution in a chirp filter (given by the integral and 
2exp{ ( ) / 2}j t uμ − ) and subsequent postmultiplication with another chirp 

waveform 2exp{ / 2}j t− μ will yield the Fourier transform F(ω). It also has been 

shown that the inverse Fourier transform can be obtained with a similar 
configuration of chirp filters.  

In the M(l)-C(s) arrangement, the postmultiplication does not yield the 
expected Fourier transform components, and this scheme can only be used for the 
power spectrum analysis of signals whose spectral components remain constant 
for the duration of the premultiplier chirp interval. It is the M(s)-C(l)-M 
arrangement of filters that is best suited for a Fourier transform processor. 
 In the all-SAW implementation of the M-C-M chirp transform (Figure 9.3) 
the chirp waveforms used for signal multiplication are assumed to be generated by 
impulsing physically realizable SAW chirp filters. The convolution filter is also 
assumed to be such a SAW chirp filter. The impulse response of the 
premultiplying chirp c1(t), the postmultiplying chirp c2(t), and the convolution 
filter h0(t) (Figure 9.3) are all of the form 
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where { }( ) /i it t TΠ − denotes a rectangular gating function of duration ti centered 

on time t = Ti. The delay between the applied impulse and commencement of the 
response has been neglected. wi(t) is a weighting function and φi is a phase term 
that will be assigned the values of 0 or π/2 later. The factor μ is defined as the 
magnitude of the rate of change of instantaneous angular frequency and 
corresponds to the dispersive slope of the chirp filter. 
 
9.3.1 The M(s)-C(l)-M Arrangement 
 
The processor cycle takes its time origin from the impulse signal used to generate 
the premultiplying chirp waveform c1(t). The real input signal, f(t), appears at the  
input to the SAW processor and, after premultiplication by c1(t) and passage 
through the filter h0(t) (Figure 9.3), the output is given by the convolution integral  
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Equation (9.5) can be written as 
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where 
 

 
 
Figure 9.3 M-C-M chirp transform processor arrangement. 
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is the Fourier transform of ˆ ( ),f t where 
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is the truncated form of f(t). 

 Rewriting ˆ ( )F ω in terms of its modulus and argument 
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(9.6) becomes 
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From (9.8) we see that the envelope of the signal s2(t), present at the output of the 
filter, yields the amplitude spectrum of the (truncated) signal f(t) over the 
frequency range 
 
 0 1 1 0 1 0T Tω − ω + μ ≤ ω ≤ ω − ω + μ  (9.9) 

 
Thus the output is centered at frequency 
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and, once squared, displays the power spectrum over a bandwidth 
 
 0 12 ( )W T Tπ = μ −  (9.11) 

 
(W in Hertz). 
 We see that the phase information ( )Φ ω is also present in (9.8). This can be 

recovered by postmultiplication by c2(t) in the appropriate time interval as defined 
as 
 
 1 0 0 1' ( ) / 2 't T T T T T= + = −  (9.12) 
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to yield 
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where the sum term in ω0 + ω2 is removed by filtering and w2(t) is set to unity. 
Thus, in (9.13), the phase spectrum is a phase modulation on s3(t) and may be 
recovered by demodulation with a frequency 0 2( ) / 2ω − ω π with appropriate 

selection of phase terms φn. 
 Figure 9.3 shows the M(s)-C(l)-M chirp transform arrangement when the 
input f(t) is a complex modulation on a carrier of frequency fc0 and the output 
transform is obtained on a carrier of 0 2( ) / 2 .ω − ω π When the input consists of 

baseband channels with separate real and imaginary components of a complex 
signal, the topology shown Figure 9.4 emerges as one possibility. Quadrature 
premultiplication by c1(t) is required, as is quadrature postmultiplication by c2(t) to 
achieve the required phase relationships in (9.13). Selection of ω0 = ω2 and 
lowpass filtering yields the transform outputs directly at baseband. 
 
 

9.4 Dispersive Delay Lines 
 
A DDL has the characteristic that the time delay of a signal through the device 
depends on the frequency of the signal at the input [Figure 9.5(a)] [7]. So if a 
signal at frequency f1 is input to the DDL, it will arrive at the output τ1 seconds 

 
 
Figure 9.4 SAW chirp transform topology for baseband operation. 
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later. A DDL provides a delay to RF signals that either linearly increases or 
decreases with frequency. DDLs are commonly rated by the TW product, which 
represents the processing gain of the device. The bandwidth (W) is the operational 
bandwidth of the device and time (T) is the differential delay between the band 
edges, called the dispersion. 
 If the input to the DDL has a linearly changing frequency that goes from f1 to 
f2 [Figure 9.5(b)], then the signal input at the time f1 is input reaches the output at 
τ1, while the signal at all the intermediate frequencies arrives at time delays 
between τ2 and τ1. Since the  DDL has a linear characteristic, all of these signal 
components arrive at the output at the same time. That time delay is determined by 
the slowest propagating component—the one at f1. Thus there is a unique time 
delay, τ1, corresponding to the sweeping input that starts at f1 and goes to f2.  
 The process obviously works just as well if the slope of the DDL 
characteristic is opposite those shown in Figure 9.5 as long as the sweeping input 
signal sweeps in the opposite direction. 

SAW technology has made the CxRx a practical IF processing tool for a range 
of applications. SAW delay line fabrication, utilizing direct-write electron beam 
technology, has made it possible to extend the frequency operating range of DDLs 
to 2GHz. Current DDL implementation, utilizing SAW technology, achieves 
bandwidth delay products of up to 10,000. As bandwidth increases, the achievable 
delay decreases. Figure 9.6 shows the possible bandwidths and dispersive delays 
currently possible. The long dispersive delays (>1 μsec) are constructed as SAW 
reflective array compressor DDLs, while short dispersive delays (<μsec), are 
realized as slanted arrays with interdigital transducers. 

 
 
Figure 9.5 DDL: (a) a single signal at the input, and (b) two signals at the input. 
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 There are several types of lines to choose from, including SAW technology. 
SAW DDLs are fabricated on a piezoelectric substrate such as quartz or lithium 
niobate. The input electrical signal is converted into an acoustic wave via an input 
transducer, processed in the SAW DDL, and then converted back into an electrical 
signal at the output. Because of the slow velocity of surface waves, SAW delay 
lines are orders of magnitude smaller than some other types of DDLs. TW products 
of 10,000 have been achieved. Depending on the configuration, SAW DDLs can 
operate from a few megahertz to a few gigahertz with from 15- to 50-dB insertion 
loss. In general, the wider the bandwidth, the greater will be the loss. 
   
9.4.1 Limitations of Practical SAW Devices 
 
The SAW Fourier transform processor configured in the M(s)-C(l)-M arrangement 
displays frequency components over a maximum bandwidth, as defined in (9.11) 
 
 max 0 12 ( )W T Tπ = μ −  

 

 
 
Figure 9.6 SAW characteristics circa 2009. 

Table 9.2 Comparison of the Characteristics of Metalized IDT 
and Grooved RAC SAW Chirp Filters 

 
Parameter IDT RAC 

Center Frequency (MHz) 10–1500 60–2000 
Bandwidth (MHz) 1–750 1–1000 
Time Dispersion (μs) 0.1–80 0.5–120 
TW Product 4–2000 10–50 k 
Amplitude Ripple (dB p-p) 0.1 0.5 
Phase Error (deg RMS) 0.2 0.5 
Sidelobe Suppression (dB) –50 –45 
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and the maximum signal duration on which the processor can operate is T1. Using 
the ratio c = T1/T0, the maximum processor time-bandwidth product is given by 
 
 2

max 1 02 ( 1)W T T c cπ = μ −  (9.14) 

 
which is a maximum for c = 0.5 corresponding to a maximum operating time 
bandwidth product of 1 1 0 0 / 4.W T W T= Thus, it is obvious that for processors with 

large numbers of transform points, say 1024, large time-bandwidth product 
reflector array compressor (RAC) filters are essential. Table 9.2 lists typical 
characteristics of the IDT and RAC devices. 
 
 

9.5 M-C CxRx Operation 
 
The M-C (M-C-M without the final multiply) CxRx can be implemented in one of 
two basic configurations as shown in Figure 9.7, typically designated as M(l)-C(s) 
and M(s)-C(l), but here simplified to long multiplier (LM) and long convolver 
(LC), respectively. In the LC topology, the received signal is multiplied by a short 
linear frequency chirp and processed by a long DDL. In the LM architecture, the 
input signal is first multiplied by an LO scan that is twice the receiver’s 

 
 

 
Figure 9.7 M-C CxRx configurations: (a) M(s)-C(l) long convolver configuration, and (b) M(l)-C(s) 
long multiplier configuration. In (a) the POI is ~50% while it is ~100% in (b). 
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bandwidth. The result is processed by the DDL with the same bandwidth as the 
receiver’s frequency coverage. We discuss the LM and LC configurations of M-C 
CxRx receivers in this section. 

Consider the LC configuration shown in Figure 9.8(a). The RF input 
bandwidth is denoted by WR, and this bandwidth is presented to the RF input for a 
time at least twice the frame time, TT. The SLO has a bandwidth denoted by WT, 
and it completes its negative-sloped sweep in TT.  

Multiplying signal S1 and S2 at frequencies f1 and f2, respectively (we assume 
here that f1 < f2), by the SLO signal causes the IF frequencies corresponding to S1 
to linearly increase as seen on the left in Figure 9.8(a). Applying these changing 
frequencies to the DDL that has a matched but opposite slope as the SLO, and 
whose characteristics are shown on the right in Figure 9.8(a), causes impulses to 
appear at the DDL output at time delays corresponding to the frequencies of the 
input signals. S2, being at a higher frequency than S1, has a shorter time delay 
within the DDL so it emerges first corresponding to the short delay. S1 appears 
somewhat later, corresponding to a longer time delay within the DDL. The DDL 
compresses all the energy in S2 so that its output at T2 contains all the energy in S2. 
Similarly for S1. (T2 and T1 are measured from the beginning of the scan.) In this 
way, the signals are output of the DDL in a time sequence corresponding to the 
input frequencies, highest frequency first. 
 Now consider the LM topology shown in Figure 9.8(b). In this case there is 
only one sweep of the LO in TT seconds. S1 and S2 get multiplied as before and 
then input to the DDL, but only a portion of their sweep range is processed by the 
DDL over time T and bandwidth W1. The DDL delays the frequency components 
as for the LC configuration so that the output of the DDL is a time-separated 
sequence of pulses corresponding to the input signals. 

Consider now the case where the duration T1 of the chirp premultiplier c1(t) is 
greater than the duration T0 of the impulse response of the convolution filter h0(t). 
This is the LM configuration. We show that this is not a wholly satisfactory 
arrangement for Fourier transform processors. 
 The M(l)-C(s) configuration does not produce a true replica of the FT of the 
input signal. Consider (9.5), which describes the output, s2(t), from the chirp filter, 
for which the condition T1 > T0 and we have 
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Figure 9.8 M-C CxRx signal relationships: (a) M(s)-C(l), long convolver, and (b) M(l)-C(s), long
multiplier. 
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 Here when w1(t) and w0(t) are set to unity, the Fourier transform of the 
function 
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can be determined, as previously shown. We can see here that the gating function 
on f(t) is itself a function of time. As a consequence the FT computation is not 

using a fixed gate function, ˆ ( ),f t  as defined in (9.7), but the gating function is 

sliding across f(t), covering different sections of this function while at the same 
time performing Fourier transformations. 
 The effect of this sliding gating function produces distortions in the output 
transform when the input signal is limited in duration. These distortions can be 
determined and we conclude that the sliding M(l)-C(s) transform arrangement has 
application only in the power spectrum analysis of stationary signals for which the 
spectral components are invariant over the time duration of the (long) 
premultiplier. Although the M(l)-C(s) arrangement cannot be used directly for 
general Fourier transform processor realizations, the distortion present in this 
arrangement can be overcome. One method is to pregate (time filter) the input f(t) 
such that the truncated input signal duration is less than T0. This is simply the 
M(s)-C(l)-M scheme but here, by repetitively reading delayed versions of the input 
waveform, the full bandwidth of the M(l)-C(s)-M arrangement can be utilized. 
Another approach is to filter the input signal f(t) in a SAW chirp filter, thereby 
realizing the C-M-C chirp transform arrangement. 
 
9.5.1 Swept Local Oscillator 
 
The CxRx operation and performance depend on the design and performance of 
the SLO. The SLO waveform can be generated by generating the waveform using 
direct digital synthesis, by sweeping a VCO, or by exciting a DDL matched to a 
compression DDL with an impulse. These three basic techniques are shown in 
Figure 9.9. The choice depends on the sweep speeds, frequency range, and 
linearity required. The selected SLO technique and the performance limits of 
associated components determine the overall performance of the CxRx, much as 
the performance of the LO in narrowband receivers to a large extent dictate their 
performance. 

The classic method of generating the chirped signal (SLO) is by impulsing a 
DDL that has a TW product directly related to that of the convolving DDL. The 
DDL spreads the spectrum of the impulse in time, producing a linear frequency 
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sweep as a function of time. For the C-M-C configuration, the TW product of the 
frequency chirped SLO signal must be four times that of the convolver and the 
magnitude of the frequency versus time slopes must be identical. 
 The impulse LO uses two DDLs in series followed by a frequency doubler to 
produce a constant amplitude frequency chirped LO signals with a 4TW = 2T2W 
characteristic. For very fast (>200 MHz/μs) applications, as in radar, the impulse 
DDL technique is the only practical means of generating chirps. The chirps, 
however, have fairly high noise due to DDL losses and will not perfectly match 
the slope of the convolver. This limits receiver dynamic range to 40 to 50 dB and 
decreases frequency resolution. 
 The VCO implementation driven by a linearly changing ramp voltage is a 
straightforward method of generating a SLO and is identical to such an 
arrangement for the scanning superheterodyne discussed in Chapter 5. The major 
problem here is matching the ramp characteristics of the sweep waveform driving 
the VCO with the ramp characteristics of the DDL, a problem not shared with the 
superheterodyne receiver. 
 The swept DDS is an active chirp generation technique. It provides very linear 
long or short duration sweeps over moderate bandwidths (to 250 MHz). Sweep 
rates up to 200 MHz/μs are possible. Noise outputs are low and the sweep slope 
can be finely adjusted for a near perfect match to the DDL convolver. Although 
the output is discretely stepped, steps can be sufficiently fine to allow good 
resolution in the receiver. Wideband applications (>100 MHz) require the use of 
GaAs logic and GaAs DACs. The main advantages of the swept DDS chirp 
generator are small size, low recurring cost, high sweep rate capability, 
reproducibility, and independence from environmental factors. 

 
 
Figure 9.9 C-M-C Fourier transformer: (a) impulse delay line, (b) VCO with ramp control voltage,
and (c) swept DDS. In all cases a frequency chirp with a 4TW characteristic ensues. 
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9.5.2 Frequency Resolution 
 
Frequency resolution 0( )fΔ establishes the limits on the ability to resolve multiple 

simultaneous signals with different carrier frequencies. For a CxRx it is usually 
equated to the reciprocal of the compression time. The sampling that the CxRx 
performs in the time domain causes sidelobes to be produced in the frequency 
domain. This is seen in Figure 9.10. The cause of this sidelobe generation is 
illustrated in Figure 9.11. Multiplication in the time domain causes convolution in 
the frequency domain. The Fourier transform of the time gate is a sinc x form as 
seen in Figure 9.11(b). Convolving sinc x with the two impulses, which are the 
Fourier transform of the cosine wave, generates sinc x transforms centered at 0 .f±  

 When two of the sinc x transforms are too close together, then smearing in the 
frequency domain can occur. Thus two such responses can be separated according 
to the frequency resolution. This is illustrated in Figure 9.12. This definition of 
resolution is when one response is 3 dB down from that of the adjacent response. 
  

 
 
Figure 9.10 CxRx time response. (Source: [8], © Artech House, 2002. Reprinted with permission.) 

 

 
 
Figure 9.11 CxRx sidelobes. (Source: [8], © Artech House, 2002. Reprinted with permission.) 
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The tradeoff between frequency coverage and compression time is governed 

by the bandwidth and dispersive delay limitations of  DDLs as illustrated in Figure 
9.9. The limits shown are approximate, since frequency resolution depends on 
device characteristics. It also is assumed that the difference in signal strength of 
two adjacent signals is less than 30dB. For greater than 30dB, the resolution 
degrades by 20 to 30%. A different view of frequency resolution is shown in 
Figure 9.13, where the minimum frequency separation is plotted versus bandwidth 
when the signals have equal amplitudes.  Theoretically, the resolving capability is 
not a function of bandwidth but is a constant depending only on the scan time. For 
real devices this is only an approximation as shown. This shows that for a 
wideband CxRx, the ability to resolve two adjacent signals is affected by 
component limitations. As the  bandwidth increases, the compressed pulse width 
decreases. For receiver bandwidths above 100 MHz, the compressed output-pulse 

 

 
 
Figure 9.13 Minimum frequency separation between two signals with equal amplitude. 

 

 
 
Figure 9.12 CxRx frequency resolution. (Source: [8], © Artech House, 2002. Reprinted with
permission.) 
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envelope is not reproduced faithfully by the detection circuit. The detection 
circuit’s rise and fall time will increase the resulting video output pulse width and, 
thereby, decrease the frequency resolution capability of the receiver. 
 
9.5.3 Frequency Accuracy 
 
The CxRx measures the frequency of a carrier by measuring the time between the 
frame start and the compressive network output pulse. The frequency accuracy of 
each input signal depends on the instantaneous frequency range of the receiver, the 
compression rate, the frame time, the clock rate, and the number of bits in the 
frequency measuring circuit. Figure 9.14 shows a curve of typical frequency 
accuracy versus instantaneous bandwidth. 
 The accuracy of the frequency estimate determines, inter alia, the bandwidth 
requirements for the monitor receivers. The signal must appear within the 
bandwidth of these receivers when they are tuned according to the CxRx output. 
 
9.5.4 Sensitivity and Compression Time 
 
In the CxRx, signal power is integrated during each compression period of the 
receiver. This provides sensitivity improvement over other types of receivers and, 
in particular, the SHR receiver. The receiver sensitivity is directly proportional to 
the compression time, as long as the input signal is present throughout the entire 
compression period. If the input signal is only partially present during a 
compression period, the RF output power, and therefore the sensitivity, becomes a 
function of the input signal duration. This occurs when the duration of the RF 
input is less than twice the compression period. For this condition we cannot 
accurately establish system sensitivity. Because an input signal will appear 
asynchronous with respect to the compression rate, the sensitivity prediction can 
only be made statistically. 

 
 
Figure 9.14 CxRx frequency accuracy. 
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 The optimum compression time depends on the application. For simultaneous 
interception of long and short RF signals, a compromise must be made. The 
compression time should be less than half the length of the shortest expected 
signal length and have adequate compression gain to provide the desired 
sensitivity for RF pulses or CW. In some applications these two conditions cannot 
be simultaneously satisfied. The curves shown in Figure 9.15 are based on an LM 
design with the scan time of the SLO equal to twice the dispersive delay of the 
DDL. An alternate approach is to utilize two compressive channels, one optimized 
for signals with long durations, or CW, and one for short signals. 
 The choice of the scan time will depend on sensitivity required for long pulses 
and the shortest expected pulse. The tradeoff is based on 
 
 6

10 B 10 in 10Sensitivity 10 log ( 10 ) 10 log 10 log ( )k T W W= × + − τ  (9.17) 

 
where 
 

in is the input bandwidth in MHzW  

is thespectral width of the compressed pulseW  

is the temporal width of IF input to DDLτ  

 
 We can see that the sensitivity is proportional to W and τ, which, in turn, are a 
function of the duration of the applied signal and when it arrived with respect to 
the start of the scan. Signals arrive randomly and, therefore, will be asynchronous 
with the scanning periods. This causes the sampled energy to be split between two 

 
 
Figure 9.15 CxRx desensitization. 
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scans for short pulses, thus resulting in degraded sensitivity. The effect on 
sensitivity of this latter phenomenon is shown in Figure 9.15. As we see, 
sensitivity to short signals is considerably worse if bandpass weighting is used. 
 
9.5.5 Simultaneous Signal Detection 
 
One of the most significant features of the CxRx is its ability to detect and process 
simultaneous signals. The number of signals NS that can be encoded during each 
frame period is a function of the practical frequency resolution 0( )fΔ  of the 

receiver, S R 0/ .N W f= Δ The output can be selectively blocked to reduce the output 

data rate. Blanking may be implemented by frequency, angle of arrival (AoA), 
amplitude, or some other parameter. 
 
9.5.6 CxRx Response 
 
9.5.6.1 SOI Masking 
 
The sidelobes of the CxRx response can cause masking of a possible SOI. This is 
illustrated in Figure 9.16. Often, the SOIs of EW receivers are farther away than 
friendly, close networks. The closer networks generate more powerful signals at 
the receiver as shown. This necessitates the application of weighting in the CxRx 
response. 
 
9.5.6.2 DDL Response Weighting 
 
The impulse response of the DDL is typically weighted to reduce energy that 
otherwise spills into the nearby channels in the CxRx. This effect is illustrated in 
Figures 9.16 and 9.17. This windowing has two effects on the DDL response: first 
the width of the impulse response widens. That is, the bandwidth increases. 
Second, sidelobes are decreased. These two affects can be seen in Figure 9.17. The 
rectangular (brick-wall) filter response is shown as the solid line. We see relatively 
high sidelobes in the near adjacent channels. In fact, significant energy slips out a 
considerable distance. The Hanning window response is shown as a dotted line 
and we can see that the lobe width has widened relative to the rectangular response 

 
 
Figure 9.16 CxRx masking. (Source: [8], © Artech House, 2002. Reprinted with permission.) 
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and the sidelobe levels are reduced. The same can be said for the Hamming 
window response shown as the broken line. 

The characteristics of the normal window functions that are typically used to 
weight the impulse response are indicated in Table 9.3. Harris [9] contains a much 
more extensive list and their characteristics. The last two windows in Table 9.3 are 
not common, but do achieve the highly desirable sidelobe level of –60dB or more.  
These window functions are derived from the autocorrelation function of the 
Hamming window and is a two-parameter (p, γ) set of functions given by [10] 
 
  

 
 
Figure 9.17 Window functions. The responses are truncated at a normalized frequency of 10, but of 
course they continue on to infinity. 

Table 9.3 Window Functions 

 

Window Peak Sidelobe (dB) Relative Bandwidth 
Sidelobe Roll-Off 

(dB/octave) 
Rectangular –13 1.0 6 
Bartlett –25 1.43 12 
Hanning –31 1.65 18 
Taylor –40 1.41 6 
Hamming –43 1.50 6 
Blackman –57 3.0 18 
AH (.7, 2.6) –64 1.88 9 
AH (1, 2.6) –86 2.12 12 
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tr(t) is the triangle function shown in Figure 9.18, for / 2 / 2.T t T− ≤ ≤  Equation 
(9.18) is shown in Figure 9.19 for 2.6γ = and p = 1.0. The normalized Fourier 

transform of AH(t) is the waveform of interest and is given by (for p = 1.0)  
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Figure 9.18 Triangle function. 

 

 
 
Figure 9.19 AH(1, 2.6) time window. 
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and is shown in Figure 9.20. Note the –85 dB sidelobes. Both the bandwidth and 
sidelobe levels change with γ and p. This behavior is shown in Figures 9.21 and 
9.22 for γ variations and in Table 9.4 for several values of p with γ fixed at 2.9. 
 
9.5.6.3 Spurious Outputs 
 
The most serious problem with the M(s)-C(l) configuration is that it has spurious 
outputs caused by out-of-band signals [11]. This is illustrated in Figure 9.23. For 
example, a signal 50 MHz outside the receiver frequency range would appear as 
an in-band signal 50 MHz within the selected receiver bandwidth. The out-of-band 
signal would be considerably rejected by placing a bandpass filter before the 
compressive network. But this rejection at 50 MHz from the band would be 40dB, 
at best, with typical filter designs. The loss of compressive network conversion 
gain is only 1dB. As a result this signal (50 MHz from the band edge) would be 
attenuated by only 1dB. At the input level of –30dBm, there would be an in-band 
spurious output of –71 dBm. On the other hand, the two-channel M(l)-C(s) 
configuration achieves a rejection greater than 60dB by selecting the output 
alternately from the two channels. 
 
9.5.6.4 Triple-Transient Response 
 
The other dynamic-range limitation of the M(s)-C(l) configuration is demonstrated 
in Figure 9.24. Any SAW DDL will have a triple-transit response. Typical DDLs 
have a desired signal loss of 30dB. The compressive gain is 27dB. The desired-
signal ouput, therefore, will be 3dB down from the input level. The resulting 
difference beween SOI output and triple-transit output is only 47dB. As seen in 
Figure 9.24, the triple transit output in the M(s)-C(l) configuration appears four 
scans after the SOI was seen. There is no additional rejection possible in the 

 
 
Figure 9.20 Spectrum of AH(1, 2.6). 
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Table 9.4 Bandwidth and Sidelobe Levels (γ = 2.6) 

 

p Relative 
Bandwidth 

Peak 
Sidelobe (dB) 

1.0 2.12 –85 
0.7 1.88 –64 
0.5 1.62 –43 
0.25 1.37 –25 

 
 
Figure 9.21 Peak sidelobes of AH(p, γ). p = 1. 

 
 
Figure 9.22 Peak sidelobes versus relative bandwidth. BW parameters indicate where the width of the
bandwidth occurs. 
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configuration, since the detectors monitor the outputs of the DDL 100% of the 
time. 

In the M(l)-C(s) configuration, the output detector is switched to the alternate 
channel when the triple transit occurs. The rejection, therefore, is a function of the 
switch isolation and is typically greater than 110dB. This is demonstrated in 
Figure 9.24. The output of channel A is monitored by the detector only during 
scans 1, 3, 5, 7, etc., but the triple transit occurs during scans 4, 6, 8, etc. The  
M(l)-C(s) configuraition is the only technique that eliminates triple-transit outputs 
so as not to degrade the CxRx dynamic range. 
  
9.5.6.5 LM and LC Comparison 
 
The LM has the potential for wider receiver bandwidth, since the LC compressive 
network has a DDL covering twice the receiver bandwidth. Bandwidth constraints 
in the LM topology are primarily in the SLO, which does not necessarily have its 
sweep range determined by a single DDL (Figure 9.9). 

 
Figure 9.23 Spurious signals. 
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 The LC is smaller and less complex because it requires fewer components. 
Only a single DDL in the compressive network is needed. This is particularly 
attractive for high compression gain receivers with long integration time and, 
therefore, long dispersive delay where the DDL is inherently large (t > 20 μsec). 
Matching DDL is problematic, especially maintaining that matching over time and 
temperature, which also makes the LC approach appealing. 
 Without two compressive channels operating in parallel and used alternately 
as shown in Figure 9.7(b), the LM has only a 50% duty cycle and, therefore, less 
than a 50% POI for RF signals, which is less than the compression time of the 
receiver. With the addition of a parallel channel, the POI is similar to the LC, 
nearly 100%. 
 The LC configuration could experience spurious outputs due to out-of-band 
signals if designed as shown in Figure 9.7(a). This may be reduced by 
implementing a complete chirp-z transform, M(s)-C(l)-M(s), by multiplying the 
DDL output with a replica of the first multiplying chirp. The LM inherently places 

 
Figure 9.24 Triple-transit response. 
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out-of-band signals outside the frame time. Again, implementing the postmultiply 
chirp filter to match that of the input can be problematical. 
 As we discussed, the triple-transient response of SAW DDLs can generate 
spurious signal outputs that can degrade the dynamic range. The level of these 
spurious signals is a function of the DDL characteristics. A good approximation 
for SAW DDLs for the ratio of spurious signal level relative to the desired output 
is the DDL insertion loss (LDDL) plus 17dB. For example, a DDL with Wl = 10 
MHz and T = 50 μsec will have a typical LDDL of 45dB. The expected spurious 
signals level relative to the desired output is therefore 62dB. On the other hand a 
wideband DDL with Wl = 500 MHz and T = 0.5 μsec will have a typical LDDL of 
30dB and produce a spurious signal level of 47dB. Since the dynamic range 
requirements of EW receivers is a minimum of 50- to 60-dB, the spurious signals 
need to be reduced in the latter example. The dual channel LM design with a 
correct choice of offset delay in the DDL will reduce the triple-transit signal 
responses and allow the receiver to have a wider multiple signal dynamic range 
than the LC approach. 
 
 

9.6 The C-M-C Chirp Transform Arrangement 
 
The operational equations for the C-M-C scheme can be derived from those of the 
M-C-M arrangement by interchanging the operations of multiplication and 
convolution. Thus the (time-gated) input signal is first convolved in a chirp filter, 
then multiplied by a (long) chirp of equal but opposite dispersive slope, and finally 
convolved in another chirp filter. The dualized nature of convolutions and 
multiplication in the time domain and frequency domain makes it possible to 
analyze the operation of the C-M-C arrangement using the theory presented earlier 
(Figure 9.25). Reference [4] explains this dualism. 
 In hardware terms, the C-M-C arrangement offers one distinct advantage over 
the equivalent M(s)-C(l)-M arrangement. With the C-M-C arrangement, the largest 
time bandwidth product chirp waveform is used only as a multiplying signal and, 
as a consequence, techniques such as frequency doubling and double chirp 
expansion may be used to achieve the required waveform parameters from SAW 
chirp filters of modest TW product. Thus, in terms of ultimate processor frequency 
resolution and bandwidth, the C-M-C configuration is the optimum choice. 
Further, for a given set of processor parameters, the convolution filters required in 
the C-M-C arrangement are of lower TW product and hence of lower insertion 
loss, which leads to superior SNR and dynamic range in the processor. 
 The biggest disadvantage of the C-M-C arrangement is that three SAW 
devices are always required even for power spectrum analysis, in comparison to 
the two devices required in the M-C-M arrangement. Since matching and 
maintaining that match over the life of the SAW devices is difficult, the advantage 
of using only two of them is significant. 
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9.7 Concluding Remarks 
 
The compressive receiver is a useful device for wideband EW applications. Its fast 
scanning capability is virtually unmatched for many uses. Its primary shortcoming, 
which incidentally is shared by most wideband receivers, is its high first sidelobe 
response. Relatively weak signals of interest can be masked by stronger, closer, 
signals. It recovers from this masking rapidly, however. The sidelobes can be 
reduced by weighting at the expense of broadening of the width of the main lobe 
response in some cases. 

For some applications, a true Fourier transform may not be required. The final 
chirp multiplication does not change the amplitude characteristics of the signal that 
emerges from the DDL, but it can be used to create a baseband waveform that is 
easily weighted with a lowpass filter for sidelobe reduction. The relative phase 

 
Figure 9.25 Dualism.  
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between channels in multichannel receivers is maintained without the final 
multiplication as well, which is useful in some applications such as direction 
finding. If absolute phase in a channel is important, then the final multiplication is 
required. 
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Chapter 10  

 
 

Digital Receivers Overview 
 
 

10.1 Introduction 
 
The increasing processing speed of ADC technology as well as the speed and 
flexibility of DSPs and corresponding digital signal processing has produced the 
architectures for digital EW receivers. There are many desirable features that 
ensue with digital processing of analog radio signals as we discuss in this and the 
next two chapters. The definition of a digital or software receiver is general and 
encompasses numerous architectures with various types of analog RF stages.  

Technology has advanced to the point where (almost) all-digital radio 
receivers are possible. A digital receiver processes RF signals (analog or digital) in 
the digital domain. The signals are converted into digital form as early in the 
receive path as possible and all subsequent processing is done digitally [1]. 
 In the modern parlance of signal processing, digital signal processing fits 
within the general framework of sampled-data signal processing, or discrete time 
signal processing [2]. In this category, time is divided into discrete steps and 
calculations are performed on signals at discrete time intervals while the signal 
amplitudes are sampled but analog. The amplitude samples correspond to the 
signal amplitude at the time of sampling. It is a further, and independent, step to 
include discrete-ized signal amplitudes, although when discussing digital signal 
processing in modern parlance, that is what is intended. That is our framework 
here—we will only include in our discussions cases when both time and amplitude 
are represented by discrete levels. It is important to remember, however, that 
sampled-data signal processing is a discussion topic all to its own. 

Digital circuitry is more producible, reliable, and accurate than the analog 
counterparts. The latter tends to change its operating characteristics with time and 
temperature, while digital implementations do not. In addition, as technology 
advances, digital circuitry becomes very low cost. Also, digital logic can be 
programmable—the receiver can be reconfigured with software. No hardware 
changes are required.  
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One of the most attractive features of a digital receiver is its ability to perform 
signal processing that is difficult or impossible to do with conventional analog 
circuitry. As an example, digital circuitry can synthesize filters that have linear 
phase, extremely steep symmetrical skirts, and identical passbands. 

The ideal receiver would be entirely digital. The ADC would be connected to 
the output of the antenna. In practice, this architecture would not work acceptably. 
At a minimum, an analog preselection filter is required at the input to the ADC; 
otherwise, interference results. Nevertheless, getting the ADC as close to the 
antenna as possible is the goal of modern digital receivers. 
 This chapter presents some of the aspects of digital receivers for use in EW 
systems. It is organized as follows. We begin with an introduction to digital 
receiver architectures. That is followed by a discussion on the technology drivers 
associated with digital receivers and then an introduction of digital RF/IF 
processing. Special aspects of digital receivers for EW applications are then 
considered. ADCs are introduced next followed by a discussion on gain and phase 
imbalances in receivers. The last topic covered in this chapter is aspects of I/Q 
sampling. 
 
 

10.2 Digital Receiver Architectures 
 
Digital receivers perform the functions of signal reception with much of the 
required processing accomplished in the digital domain. Digital architectures 
allow for considerably more flexibility both in receiver design and operation. They 
also are substantially more stable in operation over time due to the lack of 
component characteristic drift with time and temperature. 

There are three fundamental architectures that are normally addressed when 
discussing digital receivers. These are narrowband implementations and digital 
RF/IF structures. The topologies of the latter include direct RF sampling, RF sub-
sampling, IF sampling, and IF subsampling. The RF architecture converts the 
received signal as far forward in the receiver chain as possible (ideally at the 
antenna). A block diagram for the baseband implementation is shown in Figure 
10.1. The block diagram of an RF sampling or subsampling receiver is shown in 
Figure 10.2, and the block diagram of an IF sampling or subsampling receiver is 
shown in Figure 10.3. 
 
10.2.1 Narrowband Digital Receiver 
 
The receiver in Figure 10.1 is an architecture for a narrowband implementation of 
a digital receiver and is simply the digital version of the analog superheterodyne 
architecture discussed in Chapter 5. This particular example converts IF 
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Figure 10.2 RF digital sampling or subsampling receiver architecture. 

 
 
Figure 10.1 Baseband digital receiver architecture. 
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frequencies twice, first with LO1 and then with LO2. Multiple conversion 
architectures are popular because multiple spurious signals can be avoided by 
proper selection of the IF frequencies. Detection of narrowband AM signals, for 
example, can be accomplished with this architecture using 

 

 2 2Envelope ( ) Re [ ( )] Im [ ( )]s t AM s t s t= = +  (10.1) 

 
while detection of FM uses 
 

 1 ( )
Instantaneous frequency ( ) tan

( )

d Q t
s t FM

dt I t
−= =  (10.2) 

 
and 
 

 1 ( )
Phase ( ) tan

( )

Q t
s t

I t
−=  (10.3) 

 
10.2.2 Digital RF Architecture 
 
A simplified flow diagram of a receiver with an RF topology is shown in Figure 
10.2. Usually preselector filters are placed before the LNA as shown. The LNA 
brings all the attributes discussed in Chapter 3, principally establishing the noise 
floor (sensitivity) of the receiver. That may (or may not) be followed by additional 
RF amplification since ADCs sometimes require larger signals than are normally 
provided by an LNA. That signal is then sent to I and Q channels where it is 
converted into quadrature components by ADCs sampled with two clocks whose 
sample times are separated by Ts/4 seconds. After that, further processing is 
performed in the digital domain. This processing can include filtering into 
narrower channels, demodulation, and so forth. 
 
10.2.3 IF Sampling Topology 

 
A flow diagram for a practical IF sampling digital receiver is shown in Figure 
10.3. Again a preselector, block frequency converter, and amplification are placed 
ahead of the ADC. Digital processing is performed at an IF. This configuration 
allows lower speed, high-dynamic-range ADCs to be used—a cost saving. 
Additional frequency conversion, filtering, and detection are performed in the 
digital domain.  
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 The major difference between this architecture and the RF digital receiver is 
that the ADCs operate at (typically) a lower frequency than the RF receiver. 
Separation into quadrature channels follows the same principal as for the RF 
receiver. 

IF sampling architectures currently demonstrate better performance than RF 
sampling architectures due to their lower susceptibility to aperture jitter and the 
fact that anti-aliasing filters and ADCs can be implemented with improved 
performance at lower frequencies. RF sampling receivers offer potential 
advantages in circuit complexity and area, power consumption, and re-
configurability, but their use is currently limited to lower performance applications 
where the effects of aperture jitter and the limited performance of  ADCs and anti-
aliasing filters at RF frequencies can be tolerated.  
 
10.2.4 Electronic Warfare Digital Receiver 
 
EW receivers monitor a wide frequency band to detect and intercept hostile 
signals. They are required to insure a high probability of signal intercept. To 
accomplish this, a channelized receiver architecture is desired. Fortunately, a 
digital channelized receiver is easy to implement and produces excellent 
performance. Figure 10.4 contains a block diagram of a digital channelized 
receiver. The total RF coverage typically required of EW receivers dictates that an 
IF sampling architecture would be required. If wide bandwidth is not required, 
then an RF sampling topology may be possible. 

The DFT shown in Figure 10.4 basically forms a filter bank and can be 
realized by the FFT algorithm. The FFT transforms the digitized time sequence 
from the ADC into a digitized frequency sequence representing the output of a 
filter bank. 

 
 

 
 
Figure 10.3 IF digital sampling or subsampling receiver architecture. 
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10.3 Digital Receiver Technology Drivers 
 
10.3.1 Analog-to-Digital Converter 
 
One of the most critical digital receiver subsystems is the ADC. The ADC sets the 
receiver’s maximum bandwidth, SNR, and instantaneous dynamic range. The 
maximum bandwidth is equal to a percentage of the ADC’s sampling rate. With a 
sinusoidal (narrowband) signal, the maximum SNR realized by an ideal ADC is 
 

 1.76 6.02 dBbγ = +  (10.4) 

 
where b is the number of ADC quantization bits 

As an example, an 8 bit ADC will produce a maximum SNR of 49.9dB. The 
ADC’s instantaneous dynamic range is more complicated. The dynamic range is 
not only a function of the ADC’s discrete quantization; it also depends upon the 
ADC’s static and dynamic nonlinearities. The ADC’s effective bit specification is 
related to its dynamic range. Its effective bits are always less than its actual bits. In 
addition, dynamic nonlinearities cause the ADC’s effective bits to decrease as the 
signal frequency increases. The bandwidth is equal to the sampling rate when 
quadrature sampling is used with two ADCs. 

We discuss ADC performance at length in Chapter 8. 
 
10.3.2 Digital Signal Processor 
 
After the signal is digitized by the ADC, it must be frequency converted, filtered, 
and detected, and probably subjected to other specific processing, depending on 
the signal type and threat environment. A DSP performs these tasks in the digital 
domain. For narrow bandwidth applications, the DSP can be a single chip 
microprocessor. In wide bandwidth applications, the DSP would consist of several 
circuit boards that contain high-performance, digital integrated circuits. In all 

 
 
Figure 10.4 EW digital receiver architecture. 
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cases, the DSP must process data at a rate commensurate with the ADC. It makes 
little sense to implement a high-sampling-rate ADC and a low-speed DSP (or vice 
versa). 

A block diagram of a typical DSP is illustrated in Figure 10.5. The program 
memory holds only the program instructions while the data is all stored in the data 
memory. The program sequencer steps through the instructions in order. The data 
registers hold temporary data values while the multiplier, arithmetic/logic unit 
(ALU), and shifter perform mathematical and logical operations on the data in the 
registers. Data is normally input to the DSP through direct memory access (DMA) 
channels for speed. 
  
 

10.4 Elementary Introduction to RF/IF Digital 
Signal Processing 
 
In this section we present a very basic introduction to sampling and its effects on 
continuous analog RF/IF signals. For those comfortable with the DSP notation and 
sampling properties, this section can be skipped. For those readers who would like 
to refresh their background in DSP, including spectra replication and negative 
frequencies, this review might be helpful. 

 
 
Figure 10.5 Typical DSP architecture. Digital signal processors are designed to implement tasks in
parallel. 
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10.4.1 Frequency Domain Ambiguity 
 
The process of converting an analog signal to a digital one is illustrated in Figure 
10.6. The ADC perfoms this function.  This process samples the continuous x(t) 
signal to produce the x[n] sequence of binary words stored in the DSP for follow-
on processing. (Variable n is a dimensionless integer used as the independent time-
domain index in DSP, just as the letter t is used in continuous-time equations.) The 
x[n] sequence represents the voltage of x(t) at periodically spaced instants in time. 
This process is called periodic sampling. The time period between samples is 
designated as Ts. It will be measured in seconds and defined as the reciprocal of 
the sampling frequency fs, i.e., Ts = 1/fs. 

Consider the example in Figure 10.10. The effect of sampling a 400 Hz 
sinusoidal x(t) waveform at a sampling frequency fs = 1 kHz is shown in Figure 
10.7(a). The x[n] discrete-time samples from the ADC are plotted as the dots, and 
they are separated in time by 1 millisecond (1/fs). The first three samples of the 
x[n] sequence are x[0] = 0, x[1] = 0.59, and x[2] = –0.95.  

The frequency domain ambiguity is illustrated in Figure 10.7(b), where the 
x[n] samples would be unchanged if the ADC input x(t) were a 1400 Hz 
continuous sinusoid. Another case is shown in Figure 10.7(c), where the 
continuous x(t) is a –600 Hz sinusoid, again resulting in identical x[n] samples. 
This means that, given the x[n] samples alone, it cannot be determined whether the 
frequency of the continuous x(t) sine wave is 400 Hz, 1400 Hz, or –600 Hz. That 
uncertainty is the frequency domain ambiguity. (The concept of negative 

 
 
Figure 10.6  Digitization with periodic sampling. 

 

 
 
Figure 10.7 Frequency domain ambiguity: (a) x(t) at 400 Hz, (b) 1400 Hz dashed curve, and (c) –600
Hz dashed curve. 



Digital Receivers Overview 417 

frequency will be addressed shortly. For now, the definition of the –600 Hz sine 
wave is one whose phase is shifted by 180° relative to a +600 Hz sine wave.) 

Thus we see that it is reasonable to assume that there are an infinite number of 
other frequencies that a sinusoidal x(t) could have and still result in the same x[n] 
samples of Figure 10.10. Those other frequencies, defined as images with 
frequencies fi(k), can be identified by: 

 
 s( ) 400 Hzif k kf= +  (10.5) 

 
where k is an integer, and the i subscript means image. Equation (10.5) indicates 
that any continuous sine wave whose frequency differs from 400 Hz by an integer 
multiple of fs is indistinguishable from a 400 Hz sine wave in the domain of 
discrete samples. A few of the replications of 400 Hz, when fs = 1 kHz are listed in 
Figure 10.8(a). One reasonable frequency-domain depiction of this situation is 
shown in Figure 10.8(b), where it can be said that the spectrum of our discrete x[n] 
sequence is an infinite set of spectral impulses periodically spaced in the 
frequency domain. 

Three issues should be noted: 
 

• First, the notion that the spectrum of the discrete x[n] sequence is an 
infinite set of spectral impulses does not imply that x[n] has infinite 
energy. Those multiple impulses in Figure 10.8(b) merely indicate 
that x[n] could be a sampled (discrete-time) version of any one of 
infinitely many continuous sine waves. 

• Second, resist the temptation to call those spectral impulses 
harmonics. The word harmonic has a specific meaning in the analog 
domain—related to spurious tones generated by nonlinear hardware 
components—that is not implied by Figure 10.8(b). For now, define 
those frequency domain impulses as spectral replications.  

• Third, notice that the spacing between the spectral replications is the 
sampling rate fs. 

 

 
 
Figure 10.8 Examples of replicated frequencies of 400 Hz when fs is 1 kHz: (a) a few examples, and
(b) one possible frequency domain depiction. 
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10.4.2 Quadrature Signals 
 
Next we address the concepts of complex (quadrature) signals and negative 
frequency. This is critical because so much of DSP deals with complex numbers 
such as the complex-valued (magnitude and phase) spectra of discrete time-
domain sequences and the complex-valued frequency responses of digital filters. 

Recall that a single complex number can be represented by a point on the two-
dimensional complex plane with its two axes (real and imaginary) orthogonal to 
one another. This means there is a 90° difference in the axes’ orientations. Another 
appellation for this two dimensional figure is an Argand diagram [Argand (1806) 
is generally credited with the discovery]. 

Consider a complex number whose magnitude is one and whose phase angle 

increases with time. That complex number is the 02j f te π point shown on the 
complex plane in Figure 10.10. (Here the 2πf0 term is frequency in rps, and it 
corresponds to a frequency of f0 Hz.) As time t increases, the complex number’s 
phase angle 02 f tφ = π increases and the number orbits the origin of the complex 

plane in a counterclockwise direction. Figure 10.9 shows that number, represented 

by the solid dot, frozen at some arbitrary instant in time. (That rotating 02j f te π

complex number goes by two names in DSP literature: it’s often called a complex 
exponential, and it’s also referred to as a quadrature signal.) If the frequency f0 = 
2 Hz, then the solid dot rotates around the circle two times, or two cycles per 
second. 

Because complex numbers can be represented in both polar and rectangular 

notation, the polar 02j f te π quadrature signal in rectangular coordinates is 
  
 02

0 0cos(2 ) sin(2 )j f te f t j f tπ = π + π  (10.6) 

 
 
Figure 10.9 A snapshot in time of two complex numbers whose exponents, and thus their phase
angles, change with time. 
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Equation (10.6) indicates that as 02j f te π rotates around the origin, its real part, the x- 
distance from the origin, varies as a cosine wave. Its imaginary part, the y- 
distance from the origin, varies as a sine wave.  

The attributes of our two-dimensional 02j f te π complex exponential are best 
illustrated with a three-dimensional time domain (see Figure 10.10). Notice how 

the 02j f te π signal spirals along the time axis with its real part being a cosine wave 
and its imaginary part being a sine wave. At time t = 0 the signal has a value of 1 + 
j0 as we would expect. [Equation (10.6) allows the representation of a single 
complex exponential as the orthogonal sum of real cosine and real sine functions.] 

The concept of negative frequency is sometimes confusing. Referring again to 

Figure 10.9, there is a complex exponential, 02 ,j f te− π the open dot, orbiting in a 

clockwise direction. This occurs because its phase angle, 02 ,f tφ = − π gets more 

negative as time increases. Again, if the frequency f0 = 2 Hz, then the open dot 
would rotate around the circle two times, or two cycles, per second in the 
clockwise direction.  

When the two exponentials are algebraically added, we get 
 
 0 02 2

0 0 0 0cos(2 ) sin(2 ) cos(2 ) sin(2 )j f t j f te e f t j f t f t j f tπ − π+ = π + π + π − π  

                             02cos(2 )f t= π   (10.7) 

      

 
 
Figure 10.10 Value of the complex exponential function (exp) over time. 
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which is a real signal—its imaginary part is always zero. That real-only sum is a 
cosine wave whose peak amplitude is 2. If the magnitudes of the complex 
exponentials in Figure 10.9 had been 0.5 instead of 1, from (10.7) we get: 
 

 
0 02 2

0cos(2 )
2

j f t j f te e
f t

π − π+π =  (10.8) 

  
Equation (10.8) provides the ability to represent a real cosine wave as the sum of 
positive-frequency and negative-frequency complex exponentials. By previous 
definitions, a positive-frequency complex exponential’s exponent is positive, and a 
negative-frequency complex exponential is one whose exponent is negative. 

In a similar manner we can derive the other Euler identity, which gives the 
relationship of a real sine wave as the sum of positive-frequency and negative-
frequency complex exponentials 
 

 
0 02 2

0sin(2 )
2

j f t j f te e
f t

j

π − π−π =  (10.9) 

 
The j-operators in (10.9) merely explain the relative phase of the complex 
exponentials at time t = 0 as illustrated in Figure 10.11. At time t = 0, (10.9) 
becomes: 
  

 
0 02 2 0 0

0 0
0 0

1 1
sin(2 ) 0

2 2 2

j f t j f t j j
t t

t

e e e e
f t

j j j

π − π −
= =

=

− − −π = = = =  (10.10) 

 
Consider Figure 10.12, which is the complex spectra of a few simple 

sinusoids. The time-domain waveform and the complex spectra of a sine wave 

 
 
Figure 10.11 Complex exponentials at zero.  
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defined by sin(2πf0t) is shown in Figure 10.12(a). Shifting that sine wave in time 
by 90° develops the cosine wave shown in Figure 10.12(b). Another shift in time 
by φ results in the arbitrary-phase cosine wave of Figure 10.12(c). 

Remember now, the positive and negative-frequency spectral components of 
the sine wave rotated counterclockwise and clockwise, respectively, by 90° in 
going from Figure 10.12(a) to Figure 10.12(b). If those cosine waves’ spectral 
components continued their rotation by φ°, the result would be the situation shown 
in Figure 10.12(c). These three-dimensional frequency domain spectra are shown 
replete with phase information because, in the world of digital signal processing, 
the spectral phase relationships are important. The FFT algorithm is used to 
measure spectral magnitude and phase. Note that Figure 10.12 illustrates an 
important signal processing principle. A time-domain shift of a periodic signal 
results only in phase shifts in the frequency domain; spectral magnitudes do not 
change. 

Figure 10.12(a) illustrates (10.9) and Figure 10.12(b) is a graphical 
description of (10.8). Figure 10.12 is a reminder that one legitimate, and useful, 
way to show the spectrum of a real cosine wave is to include both positive- and 
negative-frequency spectral components. 

With this thought in mind, refer to the drawing of the spectral magnitude 
(ignoring any phase information) of a continuous 400 Hz sinusoid as shown in 
Figure 10.13(a). This figure shows the inherent spectral symmetry about 0 Hz 
when representing real signal spectra with complex exponentials. In this case, real 
signal is defined by an x(t) signal having a non-zero real part but whose imaginary 
part is always zero. (We treat all signals as complex and regard real signals as a 
special case of complex signals.) Figure 10.12(a) is another graphical 
representation of Euler’s identity in (10.9). 

 
 

Figure 10.12 Three sinusoids: (a) 0sin(2 ),f tπ
0

(b) cos(2 ),f tπ and (c)
0

cos(2 ).f tπ + ϕ  
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Applying this convention of  “spectral replications due to periodic sampling” 
to this analysis illustrates the spectral  magnitude of discrete samples of a 400 Hz 
sinusoid, sampled at an fs = 2 kHz sampling rate, as that of Figure 10.13(b). 

Finally, Figure 10.13(b) is typical of the spectral magnitude representations 
used in the digital signal processing literature. It combines the spectral replications 
(centered about integer multiples of fs) due to periodic sampling, as well as the use 
of negative frequency components resulting from representing real signals in 
complex notation. 

Figure 10.14(a) shows the spectral magnitude of a continuous x(t) signal 
having four components in the range of 100 Hz to 700 Hz. Dark and light squares 
distinguish the positive- and negative-frequency spectral components. Figure 
10.14(b) shows the spectral replication for a discrete x[n] sequence that’s x(t) 
sampled at 2 kHz.  

Thus we see that Figure 10.14(b) represents the spectrum of discrete samples 
of a real sinusoid in the complex-valued world of digital signal processing. This 
figure is a reminder of the following important properties: continuous real signals 
have spectral symmetry of about 0 Hz, and discrete real signals have spectral 
symmetry of about 0 Hz and fs/2 Hz. 

Figure 10.14 illustrates the reason that the Nyquist criterion for lowpass 
signals—signals whose spectral components are centered about 0 Hz—states that 
the fs sampling rate must be equal to or greater than twice the highest spectral 
component of x(t). Because x(t)’s highest spectral component is 700 Hz, the fs 
sampling rate must be no less than 1.4 kHz. If fs were 1.3k Hz, as in Figure 
10.14(c), the spectral replications would be too close together and spectral overlap 
would occur. It can be seen that the spectrum in the range of –1 kHz to +1 kHz in 
Figure 10.14(c) does not correctly represent the original spectrum in Figure 
10.14(a). 

 
 
Figure 10.13 The spectral magnitude plot of (a) a 400 Hz continuous sinusoid, and (b) a discrete
sequence of a 400 Hz sinusoid sampled at a 2 kHz sample rate. 
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This situation is called aliasing, and it results in x[n] sample values that 
contain amplitude errors. Unfortunately, for meaningful information-carrying 
signals, there is no way to correct for those errors. 

We see that the spectral overlap is centered about fs/2 and that this particular 
frequency is important enough to have its own nomenclature. It is sometimes 
called the folding frequency, but more often it’s called the Nyquist frequency. 
Because of this anomaly, the following important statement relating continuous 
and discrete signals can be made: 
 

Property 10.1: Only continuous frequency components as high 
as the Nyquist frequency (fs/2) can be unambiguously 
represented by a discrete sequence obtained at an fs sampling 
rate. 

 
Figure 10.14(c) also presents another fundamental connection between the worlds 
of continuous and discrete signals. All of the continuous x(t) spectral energy shows 
up in the discrete x[n] sequence’s spectral frequency range of –fs/2 to +fs/2. 

Figure 10.14 provides a straightforward explanation for the effects of 
overlapped spectra due to aliasing. Drawing replicated spectra is useful in 
illustrating the spectral translation that takes place in bandpass sampling and 
describing the result of frequency translation operations such as digital down-
conversion, both of which are discussed in the next chapter. 

 
 
Figure 10.14 Spectrum of a signal with four components in the range of 100 Hz to 700 Hz: (a)
spectral magnitude of the continuous signal, (b) spectrum of a sampled sequence when fs = 2 kHz, and 
(c) spectrum when fs = 1.3 kHz. 
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10.4.3 Summary 
 
This discussion has reviewed the graphical depictions and terminology of digital 
signal processing to explain the differences between continuous (analog) and 
discrete spectrum analysis with regard to spectral replications and the idea of 
negative frequency. The use of spectral replications in digital signal processing 
diagrams is a way of accounting for the inherent frequency domain ambiguity 
when performing periodic sampling of a continuous signal. These replications 
provided a consistent explanation for errors due to aliasing. The use of Euler’s 
identities relating real-only signals and complex exponentials leads to a definition 
of negative frequency that allows the representation of all signals in complex 
notation. 

 
 

10.5 Digital EW Receivers 
 
10.5.1 Introduction 
 
Many advances in radio design and architecture are allowing for changes in the 
way radio receivers are implemented. These changes allow reduction of size, cost, 
and complexity and improve manufacturability by using digital components to 
replace unreliable and inaccurate analog components. Many advances in 
semiconductor design and fabrication have come to fruition over the past few 
years. Some of these advances include better integrated mixers, LNA, improved 
SAW filters, lower cost high-performance ADCs, and programmable digital 
processors. In this section we summarize an analysis approach for digital 
receivers. Each of the topics introduced here is discussed in depth in other 
chapters. 

The purpose of the receiver is first to downconvert and filter the signal at the 
antenna and then convert it to digital form. The second purpose is to provide a  
DSP that extracts the desired information from the intercepted signal.  A digital 
receiver can be used to receive any type of modulation including any of the analog 
or digital modulations. Furthermore, the DSP allows many aspects of the entire 
radio receiver to be controlled through software. As such, these DSPs can be 
reprogrammed with upgrades or new features based on new/unexpected threat 
environments or new required functionality. 
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Our focus here is the receiver and how to predict performance. We focus on 
the processing chain in this chapter and those to follow up to and including the 
ADC. The functionality of the DSP following the ADC depends on the particular 
application. Such functionality could include channel selection (filtering, 
selectivity), signal detection, signal demodulation, direction finding, and so forth. 
We will consider some of this functionality in the chapters to follow. There are 
many books that cover that topic in depth [3–6].  

We discuss the following topics: 
 
• Available Noise Power 
• Cascaded Noise Figure 
• Noise Figure and ADCs 
• Conversion Gain and Sensitivity 
• ADC Spurious Signals and Dither 
• Third-Order Intercept Point 
• ADC Clock Jitter 
• Phase Noise 
• IP3 in the RF section 

 
10.5.2 Single-Signal versus Multisignal 
 
We consider two basic types of receivers. The first is called a single-signal and the 
second a multisignal receiver. (These appellations in the communication system 
domain are single-carrier and multicarrier. We will use both.)  Their names imply 
the obvious, but their function may not be fully clear. The single-signal receiver is 
a traditional radio receiver deriving selectivity in the analog filters of the IF stages 
(Figure 10.15). The multisignal receiver processes all signals within the band with 
a single RF/IF analog strip and derives selectivity within the digital filters that 
follow the ADC (Figure 10.16). The benefit of such a receiver is that in 
applications with multiple receivers tuned to different frequencies within the same 
band, smaller system designs and reduced cost due to eliminated redundant 
circuits can be achieved.  

EW receivers can be of either variety. In multioperator applications, the 
multisignal variety would typically be chosen with each operator intercepting a 
different signal. (“Operator” here does not necessarily refer to a person. It could be 

 
 
Figure 10.15  Single-signal receiver. 
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some automated intercept process.) For single-operator systems, the single-signal 
configuration may be acceptable and cheaper. 
 
10.5.3 Benefits of Implementing a Digital Receiver 
 
Before the details of the analysis of a digital receiver are discussed, we discuss 
some of the technical benefits. These include oversampling, processing gain, 
undersampling, and frequency planning/spur placement. Many of these provide 
technical advantages not otherwise achievable with a traditional receiver design. 
 
10.5.3.1 Oversampling and Process Gain 
 
The Nyquist criterion compactly determines the sampling rate required for any 
given signal. Many times, the Nyquist rate is quoted as the sample rate that is 
twice that of the highest frequency component. This implies that for an IF 
sampling application at 70 MHz, a sample rate of 140 Msps would be required. If 
our signal only occupies 5 MHz around 70 MHz, then sampling at 140 Msps 
entails significant waste of resources. Instead, Nyquist requires that the signal be 
sampled twice the bandwidth of the signal. Therefore, if our signal bandwidth is 5 
MHz, then sampling at 10 MHz is adequate. Anything beyond this carries the 
appellation oversampling. As we will show, oversampling allows for an effective 
gain of received SNR in the digital domain. 

The antithesis of oversampling is undersampling. Undersampling is sampling 
at a frequency much less than the half of the actual signal frequency. It is possible 
to be oversampling and undersampling simultaneously since one is defined with 
respect to bandwidth and the other at the frequency of the SOI. 

 
Figure 10.16  Multisignal receiver. 
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In any digitization process, the faster the signal is sampled, the lower the 
noise floor because noise is spread out over more frequencies. The total integrated 
noise remains constant but is now spread out over a wider spectrum. The SNR is 
given by 
 

 10 s6.02 1.76 10log ( / 2 )b f Wγ = + +  (10.11) 

 
where 
 
b is the number of ADC bits 
fs is the sample frequency 
W is the SOI bandwidth 
 
This equation reflects the level of the quantization noise within the converter and 
shows the relationship between SNR and the sample rate fs. For fixed SOI 
bandwidth W, each time the sample rate is doubled, the SNR improves by 3dB. 

Digital filtering has the effect of removing all unwanted noise and spurious 
signals, leaving only the desired signal as shown in Figures 10.17 and 10.18. The 
SNR of the ADC may be greatly improved as shown in these figures. This SNR 
improvement is because of the third term in (10.11) and is due to the significant 
oversampling. As we see in (10.11), the greater the ratio between sample rate and 
signal bandwidth, the higher the process gain. In fact, gains as high as 30dB are 
achievable. 
 
10.5.3.2 Undersampling and Frequency Translation 
 
Undersampling is when the sampling frequency is less than half of the actual 
signal frequency. For example, a 70 MHz signal sampled at 13 Msps is 
undersampled.  Undersampling can serve a function very similar to mixing. When 
a signal is undersampled, the frequencies are aliased into the first Nyquist band. 
For example, the 5 MHz bandwidth signal at 70 MHz when sampled at 13 Msps 
would appear at 5 MHz. This can mathematically be described by: 
 

 signal smodf f  

 
This equation provides the resulting frequency in the first and second Nyquist 
zones. Since the ADC aliases all information to the first Nyquist zone, results 
generated by this equation must be checked to see if they are above f s / 2. If they 
are, then the frequency must be folded back into the first Nyquist zone by 
subtracting the result from fs. 

Table 10.1 shows how signals can be aliased into baseband and their spectral 
orientation. Although the process of sampling (aliasing) is different from mixing  
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Figure 10.18 ADC spectrum after filtering. 

 
 
Figure 10.17  ADC spectrum before filtering. 
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(multiplication), the results are quite similar, but sampling is periodic about the 
sample rate. Another phenomenon is that of spectral reversal. As in mixers, certain 
products become reversed in the sampling process, such as upper and lower 
sideband reversal.  Table 10.1 also shows which cases cause spectral reversal. 

One of the biggest challenges for a receiver architecture is that of IF 
frequency placement. Compounding this problem is that amplifiers and ADCs tend 
to generate unwanted harmonics that show up in the digital spectrum of the data 
conversion, appearing as false signals. Whether the application is wideband or not, 
careful selection of sample rates and IF frequencies can place these spurs at 
locations that render them harmless when used with digital tuners/filters that can 
select the SOI and reject all others. By carefully selecting input frequency range 
and sample rate, the amplifier and ADC harmonics can be placed out-of-band. 
Oversampling only simplifies matters by providing more spectrum within which 
the harmonics will fall. 

An example of frequency planning can be found in undersampling. If the 
analog input signal range is from DC to fs/2, then the amplifier and filter 
combination must perform to the specification required. However, if the signal is 
placed in the third Nyquist zone (fs to 3fs/2; see Figure 10.19), the amplifier is no 
longer required to meet the harmonic performance required by the system 
specifications since all harmonics would fall outside the passband filter. For 
example, the passband filter would range from fs to 3fs/2. The second harmonic 
would span from 2fs to 3fs, well outside the passband filters range. The burden then 
has been passed off to the filter design provided that the ADC meets the basic 
specifications at the frequency of interest. In many applications, this is a 
worthwhile tradeoff since many complex filters can easily be realized using SAW 
and LCR techniques alike at these relatively high IF frequencies. Although 
harmonic performance of the amplifier is relaxed by this technique, 
intermodulation performance cannot be sacrificed. 

Using this technique to cause harmonics to fall outside the Nyquist zone of 
interest allows them to be easily filtered, as shown in Figure 10.19. However, if 
the ADC still generates harmonics of its own, the technique previously discussed 
can be used to carefully select sample rate and analog frequency so that harmonics 
fall into unused sections of bandwidth and are digitally filtered. 

Table 10.1 Frequency Planning and Spur Placement

 
Input Signal Frequency Range Frequency Shift Spectral Sense 

1st Nyquist Zone DC – fs/2 Input Normal 
2nd Nyquist Zone fs/2 – fs fs – Input Reversed 
3rd Nyquist Zone fs – 3fs/2 Input – fs Normal 
4th Nyquist Zone 3fs/2 – 2fs 2fs – Input Reversed 
5th Nyquist Zone 2fs – 5fs/2 Input – 2fs Normal 
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10.5.4 Receiver Performance Expectations 
 
We use the generic receiver shown in Figure 10.20 for our performance analysis. 
This discussion begins with the antenna and ends with the digital tuner/filter 
(DSP) at the end. The specific processing within the DSP is outside the scope of 
this discussion; some of these are covered in subsequent chapters.  

Analysis starts with several assumptions (that can be removed or modified as 
the analysis proceeds if necessary). First, it is assumed that the receiver is noise 
limited—that is, that no spurs exist in-band that would otherwise limit 
performance. It is reasonable to assume that LO and IF choices can be made such 
that this is true. Additionally, we will show later that spurs generated within the 
ADC are generally not a problem as they can often be eliminated with the 
application of dither or through judicious use of oversampling and signal 
placement. In some instances, these may not be realistic assumptions, but they do 
provide a starting point with which performance limits can be benchmarked. 

The second assumption is that the bandwidth of the receiver front end is our 
Nyquist bandwidth. Although our actual allocated bandwidth may only be 5 MHz, 
using the Nyquist bandwidth will simplify computations along the way. Therefore, 
a sample rate of 65 Msps would give a Nyquist bandwidth of 32.5 MHz. 
 
10.5.5 Available Noise Power 
 
First, the noise at the antenna/RF stage interface must be considered. Since a 
properly matched antenna is resistive, we can use 

 
 
Figure 10.20  Flow diagram of a generic receiver. 

 

 
 
Figure 10.19 Third Nyquist zone. 
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 2

n B4V k TRW=  (10.12) 

 
where 
 
kB is Boltzmann’s constant 231.38 10−× J/K 
T is temperature in K 
R is resistance 
W is bandwidth 

 
to determine the noise voltage across the matched input terminals. Available 
power from the source, in this case the antenna, is thus: 
 

 
2

n
a 4

V
P

R
=  

 
from which we get 
 

 a BP k TW=  (10.13) 

 
Thus in reality, the available noise power from the source in this case is 
independent of impedance for non-zero and finite resistance values. 

This is the reference point to which our receiver will be compared. It is often 
stated when dealing with the NF of a stage, that it exhibits “x dB” above “kBT” 
noise. This is the source of this expression. 

With each progressive stage through the receiver, this noise is degraded by the 
NF of the stage as discussed below. Finally, when the channel is tuned and 
filtered, much of the noise is removed, leaving only that which lies within the 
channel of interest. 
 
10.5.6 Cascaded Noise Figure 
 
As we discussed in Chapter 3, NF is a figure of merit used to describe how much 
noise is added to a signal in the receive chain of a receiver. Usually, it is specified 
in decibels although in the computation of NF, the noise factor (non-log) is used. 
The noise factor is usually denoted as f, where it is defined by (3.1). 

Once an NF is assigned to each of the stages, it can be used to determine the 
cascaded performances. The total noise factor referenced to the antenna/RF stage 
interface can be computed with the Friis equation (3.22). 

The f’s in (3.22) are the noise factors for each of the serial stages while the 
G’s are the gains of the stages. Neither the noise factor nor the gains are in log 
form at this point. When this equation is applied, it reflects all component noise to 
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the antenna port. Thus, the available noise from the previous section can be 
incorporated directly using the NF 

 
 total aP P F G= + +  (10.14) 

 
For example, if the available noise is –100dBm, the NF is 10dB, and the 

conversion gain is 20 dB, then the total equivalent noise at the output is –70 dBm. 
There are several points to consider when applying these equations. First, for 
passive components, F is equal to their loss, L. Second, passive components in 
series can be summed before the equation is applied. For example if two lowpass 
filters are in series, each with an insertion loss of 3 dB, they may be combined and 
the loss of the consolidated element is 6 dB. Finally, mixers often do not have a 
NF assigned to them by the manufacturer. If not specified, the insertion loss may 
be used; however, if an NF is supplied with the device, it should be used. 
 
10.5.7 Noise Figures and ADCs 
 
Although an NF could be assigned to the ADC, it is often easier to analyze the 
ADC performance in a different manner. ADCs are voltage devices, whereas the 
NF is a noise power parameter. Therefore, it is easier to analyze the RF/IF sections 
in terms of NF and then convert to voltage at the ADC.  Then, the noise from the 
RF/IF sections and ADC can be summed at the ADC input to find the total 
effective noise. 

For specificity we will assume the ADC has 12 bits and can sample at          
65 Msps, a rate suitable for entire cellular bands. This is more than adequate for 
GSM and CDMA applications. We will further assume that the ADC SNR is 
68dB. Therefore, the next step is to figure the noise degradation within the 
receiver due to ADC noises. If the ADC has a 2V peak-to-peak input range (1V 
peak, 0.707V RMS), the squared RMS input voltage is 
 

 2 / 20 2 9 2
noise (0.707 10 ) 79 10 VSNRV − −= × ≈ ×  

 
This voltage represents all noises within the ADC: thermal and quantization. The 
full-scale range of the ADC is 0.707Vs RMS. 

With the ADC equivalent input noise computed, the next computation is the 
noise generated from the RF/IF sections. Since we are assuming that the receiver 
bandwidth is the Nyquist bandwidth, a sample rate of 65 Msps produces a 
bandwidth of 32.5 MHz. From the available noise power equations, noise power 
from the RF/IF sections is 15134.6 10 W−× or –98.7 dBm. This is the noise present 

at the antenna/RF stage interface, which is amplified by the conversion gain and 
degraded by the NF. The conversion gain in Figure 10.20 is 25dB and the NF is 
5dB, and so the noise presented to the ADC input is 
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 98.7dBm 25dB 5dB 68.7dBm− + + = −  

 
12(134.9 10−× W). Since the ADC has an input impedance of about 1000Ω, we 

must either match the standard 50Ω IF impedance to this or pad the ADC 
impedance down. A reasonable compromise is to pad the range down to 200Ω 
with a parallel resistor and then use a 1:4 transformer to match the rest. The 
transformer also serves to convert the unbalanced input to the balanced signal 
required for the ADC as well as provide some voltage gain. Since there is a 1:4 
impedance step up, there is also a voltage gain of 2 in the process. Also 
 

 2V PR=  (10.15) 
 
so the voltage squared into 50Ω is 96.75 10−×  or into 200Ω is 926.9 10 .−×  

Now that we know the noise from the ADC and the RF stage (including the IF 
stage noise reflected to the input), the total noise in the system can be computed by 
the square root of the sum of the squares. The total voltage is thus 325.9μV. This 
is now the total noise present at the ADC due to both RF/IF noise and ADC noise, 
including quantization noise. 

 
10.5.8 Conversion Gain and Sensitivity 
 
The noise voltage contribution to the ADC performance is to reduce the SNR. 
Assume that only one RF signal is present in the receiver bandwidth. The 
(maximum) SNR would then be: 
 

 9
10 1020 log ( / ) 20 log (0.707 / 325.9 10 ) 66.7 dBS N −γ = = × =  

  
Since this is an oversampling application and the actual signal bandwidth is much 
less than the sample rate, noise will be greatly reduced once digitally filtered as  
dictated by (10.11). Since the front end bandwidth is the same as our ADC 
bandwidth, both ADC noise and RF/IF noise will improve at the same rate. We 
assume, for example, that the SOI channel width is 30 kHz, producing a gain of 
33.4dB from process gain. Therefore, our original SNR of 66.7 dB is now 100.1 
dB. Remember that SNR increased because excess noise was filtered, which is the 
source of process gain. 

If this is a multisignal receiver, the ADC dynamic range must be shared with 
other RF carriers. For example, if there are eight carriers of equal power (Figure 
10.21), each signal should be no larger than 1/8 the total range if peak-to-peak 
signals are considered. However, since normally the signals are not in phase with 
one another in a receiver (because the targets are not phase locked), the signals  
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Figure 10.22 BER BPSK. 

 
 
Figure 10.21 Eight equal power carriers. 
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will rarely if ever align. Therefore, much less than the required 18dB is needed. 
Since in reality, only no more than 2 signals will align at any one time and because 
they are modulated signals, only 3dB will be reserved for the purpose of head 
room. In the event that signals do align and cause the converter to clip, it will 
occur for only a small fraction of a second before the overdrive condition is 
cleared. In the case of a single carrier radio, no head room is required. 

Depending on the modulation scheme, a minimum CNR is required for 
adequate demodulation. If the scheme is digital, then the BER must be considered 
as shown in Figure 10.22. Assuming a minimum CNR of 10dB is required, our 
input signal level cannot be so small that the remaining SNR is less than 10dB. 
Thus, our signal level may fall 90.1dB from its present level. Since the ADC has a 
full-scale range of +4dBm (200Ω), the signal level at the ADC input is then         –
86.1dBm. If there were 25 dB of gain in the RF/IF path, then receiver sensitivity at 
the antenna would be –86.1 minus 25 dB or –111.1dBm. If more sensitivity is 
required, then more gain is placed in the RF/IF stages. However, the NF is not 
independent of gain and an increase in the gain may also have an adverse effect on 
noise performance from additional gain stages. 
 
10.5.9 ADC Spurious Signals and Dither 
 
A noise limited example does not adequately describe the true limitations in a 
receiver. Other limitations such as SFDR can be more restrictive than SNR and 
noise. Assume that the ADC has an SFDR specification of –80dBFS or –76dBm 
(full-scale = +4dBm). Also assume that a tolerable carrier to interferer (C/I, 
different from C/N) ratio is 18dB. This means that the minimum signal level is      
–62dBFS (–80 plus 18) or –58dBm. At the antenna, this is –83dBm. Therefore, as 
can be seen, the SFDR (single or multitone) would limit receiver performance long 
before the actual noise limitation is reached. 

However, a technique known as dithering can greatly improve SFDR. The 
addition of out-of-band noise can improve SFDR well into the noise floor. 
Although the amount of dither is ADC specific, the technique applies to all ADCs 
as long as static DNL is the performance limitation and not AC problems such as 
slew rate. As shown in Figures 10.23 and 10.24, the plots both before and after 
dither provide insight into the potential for improvement. In simple terms, dither 
works by taking the coherent spurious signals generated within the ADC and 
randomizes them. Since the energy of the spurs must be conserved, dither simply 
causes them to appear as additional noise at the floor of the converter. This can be 
observed in the before and after plots of dither as a slight increase in the average 
noise floor of the converter. Thus, the tradeoff made through the use of out-of-
band dither is that literally all internally generated spurious signals can be 
removed. However, there is a slight hit in the overall SNR of the converter which 
in practical terms amounts to less than 1 dB of sensitivity loss compared to the  
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Figure 10.23 ADC without dither. 

 

 
 
Figure 10.24 ADC with dither. 
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noise limited example and much better than the SFDR-limited example shown 
earlier. 

Two important points need to be mentioned about dither. First, in a multi-
signal receiver, none of the channels can be expected to be correlated. If this is 
true, then often the multiple signals will serve as self-dither for the receiver 
channel. While this is true some of the time, there will be times when additional 
dither will need to be added when signal strengths are weak, the typical case for 
EW receivers.  

Second, the noise contributed from the analog front end alone is insufficient 
to dither the ADC. From the example above, –32.5dBm of dither was added to 
yield an optimum improvement in SFDR. In comparison, the analog front end only 
provides –68 dBm of noise power, far from what is needed to provide optimum 
performance. 
 
10.5.10 Third-Order Intercept Point 
 
Besides converter SFDR, the RF/IF sections contribute to the spurious 
performance of the receiver. These spurs are unaffected by techniques such as 
dither and must be addressed to prevent degradation of receiver performance. To 
determine what level of performance is required of wideband RF/IF components, 
we will use as an example the cellular GSM specification, perhaps the most 
demanding of commercial receiver applications. 

A GSM receiver must be able to recover a signal with a power level between 
–13dBm and –104dBm. Assume also that the full scale of the ADC is 0dBm and 
that losses through the receiver filters and mixer are 12dB. Also, since multiple 
signals are to be processed simultaneously, an AGC should not be employed. This 
would reduce RF sensitivity and cause weaker signals to be dropped. Using these 
valuesm the RF/IF gain is determined to be g = 25dB (0 = –13 – 6 – 6 + g). 

The 25dB gain of the RF/IF chain is distributed as shown in Figure 10.25. 
Although a complete system would have additional components, this simplified 
signal flow diagram will serve for this discussion. From this, with a GSM signal at 
–13dBm, ADC input will be 0dBm. However, with a minimal GSM signal of        
–104dBm, the signal at the ADC would be –91dBm. From this point, the 
discussion above can be used to determine the suitability of the ADC in terms of 
noise performance and spurious performance. Now with these signals and the 

 
 
Figure 10.25 Third-order intercept. 
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system gains required, the amplifier and mixer specifications can be examined 
when driven by the full scale signal of –13dBm. Solving for the third-order 
products in terms of signal full-scale we use 

 

 
3 OIP3

IIP3
2 3

Sig
 = − 
 

 (10.16) 

 
where Sig is the full scale input level of the ADC in dBm and OIP3 is the required 
third-order product level. 

Assuming that overall spurious performance must be greater than 100dB, 
solving this equation for the front end amplifier shows that an amplifier with IIP3 
>+37 dBm is required. At the mixer, the signal level has been increased by 10dB, 
and the new signal level is –3dBm. However, since mixers are specified at their 
output, this level is reduced by at least 6dB to –9dBm. Therefore for the mixer, an 
OIP3 > +41dBm is required. At the final gain stage, the signal will be attenuated to 
–9dBm (same as the mixer output). For the IF amplifier, the IIP3 > +41 dBm. 
 
10.5.11 ADC Clock Jitter 
 
ADC clock jitter is one of the critical issues with digital receivers. Although low 
jitter is important for acceptable baseband performance, its effect is magnified 
when sampling higher frequency signals (higher slew rate) such as is found in 
undersampling applications. The overall effect of a poor jitter performance is a 
reduction in SNR as input frequencies increase.  

Aperture jitter is the sample-to-sample variation in the conversion process. It 
has three residual effects: the first is an increase in system noise, the second is 
uncertainty in the actual phase of the sampled signal itself, and third is ISI. 
Aperture uncertainty of less than 1 ps is required when IF sampling in order to 
achieve tolerable noise performance. In terms of phase accuracy and ISI, the 
effects of aperture uncertainty are small. In a worst case scenario of 1 ps RMS, at 
an IF of 250 MHz, the phase uncertainty or error is 0.09 degrees RMS. Therefore 
the focus of this analysis will be on overall noise contribution due to aperture 
uncertainty. 

In a sine wave, the maximum slew rate is at the zero crossing (Figure 10.26). 
At this point, the slew rate is defined by the first derivative of the sine function 
evaluated at t = 0: 

 
 ( ) sin(2 )v t A ft= π  

 
( )

2 cos(2 )
dv t

A f ft
dt

= π π  (10.17) 

 
evaluated at t = 0. The cosine function evaluates to 1 and (10.17) reduces to 
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The units of slew rate are volts per second and yields how fast the signal is 

slewing through the zero crossing of the input signal.  
In a sampling system, a reference clock is used to sample the input signal. If 

the sample clock has aperture uncertainty, then an error voltage is generated. This 
error voltage can be determined by multiplying the input slew rate by the jitter, 
viz., 

 
 error jitterslew ratev t= ×  (10.18) 

 
We see that this yields unit of volts. When aperture uncertainty is expressed in 
seconds RMS, the error voltage is in volts RMS. We also see that as the SOI 
frequency increases, the RMS error voltage also increases in direct proportion to 
the aperture uncertainty. 

In IF sampling converters, clock purity is of extreme importance. As with the 
mixing process, the input signal is multiplied by a local oscillator or, in this case, a 
sampling clock. Since multiplication in time is convolution in the frequency 
domain, the spectrum of the sample clock is convolved with the spectrum of the 
input signal. Since aperture uncertainty is wideband noise on the clock, it shows 
up as wideband noise in the sampled spectrum as well. And since an ADC is a 
sampling system, the spectrum is periodic and repeated around the sample rate. 
This wideband noise therefore degrades the noise floor performance of the ADC. 
The theoretical SNR for an ADC as limited by aperture uncertainty is given by 
 

 
 
Figure 10.26  Noise generation at the zero crossing. 
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 ( )
RMS1020log 2 jftγ = − π  (10.19) 

 
If this equation is evaluated for a frequency of  201 MHz and 0.7 ps RMS jitter, 
the theoretical SNR is limited to 61dB. It should be noted that this is the same 
requirement as would have been demanded had another mixer stage been used. 
Therefore, systems that require high dynamic range and high input frequencies 
also require a very low jitter clock source. When using standard TTL/CMOS clock 
oscillators modules, 0.7 ps RMS has been verified for both the ADC and the 
oscillator. Better performance can be achieved with low noise modules. 

When considering overall system performance, a more generalized equation 
may be used. This equation builds on the previous equation but includes the 
effects of thermal noise and differential nonlinearity (DNL) 

 

 ( ) RMS

RMS

1/222
2 noise

10 j

1
20log 2

2 2b b

v
ft

  + ε  γ = − π + +        
 (10.20) 

 
where 
 
f is the frequency of the SOI 

RMSjt is the aperture uncertainty 

ε is the average dnl of the ADC [~0.4 least significant bit (lsb) typically] 

RMSnoisev is the thermal noise in lsb units 

b is the number of ADC bits 
 
10.5.12 Phase Noise 
 
Although synthesizer phase noise is similar to jitter on the encode clock, it has 
slightly different effects on the receiver, but in the end, the effects are very similar. 
The primary difference between jitter and phase noise is that jitter is a wideband 
problem with uniform density around the sample clock and phase noise is a non-
uniform distribution around a local oscillator that usually gets better the farther 
away from the tone. As with jitter, the less phase noise the better. 

Since the LO is mixed with incoming signal, noise on the LO will affect the 
SOI. The frequency domain process of the mixer is convolution (the time domain 
process of the mixer is multiplication). As a result of mixing, phase noise from the 
LO causes energy from adjacent (and active) channels to be integrated into the 
desired channel, which causes an increase in the noise floor. This is called 
reciprocal mixing. 
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Example 10.1: Phase Noise. For this example we assume that a 
VHF signal is the SOI and the channel spacing is 20 kHz. The 
phase noise can be expressed as 

 

 
0.0125

0.0125

( ) ( )
f

Noise X f P f df
=−

=   (10.21) 

 
where Noise is the noise in the SOI channel caused by phase 
noise, X(f ) is the phase noise expressed in non-log format, and 
P(f) is the spectral density function for the SOI. For this 
example, we assume that the SOI signal power is –13dBm. Also, 
we assume that the LO has a phase noise that is constant across 
the channel (typically the phase noise reduces with carrier 
offset). Since X(f) is assumed to be constant (PN—phase noise) 
and the integrated power of a full-scale SOI channel is –13dBm, 
the noise is given by 
 

 adjacentNoise PN Signal= ×  

 
or, in log form 
 

 log logNoise PM Signal= +  

 ( 13dBm)PN= + −  

 required ( 13dBm)PN Noise= − −  

 
Our goal is to require that phase noise be lower than thermal 
noise. Assuming that noise at the mixer is the same as at the 
antenna, –131dBm (noise in 20 kHz at the antenna Pa = kBTW) 
can be used. Thus, the phase noise from the LO must be lower 
than –118dBm with an offset of 20 kHz. 

 
10.5.13 Summary 
 
In this section we have provided a simplified analysis of the primary performance 
issues associated with the RF and IF sections of a digital receiver, up through and 
including the ADC.  

The material presented here is intended to be an introduction to these topics, 
with more detail provided in earlier and later chapters. 
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10.6 Gain and Phase Imbalance 
 
We have mentioned the inphase and quadrature signal paths in receivers on several 
occasions in the above discussions. Generating these signal paths in a receiver is a 
standard way of processing all forms of analog and digital signals in digital 
receivers. However, separating the processing paths this way raises balancing 
issues with the analog components involved (digital processing does not have 
balance problems). We briefly discuss this balancing issue in this section. 

Gain and phase imbalance between the I and Q paths are the cause of 
crosstalk between the in-phase and quadrature (I/Q) components [6]. This, in turn, 
can result in coupling between the many narrowband channels in an N-channel 
receiver. This spectral coupling can be described compactly by examining the 
model shown in Figure 10.27. Here, the composite I/Q gain and phase imbalances 
have been assigned to the quadrature term as the amplitude and phase shift of the 
sinusoid. 

We can examine the unbalanced complex sinusoid presented to the mixer pair 
and compare its spectrum to that of the balanced spectrum. The complex sinusoid 

 
 0 0( ) [cos (1 )sin( )]g t A t j t= ω − + ε ω + α  (10.22) 

 
can be expanded as 
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Figure 10.27 Quadrature downconverter with gain and phase imbalance. 
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to explicitly show the positive and negative frequency components. We can use 
the small-signal approximation to obtain a simple estimate of the effects of gain 
and phase imbalance on the positive and negative frequency components of the 
quadrature mixer signal as 
 

 0 0( ) 1
2 2 2 2

j t j tg t A j e A j eω − ωε α  ε α    ≈ − + + −       
 (10.24) 

 
Figure 10.28 presents a graphical visualization of these same spectral components. 

Besides the obvious coupling between the quadrature components at the same 
frequency due to phase imbalance, we see a coupling between positive and 
negative frequencies due to both amplitude and phase imbalance. To achieve an 
imbalance related spectral image 40 dB below the desired spectral term, each 
imbalance term must be less than 1% of the desired term. It is difficult to sustain, 
over time and temperature, gain and phase balance of analog components to better 
than 1%. The need to achieve extreme levels of I/Q balance motivates us to 
perform the complex conversion process in the digital domain. 
 

 

10.7 Concluding Remarks 
 
Digital receivers are perhaps the most flexible receiver architectures for EW 
applications. This flexibility is manifest both in design phases as well as after the 
design is finalized and implemented. EW systems are frequently expected to adapt 

 
 
Figure 10.28 Spectral components of unbalanced complex sinusoid. 
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to changing target environments unforeseen when originally conceived. Digital 
topologies can be changed to adjust to these conditions without total redesign of 
the receiver and frequency simply by software reprogramming. 
 Digital implementations of receiver functions provide for stability over time, 
temperature, and other environmental variations, as opposed to their analog 
counterparts. Their significant shortfall is power consumption that typically is 
considerably higher than analog architectures. 
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Chapter 11 
 
 

Sampling and Analog-to-Digital 
Converters 
 
 

11.1 Introduction 
 
Rapid advances in the hardware development of ADCs have paved the way for the 
development of radio receivers using digitization at the IF and, in some cases, at 
the RF. The constraints placed on these receivers due to the hardware limitations 
of these devices are discussed in this chapter. 

As advances in technology provide increasingly faster and less expensive 
digital hardware, more of the traditional analog functions of a radio receiver are 
replaced with software or digital hardware. The ultimate goal in radio receiver 
design is to directly digitize the RF signal at the output of the receive antenna and 
hence implement all receiver functions in either digital hardware or software. 
Trends in receiver design have evolved toward this goal by incorporating 
digitization more closely to the receive antenna for systems at increasingly higher 
frequencies and wider bandwidths. As a typical EW system has a requirement to 
cover broad frequency ranges with wide instantaneous bandwidths, they are a 
natural application of this technology.  

The ADC is a key component in these radio receivers. ADCs most often used 
for wideband digitization at the RF or IF are organized as shown in Figure 11.1. 
Key parameters of ADCs are affected by specific ADC circuit elements. For 
example, accuracy and linearity are primarily determined by the sample-and-hold 
circuitry, while jitter in the sampling clock can introduce noise in the desired 
output of the ADC. The quantizer establishes the resolution of the ADC. For a 
given burst rate, the buffers limit the sustainable throughput. 

We begin the discussion in this chapter with the topic of sampling, as that is 
the function that an ADC is to perform. Analog signals, and all RF signals begin as 
analog signals even if the underlying modulation is digital, are converted into a 
digital form by the ADC via sampling the analog signal. This sampling imposes 
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some characteristics onto the digital representations of the signal, such as periodic 
power spectral densities (psds). There are limitations that this sampling must 
conform to in order to properly represent the analog counterpart. 

ADCs and their characteristics, in particular noise performance and spur-free 
dynamic range (SFDR), are discussed in the second part of the chapter. 

 
 

11.2 Wideband Receivers1 
 
Wideband receivers are normally used for searching the RF spectrum for energy.  
Whereas a wideband receiver can stare at a portion of the spectrum indefinitely, in 
most cases further processing of the signals received is required.  This further 
processing normally deals with only a portion of the signals, dividing the time 
scale into segments. What happens to the time signals when this is done is 
illustrated in Figure 11.2.  In this case an input signal in the form of a cosine wave 
at frequency f0 is illustrated; however, Fourier analysis shows that any 
deterministic periodic signal can be described in terms of sine and cosine 
functions, so the conclusions are general in nature. Of course, stochastic signals 
are not deterministic so a different approach is required in that case.  Shown at the 
top of Figure 11.2(b) is the frequency representation of the cosine wave. 

The cosine signal is effectively multiplied by a time gate that defines the 
segment of the signal that is to be processed.  For example, an ADC may change 
this analog signal into digital words over only this time segment for further digital 
processing.  The frequency representation of the time gate is a sinc function shown 
in the middle of Figure 11.2(b).  Since multiplication in the time domain is 
equivalent to convolution in the frequency domain, the two frequency 
representations at the top and middle of Figure 11.2(b) are convolved (denoted by 
*), resulting in the frequency representation of the gated cosine waveform shown 
at the bottom of Figure 11.2(b).  Two sinc regions emerge, located at ± f0. 

                                                 
1 Much of this section is from [1]. Reprinted with permission. 

 

 
 
Figure 11.1 Elements of ADC used for wideband digitization at the RF or IF. 
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This illustration is ideal, assuming that the time gate includes an integer 
number of complete periods of the incoming signal.  This would not normally be 
the case for a searching wideband receiver.  The more normal case is illustrated in 
Figure 11.3, where the input waveform has been expanded for clarity.  Only 
portions of the first and last period are included within the time gate that causes  

 

 
 
Figure 11.2 The effects on a signal that is sampled in (a) the time domain are to add sidelobes in (b)
the frequency domain. (Source: [1], © Artech House, 2002. Reprinted with permission.) 

 

 
 
Figure 11.3 Effects of misalignment of time sampling. (Source: [1], © Artech House, 2002.
Reprinted with permission.) 
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portions of the spectrum of the signal to appear at other places in the frequency 
spectrum. 

 
11.2.1 Channelized 
 
Channelized receivers are essentially a bank of fixed tuned (normally narrowband) 
receivers.  The RF spectrum is divided into channels, the bandwidth of which  
depends on the signal types of interest.  For VHF communication channels, the 
bandwidth is typically 25 kHz, although that is getting narrower. 

The implementation of channelized receivers can be in a variety of forms.  
The TRF receivers described in Chapter 5 can be configured into banks, where 
each one of the banks covers one channel.  Alternately, a digital receiver can be 
used where one or more Fourier transform points cover each channel. 

When the channelized receiver is implemented by taking the Fourier 
transform, unless the frequency point is precisely at the frequency of the input 
signal, splitting of the energy in the signal to several points occurs. This is 
illustrated in Figure 11.4. 
 

 

11.3 Sampling Methods and Analog Filtering 
 
The sampling process is of critical importance in radio receivers using digitization 
at the RF or IF. The content of the resulting sampled signal waveform is highly 
dependent on the relationship between the sampling rate employed and the 
minimum and maximum frequency components of the analog input signal. Some 
common sampling techniques that utilize a uniform spacing between the samples 
include Nyquist sampling, oversampling, quadrature sampling, and bandpass 

 
 
Figure 11.4 Effects of not sampling the input signal at the proper frequency: (a) spectrum of input 
signal and (b) its spectrum from incorrect sampling frequency. (Source: [1], © Artech House, 2002. 
Reprinted with permission.) 
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sampling (also called downsampling or direct downconversion). Sampling 
techniques with nonuniform spacing between the samples do exist, but they are not 
widely used and therefore are not considered here. Sampling theory is much more 
developed for uniform sampling than nonuniform sampling. 

Any time a continuous-time analog signal is uniformly sampled, the psd of the 
original signal is repeated at integer multiples of the sampling frequency (i.e., the 
psd becomes periodic). This is an inherent effect of sampling and cannot be 
avoided. This phenomenon is shown graphically in Figure 11.5 (there is a spectral 
reversal that happens as well). Figure 11.5(a) shows the spectrum of the original 
analog signal X(f). Figure 11.5(b) shows the spectrum of the sampled signal Xs(f ) 
using a sampling rate of fs = 2fmax. 

 
11.3.1 Nyquist Sampling 
 
The ability to reconstruct a sampled signal from its samples is dictated by the 
sampling theorem. 
 

Property 11.1: Sampling Theorem (Nyquist). The general 
sampling theorem for sampling a band-limited analog signal (a 
signal having no frequency components above a certain 
frequency fmax) requires that the sampling rate be at least two 
times the highest frequency component of the analog signal 
2fmax.  

 

 
 
Figure 11.5 Spectrum of (a) a band-limited continuous analog signal, and (b) the signal sampled at 
fs = 2fmax. 
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A sampling rate of two times the highest frequency component of the analog 
signal is called the Nyquist sampling rate. Figure 11.5(b) shows an example of 
sampling a band-limited signal with a maximum frequency of fmax at the Nyquist 
rate (fs = 2fmax). Note that the copies of the spectrum of the analog signal X(f ) that 
are present in the spectrum of the sampled signal Xs(f ) do not overlap. 

As the sampling rate is increased beyond the Nyquist rate, the copies of the 
spectrum of the analog signal X(f ) that are present in the spectrum of the sampled 
signal Xs(f ) are spread even farther apart. Sampling a band-limited signal at rates 
equal to or greater than the Nyquist rate guarantees that spectrum overlap (often 
called aliasing) does not occur and that the original analog signal can be 
reconstructed exactly [2, 3]. 

 
11.3.1.1 Out-of-Band Energy 
 
Two practical problems arise when sampling at the Nyquist rate: defining what a 
band-limited signal truly is in a practical sense and analog filtering before the 
ADC. A theoretically defined analog band-limited signal is a signal with no 
frequency components above a certain frequency. When considering real signals 
such as an RF signal at the input of a receiver, however, signals of all frequencies 
are always present. It is the amplitude of these frequencies that is important. In 
particular, the relative amplitude of the undesired signal to the SOI determines 
whether the undesired signal significantly interferes with the SOI. When digitizing 
an RF or IF signal at the Nyquist rate in a receiver, undesired signals (above one 
half the sampling rate) of a sufficient amplitude can create spectrum overlap and 

 
 
Figure 11.6 Spectrum of (a) a continuous-time analog signal with a desired and undesired component,
and (b) the signal sampled at fs = 2fmax. 
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distort the SOI, as illustrated in Figure 11.6. Figure 11.6(a) shows the spectrum of 
the analog input signal with its desired and undesired components. If this signal is 
sampled at two times the highest frequency in the SOI, the resulting spectrum of 
the sampled signal Xs(f ) is as shown in Figure 11.6(b). Note that spectrum overlap 
has occurred here (i.e., the spectrum of the undesired signal appears within the 
spectrum of the SOI). This causes distortion in the reconstructed SOI. 

This effect raises an important question: What is the relative amplitude of the 
signals occurring above one half of the sampling rate at which distortion of the 
SOI due to spectrum overlap begins to dominate the distortion due to ADC 
nonlinearities? Nonlinearities in the ADC cause spurious responses in the ADC 
output spectrum. Distortion due to spectrum overlap dominates distortion due to 
ADC nonlinearities when the undesired signals appearing in the first Nyquist 
band2 due to spectrum overlap exceed the largest spurious response of the ADC 
due to nonlinearities. Therefore, undesired signals appearing in the first Nyquist 
band due to spectrum overlap must be lower in power than the largest spurious 
response of the ADC.  This can be quite a stringent requirement.  

Whether the undesired signal interferes too much with the SOI depends on 
many variables, but the fundamental issue is the type of signal. Distortion of 
analog communication signals (AM, FM, and so forth) can frequently be tolerated 
better than digital signals [4]. Digital signal quality requirements are often dictated 
by the tolerable BER, which, in turn, is normally controlled by the SNR of the 
signal. 
 
11.3.1.2 Realizable Anti-Aliasing Filters 
 
Analog filtering before the ADC stage is intimately related to the definition of 
band limiting. Where the definition of band limiting deals with the content of the 
signals that may be present, analog filtering before the ADC represents a signal 
processing stage where certain frequencies can be attenuated. It is important to 
know both the signals that can be present before filtering and the amount of 
attenuation that the filter offers for different frequencies. With knowledge of both 
of these, the true spectrum of the signal to be digitized can be determined. 

Sampling at the Nyquist rate presents a large and often impractical demand on 
the filter used before digitization (the anti-aliasing filter). Ideally, an anti-aliasing 
filter placed before an ADC would pass all of the desired frequencies up to some 
cutoff frequency and provide infinite attenuation for frequencies above the cutoff 
frequency. Then sampling at the Nyquist rate would be two times the cutoff 
frequency and no spectrum overlap would occur. Unfortunately, practically 
realizable filters cannot provide this type of  brick-wall response. The attenuation 
of real filters increases more gradually from the cutoff frequency to the stopband. 

                                                 
2 The “first” Nyquist band is from DC to fs /2. The other bands will be discussed in the section on 
bandpass sampling. 
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Therefore, for a given cutoff frequency on a real filter, sampling at two times this 
cutoff frequency will produce some spectrum overlap. The steeper the transition 
from the passband to the stopband and the more attenuation in the stopband, the 
less the sampled signal will be distorted by spectrum overlap. In general, more 
complicated filters are required to achieve steeper transitions and higher 
attenuation in the stopband. Therefore, more complicated filters are required to 
reduce the distortion in the sampled signal due to spectrum overlap for a given 
sampling rate. Limitations on the practical implementation of analog filters make 
high-order, steep-rolloff filters difficult to realize. Also, as the steepness of the 
rolloff is increased, the phase response tends to become more nonlinear. This can 
create distortion of the SOI since different frequencies within a signal can be 
delayed in time by different amounts (i.e., phase shifted by amounts not 
proportional to frequency). 

 
11.3.1.3 Oversampling Eases Requirements on the Anti-Aliasing Filter 
 
Sampling at rates greater than the Nyquist sampling rate is called oversampling. 
One of the benefits of oversampling is that the copies of the spectrum of the 
analog signal x(t) that are present in the spectrum of the sampled signal x[n] 
become increasingly separated as the sampling rate is increased beyond the 
Nyquist rate. For an analog signal with a given frequency content and a given anti-
aliasing filter with a cutoff frequency of fcutoff, sampling at the Nyquist rate  (two 
times the cutoff frequency) produces a certain amount of distortion due to 
spectrum overlap. When sampling at a higher rate, a simpler anti-aliasing filter 
with a more gradual transition from passband to stopband and less stopband 
attenuation can be used without any increase in the distortion due to spectrum 
overlap (Figure 11.7). Therefore, oversampling can lower the requirements of the 
anti-aliasing filter. The tradeoff, of course, is that increasingly faster ADCs are 
required to digitize relatively low-frequency signals. 
 
 
 

 
 
Figure 11.7 Oversampling and anti-aliasing filters. 
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11.3.1.4 Quadrature Sampling Reduces Required Sampling Rate  
 
In quadrature sampling the signal to be digitized is split into two signals. One of 
these signals is multiplied by a sinusoid to downconvert it to a zero center 
frequency and form the in-phase component of the original signal. The other signal 
is multiplied by a 90o phase-shifted sinusoid to downconvert it to a zero center 
frequency and form the quadrature phase component of the original signal. Each of 
these components occupies only one half of the bandwidth of the original signal 
and can be sampled at one half the sampling rate required for the original signal. 
Therefore, quadrature sampling reduces the required sampling rate by a factor of 
two at the expense of using two phase-locked ADCs instead of one. 
 
11.3.2 Bandpass Sampling 
 
Sampling at rates lower than 2fmax can still allow for an exact reconstruction of the 
information content of the analog signal if the signal is a bandpass signal. An ideal 
bandpass signal has no frequency components below a certain frequency fL and 
above a certain frequency fU. For a bandpass signal the minimum requirements on 
the sampling rate to allow for exact reconstruction are that the sampling rate be at 
least two times the bandwidth, W, of the signal.  

When using uniform sampling, which is normally the case, the signal can be 
correctly reconstructed as long as the bandpass property is satisfied. 
 

Property 11.2: Bandpass Sampling. The classical bandpass 
property for uniform sampling states that a signal can be 
reconstructed if the sampling rate is at least min

s U2 / ,f f n=
where n is the largest integer within fU/W, denoted by3 

U / .n f W=     

 
To ensure that spectrum overlap does not occur, when sampling rates are between 
two times the bandwidth of the bandpass signal and two times the highest 
frequency in the bandpass signal, the sampling frequency fs must satisfy 
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where k is restricted to integer values that satisfy [3] 
 

                                                 
3    is known as the floor function. 
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Bandpass sampling can be used to downconvert a signal from a bandpass 

signal at an RF or IF to a bandpass signal at a lower IF. Since the bandpass signal 
is repeated at integer multiples of the sampling frequency, selecting the 
appropriate spectral replica of the original bandpass signal provides the down-
conversion function. 

Bandpass sampling holds promise for receivers that digitize directly at the RF 
or IF, since the desired input signals to receivers are normally bandpass signals. 
Theoretically, bandpass sampling allows sampling rates to be much lower than 
those required by sampling at two or more times the highest frequency content of 
the bandpass signal. This means that ADCs with slower sampling rates (and 
therefore higher performance, lower power consumption, or lower cost) may be 
used. An important practical limitation, however, is that the ADC must still be 
able to effectively operate on the highest frequency component in the signal. This 
specification is usually given as the analog input bandwidth for the ADC. 
Conventional ADCs are designed to operate on signals having maximum 
frequencies of one half the sampling rate. Performance of the ADC typically 
degrades with increasing input frequency. When using ADCs for bandpass 
sampling applications, the specifications of the converter must be examined to 
determine the behavior at higher frequency inputs. In addition, when bandpass 
sampling, stringent requirements on analog bandpass filters (steep rolloffs) are 
needed to prevent distortion of the SOI from strong adjacent channel signals. 

We consider two cases; starting from a real-valued bandpass analog signal, 
the resulting sample stream is either real-valued or complex-valued. 

 
11.3.2.1 Real Subsampling 
 
Consider the real-valued bandpass signal, bandwidth W, center frequency fc, upper 
band-edge fU = fc + W/2, and lower band-dge fL = fc – W/2, as shown in Figure 

 
 
Figure 11.8 Baseband real spectrum. 
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11.8. Sampling this signal at some rate fs results in a signal where the previous 
spectrum is replicated at integer multiples of the sampling rate. With fs < 2fU, 
aliasing will take place but as long as the aliasing components don’t fall on top of 
each other, distortion is avoided. 

So an example spectrum of the sampled signal could look like Figure 11.9 
when there is no harmful aliasing and yet fs < 2fU. From Figure 11.9 we can see the 
regions of allowable sampling rates. These are in general of the form 

 

 c c
s

2 2

1 1

f W f W
f

n n

+ −
≤ ≤

+ +
 (11.1) 

 
where 
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As we see, the possible values of the sampling rate depend on both the  

bandwidth W and the center frequency fc. For 0,n =  we get 

s c c U2 2( ) 2 ,f f W f W f≥ + = + =  which is the traditional Nyquist sampling 

property (the upper limit becomes infinity). For n > 0 we are really sampling at a 
lower frequency than given by the traditional Nyquist theorem. For n > 0, aliasing 
does occur but with given values of fs, not on top of the SOI band (no harmful 
aliasing). The lowest possible sampling rate is in general given by 
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 (11.3) 

 
The ultimate sampling rate fs = 2W is utilizable if and only if c(2 ) / 2f W W+ is an 

integer because then and only then c c(2 ) / 2 (2 ) / 2 .f W W f W W+ = +    

 

 
 
Figure 11.9 Sampled spectra. 
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Example 11.1: fc = 20 kHz and W = 10 kHz, so 
 

0 (40 10) / 20 1.5 1n≤ ≤ − = =        

 
and the possible values for fs are 
 
                           n = 0: s50 kHz f≤ ≤ ∞  

n = 1: s25 kHz 30 kHz.f≤ ≤  

 
11.3.2.2 Complex Subsampling 
 
As we saw in Chapter 2, instead of sampling the real-valued signal directly, we 
can sample the corresponding analytic signal. So, based on Figure 2.3, the 
sampling structure looks like that in Figure 11.10. (HT denotes the Hilbert 
transformer.) Now since the analytic signal is free from negative frequency 
components, sampling frequency of fs = W (or any rate above that) is always 
(independent of the center frequency fc) sufficient to avoid harmful aliasing. 

Some example spectra with the same input signal as in the previous 
subsection are shown in Figure 11.11. In Figure 11.11(a)  fs = W, in 11.11(b)         
fs > W, and in 11.11(c) fs < W. In the first two cases the signal can be flawlessly 
recovered (theoretically), while in the third case the spectra overlap. There is no 
hope to recover the original signal in that case.  

It is important to note that if the center frequency fc is an integer multiple of 
the sample rate fs (i.e., fs = fc / k) as depicted in Figure 11.11, the center frequency 
of the kth spectral replica will coincide with zero frequency and a direct bandpass-
to-lowpass transformation is obtained. This is easy to understand based on spectral 
interpretations but can also be seen as follows. The real bandpass input, say x(t), 
can be written in terms of its baseband equivalent z(t) as 

 

 { }c c c
1 1

( ) Re ( ) ( ) *( )
2 2

j t j t j tx t z t e z t e z t eω ω − ω= = +  (11.4) 

 
 

 
Figure 11.10 Hilbert transformer for complex sampling. 
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Then the corresponding analytic signal is of the form 
 

c c c c
HT

1 1 1 1
( ) ( ) ( ) *( ) ( ) *( )

2 2 2 2
j t j t j t j tx t jx t z t e z t e j j z t e j z t eω − ω ω − ω + = + + − +  

 (11.5) 

 
Thus, sampling at fs = fc / k (with k integer) results in 
 

c c2 2
s HT s s s s s[ ] [ ] [ ] [ ] [ ] [ ]n j f nj j nkx nT jx nT z nT e z nT e z nT e z nTω τ π τ π+ = = = =  (11.6) 

 
which are indeed just the samples of the baseband equivalent. 
 
11.3.2.3 Guard Bands 
 
It is typical to implement guard bands on each side of a bandpass filter to 
minimize aliasing. The requirements on these guard-bands are briefly discussed 
here [5]. 
 The relative precision required of the sampling oscillator is depicted in Figure 
11.12 as the line marked with minimum guard band and the relative precision is 
proportional to U/ .W f  The positions of a typical crystal and RC oscillator are 

 
 
Figure 11.11 Sampled spectra. The center frequency fc is an integer multiple of the sample rate fs (i.e.,
fs = fc / k) so the center frequency of the kth spectral replica coincides with zero frequency and a direct
bandpass-to-lowpass transformation is obtained. (a) fs = W, (b) fs > W, and (c) fs < W. 
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indicated to give a feel for practical requirements. With the inclusion of larger 
guard bands, the line marked nonminimum guard band is proportional to 

2
U( / )W f  and it runs above the minimum guard band line.  

The lower line represents operating with the minimum allowed set of 
sampling rates and the maximum available guard-band. The guard band width 
decreases with increasing n, where n is the largest integer within fU/W. and the line 
is (1/ ).O n  If the relative guard band is now held at a constant size, then the 

relative precision of the sampling rate becomes s GT/ 2 / 1/ .f W W W nΔ ≈ × This 

demonstrates the tradeoff between the precision required of the sampling rate and 
the guard band size. For practical situations, a modest increase in the sampling rate 
permits a realizable precision requirement. 

In addressing sampling rate variation, it must be borne in mind that so far the 
discussion has been limited to avoiding aliasing in the sampling process. Exact 
(re)construction of the bandpass analog waveform requires exact implementation 
of the sampling parameters. 
 
 

11.4 Effects of Quantization Noise, Distortion, and 
Receiver Noise 
 
11.4.1 Introduction 
 
The performance of the ADC has a considerable impact on the performance of a 
digital receiver that uses direct IF sampling. The error sources of the ADC can be 

 
 
Figure 11.12 Relative precision of the sampling frequency.  
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divided into the categories of static and dynamic. In this section the quantization 
noise, jitter noise, and spurious component of ADCs are introduced, and their 
effects on dynamic range of the digital receiver are considered. The methods to 
improve the performance of digital receivers are discussed. 
 
11.4.2 ADC Transfer Function 
  
The transfer function of an ideal ADC is shown in Figure 11.13(a). As the analog 
input voltage is increased, the ADC maintains a constant output code until a 
transition region is reached, at which point it instantly jumps to the next value, 
remaining there until the next transition region is reached [shown in Figure 
11.13(a)]. A theoretically perfect ADC has zero code-transition noise and a 
transition region width equal to zero [6]. 
 
11.4.3 Input-Referred Noise 
 
Practical ADCs deviate from ideal ADCs in many ways. Input-referred noise 
(a.k.a. code-transition noise) is certainly a departure from the ideal, and its effect 
on the overall ADC transfer function is shown in Figure 11.13(b). A practical 
ADC has a certain amount of code transition noise and therefore a finite transition 
region width. Figure 11.13(b) shows a situation where the width of the code 
transition noise is approximately one lsb peak-to-peak. 

Internally, all ADCs produce a certain amount of noise due to resistance and 
kBT/C noise.4 This noise, present even for DC input signals, accounts for the code-

                                                 
4 kBT/C noise is noise caused by capacitors in a network. kB is Boltzmann’s constant, 

B
23

1.38 10 .k
−= ×  

 
 
Figure 11.13 ADC transfer function: (a) ideal ADC transfer function and (b) realistic ADC transfer
function. Code-transition noise (input-referred noise) and its effect on ADC transfer function. 
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transition noise, generally referred to as input-referred noise, similar to the concept 

associated with LNAs discussed in Chapter 3, where the noise is reflected to the 
input and the amplifier is considered noise free. Input-referred noise is most often 
characterized by examining the histogram of a number of output samples, while 
the input to the ADC is held constant at a DC value (typically zero volts). The 
output of most high-speed or high-resolution ADCs is a distribution of codes, 
typically centered around the nominal value of the DC input. This is illustrated in 
Figure 11.14. 
 
11.4.4 Theoretical Signal-to-Noise Ratio 
 
For receiver applications where the amplitude of the SOI falls within the ADC’s 
full scale range (FSR), and the bandwidth of the SOI is equal to the Nyquist 
bandwidth, the SNR of an ADC can be calculated [7]. The theoretical SNR of 
ADCs is generally thought of as 6b (dB), where b is the number of bits of 
resolution of the ADC. A more precise expression providing the maximum 
possible theoretical SNR can be derived based on some assumptions about the 
noise and the input signal. 

First, it is assumed that the noise present is due to quantization error only. The 
amplitude of this quantization noise is assumed to be a random variable uniformly 
distributed over one quantization step. Assuming a sinusoidal input with an 
amplitude equal to the FSR of the ADC, the maximum possible theoretical SNR is 
given by (7.11) [8, 9]. The commonly stated theoretical SNR of 6b (dB) is an 

 
 
Figure 11.14 ADC noise distribution. 
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approximation to this equation when fs = 2fmax and the 1.76dB is neglected. From 
this equation, note that as the sampling frequency is increased beyond the Nyquist 
rate of 2fmax, the SNR increases. This occurs because the quantization noise power, 
which is fixed and independent of bandwidth, is spread out over an increasingly 
wider band as the sampling frequency is increased. This lessens the amount of the 
quantization noise that falls within the first Nyquist band (DC to fs/2). 
Consequently, this means that oversampling increases the maximum possible 
SNR. Such oversampling is sometimes used to realize a greater maximum SNR 
than at first appears possible. An 8b ADC, with a sampling rate of 20 Msps, for 
example, can provide 68 dB rather than 48dB of maximum SNR for 100 kHz 
signals in the passband if appropriate digital filtering is used to recover the        
100 kHz signal. 
 
11.4.5 Practical Specifications for Real ADCs 
 
The SNR in a real ADC can be determined by measuring the residual error. 
Residual error is the combination of quantization noise, random noise, and 
nonlinear distortion (i.e., all undesired components of the output signal from the 
ADC). The residual error for an ADC is found by using a sinusoidal input into the 
ADC. An estimate of the input signal is subtracted from the output of the ADC, 
and the remaining signal is the residual error. The mean squared power of the 
residual error is then computed. The SNR is then found by dividing the mean 
squared (MS) power of the input signal by the MS power of the residual error. 

A specification sometimes used for real ADCs instead of the SNR is the 
effective number of bits. This specification is defined as the number of bits 
required in an ideal ADC so that the MS noise power in the ideal ADC equals the 
MS power of the residual error in the real ADC. 
 
11.4.6 ADC Noises 
 
The ADC noises impact negatively on the performance of receiver systems. We 
describe the quantization noise and jitter noise in analog-to-digital conversion and 
the limitations of these noises on the SNR of a digital receiver in this section. 
 
11.4.6.1 Quantization Noise 
 
Quantization is a process to divide a signal into a set of discrete levels (as opposed 
to discretization, which divides the time into discrete values and has different 
noise error called jitter). This process will introduce a quantization error ε, the 
difference between the signal level and the nearest quantization level. In practical 
applications, the amplitude range of the input signal is much wider than the 
quantization step q, and thus error may be assumed to have uniform distribution. If 
the ADC’s input signal is periodic, the quantization error is also periodic. This 
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error results in harmonic distortion. To reduce this harmonic distortion the 
technique called dithering is used. For a periodic input signal, dither added to the 
ADC spreads the energy in the harmonic bins into random noise, thus smoothing 
the spurious components. The MS quantization noise power of an ideal uniform 
quantizer may be calculated as 
 

 
/ 2 2

2 2
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q

q

q
x dx

q −

ε = =  (11.7) 

  
 From (10.11), we know that for a given signal with bandwidth W, increasing 
the oversampling ratio results in a uniform spreading of the quantization noise 
power over the wider first Nyquist zone (which has width of fs/2). A digital filter 
may be employed subsequent to the ADC to filter out all noises that fall outside 
the filter bandwidth W, thereby reducing the noise power of quantization and any 
other noise source falling outside of the bandwidth W, resulting in an improvement 
of SNR. The SNR improvement or processing gain due to oversampling and 
subsequent filtering may be computed as ( )10 s10log / 2 ,f W which is the source of 

the third term on the rhs of (10.11). We can see that if the sampling frequency is 
doubled, a 3dB processing gain will be realized. The dynamic range of the receiver 
with digital signal processing will increase 3dB. 
 
11.4.6.2 Jitter Noise 
 
Besides being limited by the quantization step size (resolution), the SNR of the 
ADC is also limited by aperture jitter [10]. Aperture jitter is the variation in time 
of the exact sampling instant. Aperture jitter can be caused externally by jitter in 
the sampling clock or internally since the sampling switch does not open at precise 
times. Aperture jitter causes a phase modulation of the sampled signal and thus 
results in an additional noise component in the sampled signal [11]. The maximum 
analog input frequency of the ADC is limited by this aperture jitter since the SNR 
due to aperture jitter degrades as the input frequency increases. To achieve 
required noise performance, aperture jitter on the sub-picosecond level is often 
required when performing RF/IF sampling. The predominant mechanism limiting 
high SNR at very high-input frequencies in sampled systems is the aperture jitter. 
 There are two sources that generate jitter: one is the variance of the aperture 
delay—that is, aperture jitter—and the other is the sampling clock jitter. The 
aperture jitter is the random fluctuations in the ADC aperture time about the 
nominal ADC aperture time. Clock jitter means random fluctuations in the clock 
period about the nominal clock period. The compete jitter contribution may be 
represented as 
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RMS

2 2
jitter ja jclkσ = σ + σ  (11.8) 

 

where 
 

ajσ is the aperture jitter standard deviation 

jclkσ is the sampling clock jitter standard deviation 

 
To derive the expression for the SNR, the autocorrelation function of the 

sampled signal y is calculated using the linear approximation illustrated in Figure 
11.15. The sampling instants for an ideal clock of period Ts are indicated with (k – 
1)Ts, kTs, and (k + 1)Ts. Note that we assume tj to be a time-discrete random 
variable, so that every sampling instant has its own tj(kTs), two of which are 
included in Figure 11.15. The values of this random variable can be positive or 
negative as illustrated. The linear approximation used here is the first-order Taylor 
expansion, which results in replacing the real sampled values (open circles) with 
the values lying on the tangent to x(mTs), m = k – 1, k at the time instant (k – 1)Ts – 
tj[(k – 1)Ts], and kTs +tj(kTs), (filled circles), respectively. This is a feasible 
approximation if the input signal x(t) is assumed to be smooth enough to admit a 
local derivative and tj << 1/fmax, where fmax is the maximum frequency component 
of the input signal x(t). These conditions are usually very well satisfied in practical 
applications. 
 Calculation of the autocorrelation function of x, denoted by rx(Ts),  yields the 
expression for the SNR due to clock jitter of [10] 
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 (11.9) 

 
 
Figure 11.15 ADC linear approximations. 
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where x (0)r′′  is the second time derivative of rx(τ) evaluated at τ = 0. 

Therefore, we can determine the SNR of the A/D conversion and the 
consequent requirements on the jitter of the sampling clock by simply determining 
the autocorrelation rx, by applying an inverse Fourier transform to the input signal 
spectrum, and then using this result in (11.9). 

From (11.9) we can see that, with the linear approximation, the SNR due to 
the jitter of the sampling clock depends on the variance of the timing jitter tj [if tj 

has zero mean, then 
j j

2
t t(0) ]r = σ  and on the second time derivative of the 

autocorrelation function of the input signal. Expression (11.9) quantifies the 
intuitive fact that the sampling of slowly varying signals is less affected by the 
jitter of the sampling clock. Indeed in statistical terms, the autocorrelation function 
of those signals is somewhat flat around the zero value, thus decreasing the 
denominator of (11.9) and increasing the SNR. 

We can conclude that in the time domain, the SNR is independent of the 
autocorrelation function of the jitter, as long as 

j
(0)tr stays constant. In the 

frequency domain this means that the SNR is independent of the spectral 
distribution of the jitter, as long as the total energy of the spectrum 

j
(0)tr is 

constant. A sinusoidal signal with frequency equal to 0.1 sampled with a clock 
having period 1 affected first by white noise jitter and then by a jitter sinusoidally 
modulated at different frequencies (from 0 to the Nyquist value 0.5) was 
simulated. In both cases, the value rtj(0) was the same. The SNR is illustrated in 
Figure 11.16; the dashed line corresponds to the white noise jitter, and the solid 
line to the sinusoidal jitter at various frequencies. As we can see, there is no 
difference in the SNR due to the different spectral distribution of the jitter. 
 

Example 11.2: Sinusoidal Input. The autocorrelation function 
for x(t) = Asin(ωt)  is 
 

 
2

x s s( ) cos( )
2

A
r mT mT= ω  (11.10) 

 
and the second derivative is 
 

 
2 2

x s s( ) cos( )
2

A
r mT mT

ω′′ = − ω  (11.11) 

 
By substitution in (11.9), we find the well-known formula for 
the aperture jitter SNR in sampling sinusoidal signals 
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jitter
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20 log dB

 
γ =   ωσ 

 (11.12) 

 
 The following example, while describing a useful case, is particularly 
illustrative of these points. 
 

Example 11.3: Random Signal with Rectangular Power 
Spectrum. Suppose that x is an arbitrary random signal with the 
only restriction that its psd is uniform on (–fc,  fc) (Figure 11.17). 
The power spectrum can be written as 
 

 x
c

( ) rect
2

f
S f

f

 
=  

 
 (11.13) 

 
Then, by inverse Fourier transform of (11.13), the 
autocorrelation rx(t) and then its second time derivative (0)Xr′′
can be found. The inverse Fourier transform of (11.13) is given 
by 
 

 
 
Figure 11.16 SNR due to jitter with different power spectra: white noise jitter (dashed line), sinusoidal
jitter at various frequencies (solid line). The frequency of the sampled sinusoid is 0.1, the sampling
frequency is 1. 
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so that 
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Using limit principles,  (11.15)  can be evaluated at t = 0 as can 
the indeterminate form that results from (11.14). Substituting 
those result into (11.9) yields 
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11.4.6.3 Phase Noise 
 
It is well known that phase noise in oscillators and clocks becomes one of the 
limiting degradations in modern receiving systems. 
 
Phase Jitter in Sampled Data Systems 
 
The easiest way to calculate the SNR degradations incurred by phase noise in a 
sampled data system is to convert phase noise to phase jitter. This is most easily 
accomplished by recognizing that a time delay is the same as a phase delay at a 
given frequency. Extending this concept and writing it in terms of noise power 
yields 
 
 2 2 2

clkθ τσ = ω σ  (11.17) 

 
 
Figure 11.17 Rectangular power spectrum for Example 11.3. 
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where 
 

θσ is the phase noise in RMS radians 

τσ is the phase jitter in RMS seconds 

clkω is the clock frequency in rps 

 
For a given jitter error, a higher frequency signal will have more phase error. The 
term θσ is the total integrated phase noise of the clock and defines the clock SNR 

by 
 
 2

clk 1010log θγ = − σ  (11.18) 

 
Thus, (11.17) relates the total integrated phase noise, or clock SNR, to the total 
jitter in the clock. Phase noise and clock jitter are two different ways to look at the 
same phenomenon.  

We use Figure 11.18 as an aid to determine how noise on a clock generates an 
error in the sampled data. From this it is seen that 
 
 out( ) ( )v t tv t′Δ = Δ  (11.19) 

 2 2 2
out{ ( )} { ( )}v t t v t′Δ = Δ   (11.20) 

 
If we assume that Δv and Δt have zero means and are independent, then 
 
 2 2 2

err t out{ }v′σ = σ   (11.21) 

 
where 2

tσ is in (RMS seconds)2. From this we see that the noise power is a 

function of the jitter power and the power in the signal derivative. 
The SNR of a signal sampled with a jittery clock is defined as  

 

 
 
Figure 11.18 Noisy clock. 
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Example 11.4: Single Signal Receiver. For a single sine wave, 
 
 out 0( ) sinv t A t= ω  (11.23) 

 out 0 0( ) cosv t A t′ = ω ω  (11.24) 

 
Therefore, 
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Using (11.22), 
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, for a single-signal system

4 f
γ =

π σ
 (11.28) 

 
This is the standard SNR equation for a single sine wave 
sampled by a clock with jitter and can be found in many 
publications. 

 
Intuitively what is happening is that higher frequency signals have larger slew 

rates. This results in larger voltage changes as the sample time changes. It should 
be remembered that quantization noise and thermal noise must also be added to 
this to obtain the total noise out of a data converter. 

 
Example 11.5: Multisignal Receivers. Extending this to a 
multisignal case is a simple matter. Using the same procedure as 
before with vout defined as a summation of n equal amplitude 
sine waves, 
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This is relative to the entire signal, vout. When referenced to only 
one of the signals, the SNR becomes 
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1
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Phase Noise in Sampled Data Systems 
 
Nowhere in the preceding discussion did the spectrum of the clock phase noise 
come into play. All that was considered was the total jitter (in RMS seconds), 
which was calculated from the total integrated phase noise using (11.17). To see 
how the phase noise spectrum of the clock affects the sampled data spectrum, use 
a single sinewave signal. Combining (11.17) with (11.28) yields 
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clk
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 (11.34) 

 
The SNR of the resulting sampled signal is the same as the SNR of the clock but 
scaled by the clock and signal frequency ratio. As the signal frequency gets higher, 
the SNR degrades in a 20log fashion. This illustrates why undersampled systems 
(i.e., one in which the signal frequency occupies one of the higher Nyquist bands) 
require clocks with much better phase jitter than baseband systems. In fact, 
performance in IF-sampling digital receiver architectures is often limited by clock 
phase noise, not data converter performance. 

Although not apparent from (11.34), the spectral shape of the clock phase 
noise is superimposed on the sampled data, as illustrated in Figure 11.19. This can 
intuitively be seen by modeling the sampling process with a mixer. As shown in 
Figure 11.20, when a clock with phase noise θ(f ) is applied to a mixer, the output 
contains two mixing products, each of which contains the full phase noise θ(f ) of 
the clock. Although this simplistic model does not show the scaling factor  
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Figure 11.20 Sampling modeled as a mixer. 

 
 
Figure 11.19 Aliasing may cause clock phase noise to degrade SNR more than what is predicted by the
equations. 
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described in (11.34), it is useful to show how the phase spectrum of the clock 
shows up on the resulting signal. 

It is important to remember that phase noise is always measured by the 
residual noise: 
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Aperture Distortion 
 
At the sampling instant, the transition of control signals from track to hold causes 
distortion in the sampled signal. The distortion can occur through a number of 
mechanisms that are dependent on the clock signal transition time, the signal 
characteristics, the sampling circuit architecture, the device geometries, and the 
fabrication technology. The distortion increases with input frequency, imposing 
stricter requirements on sampling switches and clock generation circuits as the 
frequency being sampled increases. 

The increase in distortion with frequency being sampled is difficult to 
quantify because it depends on multiple factors but several authors have quantified 
the total harmonic distortion caused by sample and hold settling time for specific 
sampling architectures. Required clock transition times are also dependent on the 
specific sampling architecture used, the maximum input frequency, and the 
required ADC resolution. 
 
Effective Number of Bits 
 
From (10.4), the effective number of bits (ENOB) for an ADC is limited by the 
SINAD and is given by 
 

 
SINAD 1.76 dB

ENOB
6.02

−=  (11.36) 

 
Using (11.36) and (11.12), the maximum achievable ADC resolution for an ideal 
ADC where SNR is limited only by aperture jitter can be plotted versus input 
frequency for several clock jitter values as shown in Figure 11.21. Aperture jitter 
can cause additional performance degradation in subsampling systems. Jitter 
affects frequencies in the sampled signal spectrum that are aliased to the frequency 
band of interest but this effect can be mitigated by adequate anti-aliasing filtering 
(see Figure 11.19). 

The jitter requirements imposed by the subsampling process become more 
stringent as the frequency being sampled increases but are independent of the jitter 
requirements imposed by the required ADC resolution. Despite the SNR 
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degradation caused by clock jitter in both direct RF sampling and RF sub-
sampling and the jitter requirements imposed by the sampling frequency 
limitations in RF subsampling, receivers using both types of RF sampling have 
been implemented for applications that do not require very high ADC resolution. 
 
11.4.7 Spurious-Free Dynamic Range 
 
The SFDR of an ADC is determined by considering all error sources within the 
Nyquist band including harmonics of the input signal and the nonlinearities with 
that ADC. One definition of the SFDR, and the one we use here, assumes a 
sinusoidal input to the ADC. It is defined as the ratio of the RMS signal amplitude 
to the RMS value of the largest harmonic or spurious spectral component at the 
output and within the entire first Nyquist zone, DC to fs/2 as 
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where 
 
Xsig(f ) is the spectrum of input signal at ADC output 
Xh(f ) is the spectrum of harmonic at ADC output 
Xspur(f ) is the spectrum of spurious component at ADC output 
 

The SFDR limits the receiver performance more restrictively than the SNR. 
The impact of the SFDR on the spectrum of the output of an ADC is illustrated in 
Figure 11.22. In this figure the SOI is at 10 MHz, and all the rest of the signals, 
spurs, are caused by the nonlinearity of the ADC reacting to the SOI. The largest 

 
 
Figure 11.21 Number of ADC bits versus aperture jitter and maximum input frequency. 



Sampling and Analog-to-Digital Converters 473 

of these undesired signals has a power of –50dB relative to the SOI so the     
SFDR = 50dB. 
 The SFDR allows us to assess how well an ADC can simultaneously detect a 
very small signal in the presence of a very large signal. Hence, it is an important 
specification for ADCs used in EW receiver applications, since in many cases the 
EW receiver is tasked with detection of distant, weak signals in the presence of 
close-by interferers.  

The SFDR specification is useful for applications when the SOI bandwidth is 
smaller than fs/2. In this case, a wide band of frequencies is digitized and results in 
a given SNR.  The SOI is then obtained by using a narrowband digital bandpass 
filter on this entire band of frequencies. The SNR is improved by this digital 
filtering process since the power of the residual error is decreased by filtering. The 
SFDR specification for the ADC becomes very important since a spurious 
component may still fall within the bandwidth of the digital filter, and hence the 
SFDR, unlike the SNR, does not necessarily improve by the digital filtering 
process. However, several techniques are available to improve the SFDR. 
Dithering improves the SFDR of ADCs. Additionally, post-digitization processing 
techniques such as phase-plane compensation [12], state variable compensation 
[13], and projection filtering [14] have been used to improve SFDR. 

For an ideal ADC, the maximum SFDR occurs at a full-scale input level. In 
practical ADCs, the maximum SFDR occurs at input levels at least several 
decibels below the full-scale input level. This occurs because as the input levels 
approach full scale, the response of the ADC becomes more nonlinear and more 
distortion is exhibited. Additionally, due to random fluctuations in the amplitude 
of real input signals, as the input signal level approaches the FSR of the ADC, the 
probability of the signal amplitude exceeding the FSR increases. This causes 
additional distortion from clipping. Therefore, it is extremely important to avoid 
input signal levels that closely approach the full-scale level in ADCs. Prediction of 

 
 
Figure 11.22 Spur-free dynamic range of an ADC. 



Electronic Warfare Receivers and Receiving Systems 474 

the SFDR for practical ADCs is difficult; therefore measurements are usually 
required to characterize the SFDR of the ADC. 

In the preceding discussion on SFDR, a sinusoidal ADC input signal was 
assumed. However, IMD due to multitone inputs is important in ADCs used for 
wideband EW receiver applications. To characterize this IMD due to multi-tone 
inputs, another definition of the SFDR could be used. In this case, the SFDR is the 
ratio of the combined signal power of all of the multi-tone inputs to the peak 
power of the largest spurious signal in the ADC output spectrum. 

 
11.4.7.1 Using Noise Dither to Increase an ADC’s Spurious-Free Dynamic Range 
 
Two fundamental limitations to maximizing the SFDR in a high-speed ADC are 
the distortion produced by the front-end amplifier and the sample-and-hold circuit 
and that produced by nonlinearity in the transfer function of the encoder portion of 
the ADC. The key to achieving high SFDR is to minimize both sources of 
nonlinearity. 

Nothing can be done externally to the ADC to significantly reduce the 
inherent distortion caused by the receiver RF/IF stages. However, the differential 
nonlinearity in the ADC’s encoder transfer function can be reduced by the proper 
use of dither (external noise that is intentionally summed with the analog input 
signal). 

Dithering can be used to improve the SFDR of an ADC under certain 
conditions [7, 15–17]. For example, even in a perfect ADC, some correlation 
exists between the quantization noise and the input signal. This correlation can 
reduce the SFDR of the ADC, especially if the input signal is an exact sub-
multiple of the sampling frequency. Summing about ½ LSB RMS of broadband 
noise with the input signal tends to randomize the quantization noise and minimize 
this effect [Figure 11.23(a)]. In most systems, however, the noise already riding on 
top of the signal (including the input-referred noise of the ADC) obviates the need 

 
 
Figure 11.23  Using dither to randomize the ADC transfer function. 
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for additional dither noise. Increasing the wideband RMS noise level beyond 
approximately 1 lsb will proportionally reduce the SNR and result in no additional 
improvement. 

Other schemes have been developed using larger amounts of dither noise to 
randomize the transfer function of the ADC. Figure 11.23(b) shows a dither-noise 
source comprising a pseudo-random-number generator driving a DAC. This signal 
is subtracted from the ADC input signal and then digitally added to the ADC 
output, thereby causing no significant degradation in the SNR. An inherent 
disadvantage of this technique, however, is that the input signal swing must be 
reduced to prevent overdriving the ADC as the amplitude of the dither signal is 
increased. Note that although this scheme improves distortion produced by the 
ADC’s encoder nonlinearity, it does not significantly improve distortion created 
by the RF/IF stages.  

Another method, one that is easier to implement—especially in wideband 
receivers—is to inject a narrowband dither signal outside the signal band of 
interest, as shown in Figure 11.24. Usually, no signal components are located in 
the frequency range near DC, so this low-frequency region is often used for such a 
dither signal. Another possible location for the dither signal is slightly below fs /2. 
The dither signal occupies only a small bandwidth relative to the signal bandwidth 
(usually a bandwidth of a few hundred kHz is sufficient), so no significant 
degradation in SNR occurs—as it would if the dither were broadband. 

 
11.4.8 Noise Power Ratio 
 
The noise power ratio (NPR) is a useful parameter in EW receiver applications, 
where the spectrum of a signal to be digitized consists of many narrowband 

 
 
Figure 11.24 Injecting out-of-band dither to improve ADC SFDR. 
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channels and where adjacent channel interference can degrade system 
performance. In particular, the NPR provides information on how well an ADC 
can limit crosstalk between channels. 

The NPR is measured by using a noise input signal into the ADC. This noise 
signal has a flat spectrum that is band limited to a frequency that is less than one 
half the sampling frequency. Additionally, a narrow band of frequencies is 
removed from the noise signal using a notch filter. This noise spectrum is used as 
the input signal to the ADC. The frequency spectrum of the output of the ADC is 
then determined. The NPR is then computed by dividing the power spectral 
density of the noise outside the frequency band of the notch filter by the power 
spectral density of the noise inside the frequency band of the notch filter. The 
concept is illustrated in Figure 11.25.  

When using an ADC in a bandpass sampling application where the maximum 
input frequency into the ADC is actually higher than one half the sampling 
frequency, the full-power analog input bandwidth is an important consideration. A 
common definition of full-power analog input bandwidth (although not universal) 
is the range from DC to the frequency where the amplitude of the output of the 
ADC falls to 3dB below the maximum output level. This assumes a full-scale 
input signal to the ADC. Typically, the ADC is operated at input frequencies 
below this bandwidth. Aside from full-power analog input bandwidth, it is 
important to examine the behavior of the other characteristics such as SNR, SFDR, 
and NPR at the desired operating frequencies since these specifications may vary 
with frequency. 

 
 

11.5 Flash ADC 
 
Flash analog-to-digital converters, also known as parallel ADCs, are the fastest 
way to convert an analog signal to a digital signal. Flash ADCs are required for 
applications requiring very large bandwidths. However, they consume 
considerable power, have relatively low resolution, and can be quite expensive 

 
 
Figure 11.25 Noise power ratio. 
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(which normally is not a first-order concern for cost-insensitive applications such 
as EW receivers). This limits them to high-frequency applications that typically 
cannot be addressed any other way. There is a converter for every value of output.  
So for a 6 bit ADC there are 63 converters included. 
 
  
11.5.1 Flash ADC Architecture 
 
Flash ADCs are constructed by cascading high-speed comparators. See Figure 

11.26. For a b-bit converter, 2
b
– 1 comparators are employed. A resistive-divider 

with 2
b
 resistors provides the reference voltages for each of the comparators. The 

reference voltage for each comparator is 1 lsb greater than the reference voltage 
for the comparator immediately preceding it. Each comparator produces a 1 when 
its analog input voltage is higher than its reference voltage. Otherwise, the 
comparator output is 0. Thus, if the analog input is between 

2xV and 
3
,xV  

comparators x1 and x2 produce 1s and the remaining comparators produce 0s. The 
point where the code changes from ones to zeros is the point at which the input 
signal becomes smaller than the respective comparator reference-voltage levels. 

 
 

Figure 11.26 Flash ADC topology. As shown, ideally, if the analog input is between 
2xV and 

3
,xV

comparators, x1 and x2 produce 1s and the remaining comparators produce 0s.
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This topology is known as thermometer code encoding because the encoding is 
similar to a mercury thermometer, in which the mercury column always rises to 
the appropriate temperature and no mercury is present above that temperature. The 
thermometer code is then encoded to the appropriate digital output code (typically 
2’s complement binary, or a Gray code). 

The comparators are normally wideband low-gain stages. They are low gain 
because at high frequencies it is difficult to obtain both wide bandwidth and high 
gain. The comparators are designed for low-voltage offset, so that the input offset 
of each comparator is smaller than an lsb of the ADC. Otherwise, the comparator’s 
offset could falsely trip the comparator, resulting in a digital output code that is not 
representative of a thermometer code. A regenerative latch at each comparator 
output stores the result. The latch has positive feedback, so that the end state is 
forced to either a 1 or a 0. 

 
11.5.2 Sparkle Codes 
 
When operating properly, the comparator outputs will be a thermometer code, 
such as 00011111. Errors can cause an output like 00010111, meaning that there is 
a spurious zero in the result (or a spurious 1). This out-of-sequence 0 is called a 
sparkle, which is caused by imperfect input settling or comparator timing 
mismatch. The magnitude of the error can be quite large. Modern high quality 
ADCs usually employ an input track-and-hold (T/H), also known as sample-and-
hold (S/H) in front of the ADC along with an encoding technique that suppresses 
sparkle codes. 
 
11.5.3 Metastability 
 
A comparator output that is ambiguous (neither a 1 nor a 0) is called metastable. 
Metastability can be reduced by allowing more time for regeneration. 
Metastability can be greatly improved upon by the application of Gray code 
encoding, which allows only 1 bit in the output to change at a time. Thus, the 
comparator outputs are first converted to Gray code encoding and then later 
encoded to binary, if required. 

Another problem can occur when a metastable output drives two distinct 
circuits. It is possible for one circuit to declare the input a 1, while the other circuit 
thinks that it is a 0. Obviously, this can create major errors.  Using only one circuit 
to sense a potentially mestatable output can minimize this problem. 

 
11.5.4 Input Signal Frequency Dependence 
 
When the input signal changes before all the comparators have settled, the ADC’s 
performance is adversely impacted. The most serious impact is a dropoff in 
SINAD as the frequency of the analog input frequency increases. 
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The SFDR is another good parameter to evaluate converter performance. The 
effective bits achieved by the ADC is a function of input frequency; it can be 
improved by adding a T/H circuit in front of the ADC. A typical T/H configuration 
is shown in Figure 11.27. The T/H circuit allows dramatic improvement, 
especially when input frequencies approach the Nyquist frequency, as shown in 
Figure 11.28. Converters without T/H show a significant dropoff in SFDR. 

 
 

11.6 Sigma-Delta ADCs 
 
11.6.1 Introduction 

 
Sigma-delta analog-digital converters (Σ-Δ ADCs) have been known for over 
thirty years, but only recently has the technology high-density digital very large 

 
 
Figure 11.28 Spurious free dynamic range of a flash ADC as a function of input frequency. The ADC
in this example is 8 bits for a ~60 dB dynamic range. 

 
 
Figure 11.27 For a sample and hold, the switch is normally open and is closed when a sample is to be
taken. In a track and hold, the switch is normally closed and is opened when a sample is to be held.
The net effect is the same. The buffer normally has a high input impedance so as not to unduly load the
hold capacitor. 
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scale integrated (VLSI) circuits existed to manufacture them as inexpensive 
monolithic integrated circuits. They are now used in many applications where a 
low-cost, low-bandwidth, low-power, high-resolution ADC is required. 

A Σ-Δ ADC contains very simple analog electronics (a comparator, voltage 
reference, a switch, one or more integrators, and analog summing circuits), and 
quite complex digital computational circuitry. This circuitry consists of a DSP that 
acts as a filter (generally, but not invariably, a lowpass filter). It is not necessary to 
know precisely how the filter works to appreciate what it does. We delve into the 
operation of digital filters in the next chapter. 

If we consider a 1 bit ADC (generally known as a comparator), drive it with 
the output of an integrator, and feed the integrator with an input signal summed 
with the output of a 1-bit DAC fed from the ADC output, we have a first-order    
Σ-Δ modulator as shown in Figure 11.29. Add a digital lowpass filter and 
decimator at the digital output, and we have a Σ-Δ ADC—the Σ-Δ modulator 
shapes the quantization noise so that it lies above the passband of the digital output 
filter, and the ENOB is therefore much larger than would otherwise be expected 
from the oversampling ratio. 
 
11.6.2 Σ-Δ ADC Operation 
 
Let us consider the technique of oversampling with an analysis in the frequency 
domain. A sampled data system has quantization noise where a DC conversion has 
a quantization error of up to ½ LSB. As mentioned above, a perfect classical b-bit 
sampling ADC has an RMS quantization noise of q/√12 uniformly distributed 
within the first Nyquist band of DC to fs/2 (where q is the value of the lsb) as 
shown in Figure 11.30(a). Therefore, its SNR with a full-scale sine wave input will 
be (6.02b + 1.76) dB (without oversampling). If the ADC is less than perfect, and 

 
 
Figure 11.29 First-order Σ-Δ ADC topology. 
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its noise is greater than its theoretical minimum quantization noise, then its 
effective resolution will be less than b-bits. Its actual resolution is given by the 
ENOB (11.36). 

If we choose a much higher sampling rate, Kfs (see Figure 11.30), the RMS 
quantization noise remains q/√12, but the noise is now distributed over a wider 
bandwidth DC to Kfs/2. If we then apply a lowpass filter to the output we remove 
much of the quantization noise, but do not affect the wanted signal—so the ENOB 
is improved. We have accomplished a high-resolution A/D conversion with a low-
resolution ADC. The factor K is generally referred to as the oversampling ratio. 
As noted previously, oversampling has an added benefit in that it relaxes the 
requirements on the analog anti-aliasing filter. 

As previously indicated, since the bandwidth is reduced by the digital output 
filter, the output data rate may be lower than the original sampling rate (Kfs) and 
still satisfy the Nyquist criterion. This may be achieved by passing every Mth 
result to the output and discarding the remainder. The process is known as 
decimation by a factor of M. Despite the origins of the term (decem is Latin for 
ten), M can have any integer value, provided that the output data rate is more than 
twice the signal bandwidth. Decimation does not cause any loss of information 
[Figure 11.30(b)]. 

If we simply use oversampling to improve resolution, we must oversample by 
a factor of 22N to obtain an N-bit increase in resolution. The Σ-Δ converter does 
not need such a high oversampling ratio because it not only limits the signal 
passband but also shapes the quantization noise so that most of it falls outside this 
passband as shown in Figure 11.30. 

 
 
Figure 11.30 (a) Minimum sampling rate, (b) oversampling, digital filtering, and decimation, and (c) 
noise shaping by oversampling, filtering, and subsequent decimation. 
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Intuitively, a Σ-Δ ADC operates as follows (Figure 11.29). Assume a DC 
input at Vin. The integrator is constantly ramping up or down at node A. The output 
of the comparator is fed back through a 1-bit DAC to the summing input at node 
B. The negative feedback loop from the comparator output through the 1-bit DAC 
back to the summing point will force the average DC voltage at node B to be equal 
to Vin. This implies that the average DAC output voltage must equal the input 
voltage Vin. The average DAC output voltage is controlled by the ones-density in 
the 1-bit data stream from the comparator output. As the input signal increases 
toward +Vref, the number of 1s in the serial bit stream increases, and the number of 
0s decreases. Similarly, as the signal goes negative towards –Vref, the number of 1s 
in the serial bit stream decreases, and the number of 0s increases. From a very 
simplistic standpoint, this analysis shows that the average value of the input 
voltage is contained in the serial bit stream out of the comparator. The digital filter 
and decimator process the serial bit stream and produce the final output data. 

For any given input value in a single sampling interval, the data from the 1-bit 
ADC is virtually meaningless. Only when a large number of samples are averaged 
will a meaningful value result. The Σ-Δ modulator is very difficult to analyze in 
the time domain because of this apparent randomness of the single-bit data output. 
If the input signal is near positive full-scale, it is clear that there will be more 1s 
than 0s in the bit stream. Likewise, for signals near negative full-scale, there will 
be more 0s than 1s in the bit stream. For signals near midscale, there will be 
approximately an equal number of 1s and 0s. Figure 11.31 shows the output of the 
integrator for two input conditions. The first is for an input of zero (midscale). To 
decode the output, pass the output samples through a simple digital lowpass filter 
that averages every four samples. The output of the filter is 2/4. This value 
represents bipolar zero. If more samples are averaged, more dynamic range is 
achieved. For example, averaging four samples gives two bits of resolution, while 

 

 
 
Figure 11.31 Sigma delta waveforms: (a) Vin = 0V = 2/4 = 4/8 and (b) Vin = Vref /2 = 3/4 = 6/11. 
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averaging eight samples yields 4/8, or three bits of resolution. In the bottom 
waveform of Figure 11.31, the average obtained for four samples is 3/4, and the 
average for eight samples is 6/11. 

We explain the concept of noise shaping in the frequency domain by 
considering the simple Σ-Δ modulator model in Figure 11.32. The integrator in the 
modulator is represented as an analog low-pass filter with a transfer function of 
H(f) = 1/f, which has an amplitude response that is inversely proportional to the 
input frequency. The 1 bit quantizer generates quantization noise, Q, which is 
injected into the output summing block. If we let the input signal be X, and the 
output Y, the signal coming out of the input summer is X – Y. This is multiplied by 
the filter transfer function, 1/f, and the result goes to one input to the output 
summer. By inspection, we can then write the expression for the output voltage Y 
as 
 

 
1

( )Y X Y Q
f

= − +  (11.38) 

 
It is trivial to rearrange this expression to solve for Y in terms of X,  f, and Q: 
 

 
 

Signal term Noise term

1 1

X Qf
Y

f f
= +

+ +
 (11.39) 

 
Note that as the frequency f approaches zero, the output voltage Y approaches 

X with no noise component. At higher frequencies, the amplitude of the signal 
component approaches zero, and the noise component approaches Q. At high  
frequency, the output consists primarily of quantization noise. In essence, the  
analog filter has a lowpass effect on the signal and a highpass effect on the 
quantization noise. Thus the analog filter performs the noise shaping function in 
the Σ-Δ modulator model. 

For a given input frequency, higher order analog filters offer more 
attenuation. The same is true of Σ-Δ modulators, provided certain precautions are 

 
 
Figure 11.32 Linearized sigma-delta ADC topology. 
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taken. By using more than one integration and summing stage in the Σ-Δ 
modulator, we can achieve higher orders of quantization noise shaping and even 
better ENOB for a given oversampling ratio as is shown in Figure 11.33 for both a 
first- and second-order Σ-Δ modulator. 
 
11.6.3 Higher Order Loop Considerations 
 
The flow diagram for the second-order Σ-Δ modulator is shown in Figure 11.34. 
Third- and higher-order Σ-Δ ADCs were once thought to be potentially unstable at 
some values of input—recent analyses using finite rather than infinite gains in the 
comparator have shown that this is not necessarily so, but even if instability does 
start to occur, it is not important, since the DSP in the digital filter and decimator 
can be made to recognize incipient instability and react to prevent it. 

Figure 11.35 shows the relationship between the order of the Σ-Δ modulator 
and the amount of oversampling necessary to achieve a particular SNR. For 
instance, if the oversampling ratio is 64, an ideal second-order system is capable of 
providing an SNR of about 80 dB. This implies approximately 13 ENOB.  

Although the filtering done by the digital filter and decimator can be done to 
any degree of precision desirable, it would be pointless to carry more than 13 
binary bits to the outside world. Additional bits would carry no useful signal 
information and would be buried in the quantization noise unless post-filtering 
techniques were employed. Additional resolution can be obtained by increasing 
the oversampling ratio and/or by using a higher order modulator. 

The simple linear models previously discussed are no longer fully accurate, 
however. The instability in higher order loops arises because the comparator is a 
nonlinear element whose effective gain varies inversely with the input level. This 
mechanism for instability causes the following behavior: if the loop is operating 
normally, and a large signal is applied to the input that overloads the loop, the 
average gain of the comparator is reduced. The reduction in comparator gain in the 
linear model causes loop instability. This causes instability even when the signal 
that caused it is removed. In actual practice, such a circuit would normally 
oscillate on power-up due to initial conditions caused by turn-on transients. 

 
 
Figure 11.33 Shaped quantization noise. 
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Figure 11.35 SNR versus oversampling ratio for first-, second-, and third-order loops. 

 
 
Figure 11.34 Second-order Σ-Δ ADC architecture. 
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11.6.4 Multibit Sigma-Delta Converters 
 
So far we have considered only Σ-Δ converters which contain a single-bit ADC 
(comparator) and a single-bit DAC (switch). The flow diagram of Figure 11.36 
shows a multibit Σ-Δ ADC that uses an n-bit flash ADC and an n-bit DAC. 
Obviously, this architecture will give a higher dynamic range for a given 
oversampling ratio and order of loop filter. Stabilization is easier, since second-
order loops can generally be used. Idling patterns tend to be more random, thereby 
minimizing tonal effects. 

The disadvantage of this technique is that the linearity depends on the DAC 
linearity, and thin film laser trimming is required to approach 16-bit performance 
levels. This makes the multibit architecture impractical to implement on mixed-
signal ICs using traditional binary DAC techniques.  

 
11.6.5 Bandpass Sigma-Delta Converters 
 
The Σ-Δ ADCs that we have described so far contain integrators, which are in 
essence lowpass filters, whose pass band extends from DC. Thus, their 
quantization noise is pushed up in frequency. Most commercially available Σ-Δ 
ADCs are of this type, although some contain bandpass rather than lowpass digital 
filters to eliminate any system DC offsets. But there is no particular reason why 
the filters of the Σ-Δ modulator should be LPFs, except that traditionally ADCs 
have been thought of as being baseband devices, and that integrators are somewhat 
easier to construct than bandpass filters. If we replace the integrators in a Σ-Δ 
ADC with bandpass filters as shown in Figure 11.37, the quantization noise is 
moved up and down in frequency to leave a virtually noise-free region in the 
passband (see [18–20]). If the digital filter has its passband in this region, we have 
a Σ-Δ ADC with a bandpass, rather than a lowpass characteristic. Such devices are 
useful in direct IF-to-digital conversion digital receivers. 

 
 
Figure 11.36 Multibit Σ-Δ ADC. 
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In an undersampling application of a bandpass Σ-Δ ADC, the minimum 
sampling frequency must still be at least twice the signal bandwidth, W. The signal 
is centered around a carrier frequency, fc. A typical digital receiver application 
uses a 455 kHz center frequency and a signal bandwidth of 10 kHz. An 
oversampling frequency Kfs = 2 Msps and an output rate fs = 20 ksps yields a 
dynamic range of 70 dB within the signal bandwidth. 

 Another example of a bandpass topology is an IF digitizing receiver having a 
nominal oversampling frequency of 18 Msps, a center frequency of 2.25 MHz, and 
a bandwidth of 10 kHz to 150 kHz. 
 
 

11.7 Flash ADC versus Other ADC Architectures 
 
11.7.1 Flash versus SAR ADCs 
 
In a SAR converter, shown in Figure 11.38, a single high-speed, high-accuracy 
comparator determines the bits, one bit at a time (from the msb down to the lsb). 
The negative analog input to the comparator is from the DAC whose output is 
updated by previously decided bits is compared to the signal sample from the 
sample and hold (S/H). Thus, the digital estimate successively approximates the 
analog input. This serial nature of the SAR limits its speed to no more than a few 
tens of samples per second, while flash ADCs exceed giga-samples-per-second 
conversion rates. 

SAR converters are available in resolutions up to 16 bits. Flash ADCs are 
typically limited to around 8 bits. The slower speed also allows the SAR ADC to 

 
 
Figure 11.37 Bandpass Σ-Δ ADC. 
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consume much less power. The SAR architecture is also less expensive. Package 
sizes are larger for flash converters. In addition to a larger die size requiring a 
larger package, the package needs to dissipate considerable power and needs many 
pins for power and ground signal integrity.  

 
11.7.2 Flash versus Pipelined ADCs 
 
A pipelined ADC employs a parallel structure in which each stage works on one to 
a few bits of successive samples concurrently (Figure 11.39). This design 
improves speed at the expense of power and latency, but each pipelined stage is 
much slower than a flash section. The pipelined ADC requires accurate 
amplification in the DACs and interstage amplifiers, and these stages have to settle 
to the desired linearity level. By contrast, in a flash ADC the comparator only 
needs to be low offset and to resolve its inputs to a digital level; there is no linear  
settling time involved. Some flash converters require preamplifers to drive the 
comparators. Gain linearity needs to be carefully controlled.  

 Pipelined ADCs are perhaps the most popular type, satisfying the majority of 
the requirements where their capabilities are adequate. They provide a 
compromise between the slower SAR ADCs and the more power hungry and 
expensive flash ADCs. Pipelined converters convert at speeds of a few hundred 
Msps with 8- to 14-bit resolutions. For a given resolution, pipelined ADCs are 
around 10 times slower than flash converters of similar resolution. Pipelined 
converters are possibly the optimal architecture for ADCs that need to sample at 
rates up to around 100 Msps with resolution at 10 bits and above. For resolutions 
up to 10 bits and conversion rates above a few hundred Msps, flash ADCs 
dominate. 
 
 

 
 
Figure 11.38 SAR ADC. 
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11.7.3 Flash versus Integrating ADCs 
 
Single, dual, and multislope ADCs achieve high resolutions of 16 bits or more, are 
relatively inexpensive, and dissipate materially less power. See Figure 11.40 for a 
single slope ADC. These devices support very low conversion rates, typically less 
than a few hundred samples per second. 

In Figure 11.40(a), the counter keeps counting until the comparator toggles. 
At that point the digital output is available. These ADCs are simple, inherently 
monotonic, but very slow clk(2bT per sample). The relevant operation is shown in 

Figure 11.40(b). A precision capacitor and current source are required. Errors arise 
due to current source output impedance and leakage current. The comparator must 
handle large common-mode inputs. 

This architecture competes with Σ-Δ converters. 
 
11.7.4 Flash versus Sigma-Delta ADCs 
 
Flash ADCs do not compete with a Σ-Δ architecture because currently the 
achievable conversion rates differ by up to two orders of magnitude. The Σ-Δ 
architecture is suitable for applications with much lower bandwidth, typically less 
than 1 MHz, and with resolutions in the 12- to 24-bit range. Σ-Δ converters are 
capable of the highest resolution possible in ADCs, and therefore they are at the 

 
 
Figure 11.39 Pipelined ADC. 
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other end of the resolution/speed spectrum than flash converters.  They require 
simpler anti-alias filters (if needed) to band-limit the signal prior to conversion. A 
flow diagram of a Σ-Δ ADC is shown in Figure 11.29. 

Σ-Δ ADCs trade speed for resolution by oversampling, followed by filtering 
to reduce noise. However, these devices are not always efficient for multichannel 
applications. This architecture can be implemented by using sampled data filters, 
also known as modulators, or continuous-time filters. Another interesting use of a 
flash ADC is as a building block inside a Σ-Δ circuit to increase the conversion 
rate of the ADC, as illustrated previously. 
 
11.7.5 Flash ADC Architectural Tradeoffs 
 
Flash ADCs can be implemented by employing a variety of architectures. The 
principal tradeoffs among these alternatives are discussed here. 
  
11.7.5.1 Conversion Time 
 
The conversion time does not change materially with increased resolution for flash 
converters. The conversion time for SAR or pipelined converters, however, 

 
 
Figure 11.40 Integrating ADC. 
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increases approximately linearly with an increase in resolution [Figure 11.41(a)]. 
The conversion time doubles with every bit increase in resolution for integrating 
ADCs. 
 
11.7.5.2 Component Matching 
 
Flash ADC component matching requirements typically limit resolution to around 
8 bits. Calibration and trimming are sometimes used to improve the matching 
available on chip. Component matching requirements double for every bit increase 
in resolution. While this pattern applies to flash, successive approximation, or 
pipelined converters, it does not apply to integrating converters. For integrating 
converters, component matching does not materially increase with an increase in 
resolution [Figure 11.41(b)]. 
 
11.7.5.3 Die Size, Cost, and Power 
 
For flash converters, every bit increase in resolution almost doubles the size of the 
ADC core circuitry. This essentially doubles the power as well. In contrast, a SAR, 
pipelined, or Σ-Δ ADC die size will increase linearly with an increase in 
resolution; an integrating converter core die size will not materially change with 
an increase in resolution [Figure 11.41(c)]. Finally, it is well known that an 
increase in die size increases cost.  
 
11.7.6 Flash Converter Characteristics 
 
From the above discussion we can summarize some of the salient characteristics of 
flash converters. First, they are very fast—the fastest architecture available. There 
is only 1 clock cycle per conversion: ½ clock cycle for vin and VDAC comparison 
and ½ clock cycle for the 2b – 1 to b encoding. Second, they are high complexity, 
requiring 2b – 1 comparators. Third, the input capacitance of 2b – 1 comparators 
connected to the input node is quite high. 
 
11.7.7 Summary 
 
For applications requiring modest resolutions, typically up to 8 bits, at sampling 
frequencies in the high hundreds of MHz, the flash architecture may be the only 
viable alternative. A low-jitter clock must be used to ensure good ADC 
performance. For applications with high-analog input frequencies, the ADC should 
have an internal T/H. 
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Figure 11.41 ADC comparisons: (a) conversion time, (b) component matching requirements, and (c)
complexity, all versus the number of bits of resolution. 
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11.8 Other Sampling and ADC Considerations 
 
11.8.1 Ease of ADC Implementation 
 
Speed limitations in ADCs make it difficult to perform A/D conversion at RF 
frequencies, especially at high resolutions. These speed limitations are due to the 
inherent speed limitations of the transistors used to design the ADCs and to the 
increase in power and area that is needed to achieve high resolution at high 
frequencies. Therefore, in the case of an RF sampling receiver where A/D 
conversion with sufficient resolution cannot be done at the RF frequency, discrete 
time filtering and decimation are done prior to A/D conversion. 
 
11.8.2 Linearity 
 
In addition to the usual second- and third-order intermodulation products that 
cause distortion in receivers, RF and IF sampling receivers are sensitive to 
distortion due to aliasing. Aliasing causes distortion products in the sampler input 
spectrum to appear in the Nyquist spectrum and is especially difficult to mitigate 
in the case of subsampling where the number of frequencies that alias to the first 
Nyquist band is significantly increased. Due to the effects of aliasing, sub-
sampling receivers generally have poorer linearity and more stringent anti-aliasing 
filter requirements than Nyquist sampling receivers, but this degradation in 
linearity may be difficult to capture using figures of merit such as IP3, which are 
geared to receiver front ends that do not perform sampling. 

RF sampling and subsampling receivers may suffer from distortion problems 
because all the gain is realized at the RF frequency and high gain with good 
linearity is generally more difficult to achieve at high frequency due to the 
increased effect of parasitics and the lower intrinsic gain of transistors at high 
frequencies. IF sampling and sub-sampling receivers may have degraded distortion 
performance compared to RF sampling receivers due to the use of a mixer, which 
may introduce additional distortion products. 
 
11.8.3 Power Consumption, Circuit Complexity, Chip Area, and 
Reconfigurability 
 
The analog receiver front end power consumption, circuit complexity, and chip 
area of an RF sampling receiver are generally less than those of an IF sampling 
receiver because fewer circuit blocks are used. However, different filter 
implementations at RF and IF frequencies may require very different amounts of 
chip area and consume different amounts of current so the comparison depends 
strongly on the design of the circuit blocks comprising the receivers. The power 
consumption of a complete RF sampling receiver including the digital base band 
may be higher than that of an IF sampling receiver due to the high power 
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consumption of very high-frequency digital signal processing. This problem may 
be mitigated by discrete time filtering and decimating the sampled RF signal 
before A/D conversion, but this adds circuit complexity. 

RF sampling receivers are generally more reconfigurable for multipurpose use 
than IF sampling receivers because they contain a smaller number of analog circuit 
blocks, which are typically less reconfigurable than digital circuits. 

 
 

11.9 Concluding Remarks 
 
We have discussed some of the important factors that must be considered when 
using ADCs in EW receiver applications. These factors include the choice of 
sampling method, the amount and effects of out-of-band energy, the analog 
filtering required, the effects of quantization noise, receiver noise, and distortion, 
and the critical ADC specifications for EW receiver applications. The differences   
between Nyquist sampling, oversampling, and bandpass sampling were discussed. 
It was shown that sampling at the Nyquist rate presents a large and often 
impractical demand on the anti-aliasing filter. Oversampling eases the 
requirements on the anti-aliasing filter. A very steep rolloff bandpass filter is 
required for bandpass sampling when there are strong signals present in adjacent 
channels. Quadrature sampling was shown to reduce the required sampling rate by 
a factor of two at the expense of using two phase-locked ADCs instead of one. It 
was also shown that, in general, some sort of gain control is required for proper 
digitization of signals at the RF or IF in a receiver. ADC specifications of   
particular importance to receiver applications such as SNR, SFDR, full-power 
bandwidth, and NPR were examined, and some examples of high speed, state-of-
the-art ADCs were given. As ADC performance continues to improve, digitization 
at the RF and IF in radio receivers, at increasingly higher frequencies, will be used 
in an increasingly broad range of applications. 
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Chapter 12 
 
 

Digital Filtering 
 
 

12.1 Introduction 
 
In signal processing, the function of a filter is to remove unwanted parts of the 
signal, such as random noise, or to extract useful parts of the signal, such as the 
components lying within a certain frequency range. Figure 12.1 illustrates the 
basic idea [1–4]. 
 There are two main kinds of filters, analog and digital. They are quite 
different in their physical makeup and in how they work. An analog filter uses 
analog electronic circuits made up from components such as resistors, capacitors, 
and operational amplifiers (op amps) to produce the required filtering effect. Such 
filter circuits are widely used in many areas, such as noise reduction, video signal 
enhancement, and graphic equalizers. There are well-established standard 
techniques for designing an analog filter circuit for a given requirement. At all 
stages, the signal being filtered is an electrical voltage or current, which is the 
direct analog of the physical quantity (e.g., a sound or video signal or transducer 
output) involved. A digital filter uses a digital processor to perform numerical 
calculations on sampled values of the signal. The processor may be a general-
purpose computer such as a PC or a specialized DSP chip. 

There are many reasons why we process these analog signals in the digital 
domain, but these can all be reduced to three primary reasons: 

 
• Cost:  DSP systems are almost always cheaper than analog 
• Functionality: DSP systems can perform many operations that are 

impossible in the analog world 
• Programmability: DSP systems can be reprogrammed to perform 

different functions. Analog systems must be redesigned for this 
functionality 
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The frequency characteristics of filters, be they analog or digital, are the 
primary way to specify their operations. Figure 12.2 shows such a typical 
frequency response. 

For digital signal processing, an analog input signal must first be sampled and 
digitized using an ADC if the original signal is not already in digital form. The 
resulting binary numbers, representing successive sampled values of the input 
signal, are transferred to the processor, which carries out numerical calculations on 
them. These calculations typically involve multiplying the input values by 
constants and adding the products together. If necessary, the results of these 
calculations, which now represent sampled values of the filtered signal, are output 
through a DAC (digital-to-analog-converter) to convert the signal back to analog 
form. Note that in a digital filter, the signal is represented by a sequence of 
numbers rather than a voltage or current. The flow process diagram shown in 
Figure 12.3 illustrates the basic operation of such a system. 
 
12.1.1 Advantages of Using Digital Filters 
 
There are several advantages of implementing filtering digitally rather than with 
the analog counterparts. Among these are the following: 

 
 
Figure 12.1 Filtering concept. 

 

 
 
Figure 12.2 Typical filter frequency characteristics. 
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• A digital filter’s operation is determined by a program stored in 

the processor’s memory, that is, they are programmable. This 
means the characteristics of the digital filter can easily be 
changed without affecting the circuitry (hardware). The 
functioning of an analog filter, on the other hand, can only be 
changed by redesigning the filter circuit. 

• Extensive software exists so that digital filters are easily 
designed, tested, and implemented on general-purpose 
workstations. Debugging can occur where the economic impacts 
on design mistakes and errors are the least. 

• The characteristics of analog filter circuits (particularly those 
containing active components) are subject to drift and are 
dependent on temperature. Digital filters do not suffer from 
these problems; they are absolutely stable with respect both to 
time and temperature. 

• Unlike their analog counterparts, digital filters can handle low-
frequency signals accurately. Also, as the speed of DSP 
technology continues to increase, digital filters are being applied 
to the RF domain, which in the past was the exclusive preserve 
of analog technology. 

• Digital filters are very much more versatile in their ability to 
process signals in a variety of ways; this includes the ability of 
some types of digital filters to adapt to changes in the 
characteristics of the signal. Closely related to their 
reprogrammability, the characteristics of digital filters can be 
changed simply by downloading a different set of filter 
coefficients to perform completely different functions. 

• Fast DSPs can handle complex combinations of filters in parallel 
or series, making the hardware requirements relatively simple 
and compact in comparison with the equivalent analog circuitry. 

 
12.1.2 Disadvantages of Digital Filters 
 

• Digital filters in general consume more power than their analog 
counterparts. This is particularly bothersome as their speed 
increases, facilitating filtering of RF signal, since the faster a 
digital filter operates, the more power it requires. Power 
consumption is a significant concern in many (most? all?) 
portable applications. 
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• Digitization is an approximate process, in that filtering occurs on 
samples of signals. When properly designed, this normally does 
not create serious problems. Nevertheless, there is always a 
maximum speed at which digital filters can operate. 

• Analog filters can operate at higher frequency ranges. 
 

This chapter is structured as follows. After this introduction we discuss the 
fundamental concepts of digital filtering. Then we present some very simple 
digital filters. The differences between recursive and nonrecursive filters are 
considered next. Then we discuss the filter transfer function in general. Multirate 
filters are presented next. The chapter concludes with a discussion of digital 
Hilbert transformers used as filters and how they compare with a simple delay for 
the same purpose. 

 
 

12.2 Operation of Digital Filters 
 
Suppose the raw signal that is to be digitally filtered is in the form of a voltage 
waveform (Figure 12.3) described by the function 
 

 ( ) ( )x t v t=  (12.1) 

 
where t is time. This signal is sampled at time intervals Ts (the sampling interval). 
The sampled value at time t = iTs is 
 

 s[ ] ( )x i x iT=  (12.2) 

 
Thus, the digital values transferred from the ADC to the processor can be 
represented by the sequence 
 

x[0], x[1], x[2], x[3],… 
 

 
 
Figure 12.3 Digital signal processing. 
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corresponding to the values of the signal waveform at 
 

 s s s0, , 2 ,3 ,t T T T=   

 
and t = 0 is the instant at which sampling begins. At time t = nTs (where n is some 
positive integer), the values available to the processor, stored in memory, are 
 

 [0], [1], [2], , [ ]x x x x n  

 
Note that the sampled values x[n + 1], [n + 2] etc. are not available, as they haven’t 
happened yet. The digital output from the processor to the DAC consists of the 
sequence of values 
 

 [0], [1], [2], , [ ]y y y y n  

 
In general, the value of yn is calculated from the values x[0], x[1], x[2], x[3],..., 
x[n]. The way in which the ys are calculated from the xs determines the filtering 
action of the digital filter. 
 
 

12.3 Simple Digital Filters 
 
The following examples illustrate the essential features of digital filters. 
 
Unity gain filter 
 

 [ ] [ ]y n x n=  

 
Each output value yn is exactly the same as the corresponding input value xn: 
 

 [0] [0]y x=  

 [1] [1]y x=  

  
 
This is a trivial case in which the filter has no effect on the signal. 
 
Simple gain filter 
 

 [ ] [ ]y n Kx n=  (12.3) 
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where K = constant. This simply applies a gain factor K to each input value. K > 1 
makes the filter an amplifier, while 0 < K < 1 makes it an attenuator. K < 0 
corresponds to an inverting amplifier. 
 
Single delay filter 
 

 [ ] [ 1]y n x n= −  (12.4) 

 
The output value at time t = nTs is simply the input at time t = (n – 1)Ts, that is, 
the signal is delayed by time Ts 
 

[0] [ 1]y x= −  

[1] [0]y x=  

[2] [1]y x=  

 
 
Since sampling is assumed to commence at t = 0, the input value x[–1] at t = –Ts is 
undefined. It is usual to take this (and any other values of x prior to t = 0) as zero. 
 
Two-term difference filter 

  
 [ ] [ ] [ 1]y n x n x n= − −  (12.5) 

 
The output value at t = nTs is equal to the difference between the current input x[n] 

and the previous input x[n – 1]: 
 

[0] [0] [ 1]y x x= − −  

[1] [1] [0]y x x= −  

[2] [2] [1]y x x= −  

 
 
That is, the output is the change in the input over the most recent sampling interval 
Ts.  The effect of this filter is similar to that of an analog differentiator circuit and 
is the discrete time equivalent of it. As above, the value of x[–1] is assumed to be 
zero. 
 
Two-term average filter 
 

 
[ ] [ 1]

[ ]
2

x n x n
y n

+ −=  (12.6) 
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The output is the average (arithmetic mean) of the current and previous input.  
This is a simple type of lowpass filter as it tends to smooth out high-frequency 
variations in a signal. 
 
Three-term average filter 
 

 
[ ] [ 1] [ 1]

[ ]
3

x n x n x n
y n

+ − + −=  (12.7) 

 
This is similar to the previous example, with the average being taken of the current 
and two previous inputs. 
 
Central difference filter 
 

 
[ ] [ 2]

[ ]
2

x n x n
y n

− −=  (12.8) 

 
This is similar in its effect to (12.6). The output is equal to half the change in the 
input signal over the previous two sampling intervals. 
 
12.3.1 Order of a Digital Filter 
 

Definition 12.1: The order of a digital filter is the number of 
previous inputs (stored in the processor’s memory) used to 
calculate the current output. 

 
Thus: 
 

• Equation (12.3) above is a zero-order filter, as the current output 
y[n] depends only on the current input x[n] and not on any 
previous inputs. 

• In (12.7) and (12.8), two previous inputs (x[n – 1] and x[n – 2]) 
are needed, so these are second-order filters. 

 
Filters may be of any order from zero upward. 
 
12.3.2 Digital Filter Coefficients 
 
All of the digital filter examples given above can be written in the following 
general forms: 
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0Zero order: [ ] [ ]y n a x n=  

 0 1

0 1 2

First order: [ ] [ ] [ 1]

Second order: [ ] [ ] [ 1] [ 2]

y n a x n a x n

y n a x n a x n a x n

= + −
= + − + −

 

 
or, in general, 
 

 
0

th order: [ ] [ ]
k

i
i

k y n a x n i
=

= −  

  
The constants a0, a1, a2, ..., appearing in these expressions are called the filter 
coefficients. It is the values of these coefficients that determine the characteristics 
of a particular filter.  
 

Example 12.1: Order a0 a1 a2. See Table 12.1. 
 
There are many computer tools for designing the coefficients and with most of 

these packages the user specifies the desired filter performance, and the tools will 
generate best fit coefficients for a specified filter length. The criteria include:  

 
The passband cutoff frequency (in Hz)  
Stopband cutoff frequency (in Hz)  
The passband ripple (in dB)  
The stopband attenuation (in dB)  
 
The number of coefficients is dependent on the steepness of the roll-off between 
the passband and the stopband and also the magnitudes of the ripple and the 
attenuation in the appropriate bands. The basic rule of digital filters is the more 
stringent the requirements, the more CPU cycles will be required. 
 
 
 

Table 12.1 Example Filter Coefficients 

 
Example Order a0 a1 a2 

1 0 1 - - 
2 0 K 0 - 
3 0 0 1 - 
4 1 1 –1 - 
5 1 1/2 1/2 - 
6 1 1/3 1/3 1/3 
7 2 1/2 0 –1/2 
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12.4 Recursive and Non-Recursive Filters 
 
12.4.1 Impulse Response 

 
The impulse response of a digital filter is the output sequence from the filter when 
a unit impulse is applied at its input. A unit impulse is a very simple input 
sequence consisting of a single value of 1 at time t = 0, followed by zeros at all 
subsequent sampling instants. An FIR filter is one whose impulse response is of 
finite duration. An IIR filter is one whose impulse response theoretically continues 
forever because the recursive terms feed back energy into the filter input and keep 
it going. 

One of the most important algorithms for processing signals is the 
convolution operator, which is also known as the finite impulse response (FIR) 
filter, also referred to as non-recursive filters. All of the filters considered so far 
are FIR filters. Filters reduce (or attenuate) certain frequency bands within a signal 
and they are typically classified into four types: lowpass, highpass, bandpass, and 
bandstop (notch).  

The fundamental operations for the convolution operation are the 
multiplication and accumulation (MAC), and these are the fundamental operations 
for all DSP operations. The operation is described mathematically by 

  

 
1

0

[ ] [ ] 0 1
N

n
n

y m h x m n m N
−

=

= − ≤ ≤ −  (12.9) 

 
This is equivalent to the flow diagram shown in Figure 12.4, which is also a 
functional filter block diagram.  

This flow diagram shows more clearly how the MAC operations are used 
together to produce the output. The digital input values are placed into the filter in 
the top left-hand corner where they are multiplied by the first coefficient h0 and 
then all of the products (between data and coefficient values) are added together 
(accumulated) to generate the output. On subsequent sample periods the samples 

 
 
Figure 12.4 Multiplier and accumulator. 
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move down the delay line from left to right, and then the next sequence of MACs 
is performed. The blocks shown as z–1 delay each sample by one sample period so 
the overall delay is equal to the number of delay operators.  

The structure in Figure 12.4 uses a feedforward arrangement. It is also 
possible to implement a similar structure with both feedforward and feedback data 
paths. When the filter includes feedback—then it is referred to as an infinite 
impulse response (IIR) filter, that is, even with the most basic input signal, the 
system will reverberate forever. Another name for the IIR filter is a recursive 
filter. The end result of using feedback is that the output is dependent on all 
previous input values, whereas the output of an FIR filter is only dependent on N 
coefficients, where N is the number of coefficients in the filter.  

The processing flow diagram of an IIR filter is shown in Figure 12.5. The 
governing equation for this IIR filter is 
 

 
1 0

[ ] [ ] [ ]
N M

k k
k k

y n b y n k a x n k
= =

= − + −   (12.10) 

 
Comparing FIR filters to IIR filters, we see that FIR filters can have linear phase 
(in real-time), which means that all of the frequencies in a signal are delayed by a 

 
 
Figure 12.5 Infinite impulse response digital filter. 
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fixed number of cycles. Nonlinear phase in feedback filters means that different 
frequencies are delayed by different amounts, which can cause problems in certain 
applications. FIR filters also have low noise levels because the feedback in IIR 
filters will also feed back any quantization noise, which leads to IIR filters 
potentially being unstable. The primary benefit of IIR filters is that, due to the 
effects of feedback, they typically provide sharper transition between the pass-
band and stopband and they can also provider higher levels of attenuation in the 
stopband for a given number of MAC cycles.  
 
12.4.2 Lowpass FIR Filter 
 
The transfer function for an ideal lowpass FIR filter is illustrated in Figure 12.6(a). 
This transfer function has a passband extending from 0ω =  to 1ω = ω  and a 

stopband extending from 1ω = ω up to the Nyquist frequency of ω = π  as we see 

in the figure. In some cases there is a region between the passband and the stop-
band where neither the desired nor the undesired signals exist. Or the region can 
be defined as a transition region, with the ideal response having a transition 
function that more smoothly connects the passband and stopband responses and 
allows a better total approximation [see Figure 12.6(b)]. The third possibility 
shown in Figure 12.6(c) does not define the approximation over the transition 
region and is called a transition band. All three cases are considered by the 
different design criteria and methods. 
 There are numerous computer programs that solve for the FIR filter 
coefficients. Using such a program we have the following example of filter design. 

 
Example 12.2: Length 21 Lowpass Filter by Frequency 
Sampling. Suppose we are to design an odd-length 21, linear 
phase, lowpass filter where the desired frequency response has a 
passband that is half of the maximum frequency as illustrated in  

Table 12.2 Lowpass FIR Filter Coefficients 

 
h0 = h20 = –0.0324800 
h1 = h19 = 0.0381875 
h2 = h18 = 0.0288168 
h3 = h17 = –0.0476191 
h4 = h16 = –0.0264265 
h5 = h15 = 0.0651707 
h6 = h14 = 0.0249165 
h7 = h13 = –0.1070000 
h8 = h12 = –0.0240785 
h9 = h11 = 0.3186069 

h10 = 0.5238096 
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Figure 12.6 Lowpass filter characteristics: (a) idea, (b) realistic, and (c) without a specified transition 
band characteristic. 
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Figure 12.6(a). Thus the band-edge is fp = 0.25 Hz for a 
sampling frequency of one sample per second. The odd-length 
formula given by [5] is 
 

 0
1

1 2 ( )
2 cos

M

n k
k

n M k
h A A

N N=

 π −  = +     
  (12.11) 

   
The resulting filter coefficients are given in Table 12.2. The 
frequency response is shown in Figure 12.7. Note the ripple in 
the passband and the stopband near the band edge and the exact 
interpolation of the sample points in the passband and the 
stopband. The locations of the zeros in the transfer function are 
shown in Figure 12.8. 
 

12.4.3 Order of an IIR Digital Filter 
 
The order of a digital filter was defined earlier as the number of previous inputs 
that have to be stored in order to generate a given output. This definition is  

 
 
Figure 12.7 Length 21 lowpass filter amplitude response. 

 
 
Figure 12.8 Length 21 lowpass filter zeros. 
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appropriate for FIR filters, which use only the current and previous inputs to 
compute the current output. In the case of recursive filters, the definition can be 
extended as follows: 
 

Definition 12.2: The order of a recursive filter is the larger of 
the number of previous input or output values required to 
compute the current output. 

 
Thus  
 

0 1

th order: [ ] [ ] [ ],  is the larger of , 
N M

i i
i i

k y n a x n i b y n i k N M
= =

= − + −   (12.12) 

 
We can see that this definition is quite general: it applies both to FIR and IIR 

filters. For example, the recursive filter discussed above, given by the expression 
 

 [ ] [ ] [ 1]y n x n y n= + −  (12.13) 

 
is first order, because it uses one previous output value (y[n – 1]), even though no 
previous inputs are required. 

In practice, recursive filters usually require the same number of previous 
inputs and outputs. Thus, a first-order recursive filter generally requires one 
previous input (x[n – 1]) and one previous output (y[n – 1]), while a second-order 
recursive filter makes use of two previous inputs (x[n – 1] and x[n – 2]) and two 
previous outputs (y[n – 1] and y[n – 2]); and so on, for higher orders. 
 
12.4.4 Example of a Recursive Filter 
 
A simple example of a recursive digital filter is given by 
 

 [ ] [ ] [ 1]y n x n y n= + −  

 
In  words, this filter determines the current output (y[n]) by adding the current 
input (x[n]) to the previous output (y[n – 1]). Note that y[–1] (like x[–1]) is 
undefined and is usually taken to be zero. The flow diagram for this filter is shown 
in Figure 12.9.  

Let us consider the effect of this filter in more detail. If in each of the 
expressions we substitute for y[n – 1] the value given by the previous expression, 
we get the following: 
 

                         [0] [0] [ 1] [0]y x y x= + − =  
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                          [1] [1] [0] [1] [0]y x y x x= + = +  

                         [2] [2] [1] [2] [1] [0]y x y x x x= + = + +  

 
[3] [3] [2] [3] [2] [1] [0]y x y x x x x= + = + + +


 

 
Thus, we can see that y[n], the output at t = nTs, is equal to the sum of the current 
input x[n] and all the previous inputs. This filter therefore sums, or integrates, the 
input values, and so has a similar effect to an analog integrator. This example 
demonstrates an important and useful feature of recursive filters: the economy 
with which the output values are calculated, as compared with the equivalent non-
recursive filter. In this example, each output is determined simply by adding two 
numbers together. For instance, to calculate the output at time t = 10Ts, the 
recursive filter uses the expression 
 

 [10] [10] [9]y x y= +  

 
12.4.5 Coefficients of IIR Digital Filters 
 
From the above discussion, we can see that a recursive filter is basically like a 
non-recursive filter, with the addition of extra terms involving previous inputs  
(y[n – 1], y[n – 2] etc.). A first-order recursive filter can be written in the general 
form 
 

 0 1 1

0

[ ] [ 1] [ 1]
[ ]

a x n a x n b y n
y n

b

+ − − −
=  (12.14) 

 
Note the minus sign in front of the recursive term b1y[n – 1] and the factor (1/b0) 
applied to all the coefficients. The reason for expressing the filter in this way is 
that it allows us to rewrite the expression in the following symmetrical form: 
 

 0 1 0 1[ ] [ 1] [ ] [ 1]b y n b y n a x n a x n+ − = + −  

 

 
 
Figure 12.9 Flow diagram of a simple recursive filter. This filter is an integrator (see text). 
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In the case of a second-order filter, the general form is 
 

 0 1 2 1 2

0

[ ] [ 1] [ 2] [ 1] [ 2]
[ ]

a x n a x n a x n b y n b y n
y n

b

+ − + − − − − −
=  

 
The alternative symmetrical form of this expression is 
 

 0 1 2 0 1 2[ ] [ 1] [ 2] [ ] [ 1] [ 2]b y n b y n b y n a x n a x n a x n+ − + − = + − + −  (12.15) 

  
Note the common convention is that the coefficients of the inputs (the xs) are 
denoted by as, while the coefficients of the outputs (the ys) are denoted by bs. 
 
 

12.5 The Transfer Function of a Digital Filter 
 
In the last section, we used two different ways of expressing the functioning of a 
digital filter: a form giving the output y[n] directly, and a symmetrical form with 
all the output terms on one side and all the input terms on the other. In this section, 
we introduce what is called the transfer function of a digital filter. This is obtained 
from the symmetrical form of the filter expression, and it allows us to describe a 
filter by means of a convenient, compact expression. We can also use the transfer 
function of a filter to determine its frequency response. 

First of all, we must introduce the delay operator, denoted by the symbol z–1. 
When applied to a sequence of digital values, this operator gives the previous 
value in the sequence. It therefore in effect introduces a delay of one sampling 
interval. Applying the operator z–1 to an input value (say x[n]) gives the previous 
input (x[n – 1]): 

 

 1 [ ] [ 1]z x n x n− = −  (12.16) 

 
Note that z–1x[0] would be x[–1], which is unspecified (and usually taken to be 
zero). Similarly, applying the z–1 operator to an output gives the previous output 
 

 1 [ ] [ 1]z y n y n− = −  

 
Applying the delay operator z–1 twice produces a delay of two sampling intervals 
 

 1 1 1( [ ]) [ 1] [ 2]z z x n z x n x n− − −= − = −  

 
Thus 
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 1 1 2z z z− − −=  

 
That is, the operator z–2 represents a delay of two sampling intervals 
 

 2 [ ] [ 2]z x n x n− = −  

 
This notation can be extended to delays of three or more sampling intervals, the 
appropriate power of z–1 being used.  

Let us now use this notation in the description of a recursive digital filter. 
Consider, for example, a general second-order filter, given in its symmetrical form 
by (12.15). We will make use of the following identities: 

  

 1[ 1] [ ]y n z y n−− =  

 2[ 2] [ ]y n z y n−− =  

                                             1[ 1] [ ]x n z x n−− =  

 2[ 2] [ ]x n z x n−− =  

 
Substituting these expressions into (12.15) gives 
 

 1 2 1 2
0 1 2 0 1 2( ) [ ] ( ) [ ]b b z b z y n a a z a z x n− − − −+ + = + +  

 
Rearranging this to give a direct relationship between the output and input for the 
filter, we get 
 

 
1 2

0 1 2
1 2

0 1 2

[ ]
( )

[ ]

a a z a zy n
H z

x n b b z b z

− −

− −

+ +
= =

+ +
 (12.17) 

 
This is the general form of the transfer function for a second-order IIR filter. 

For a first-order filter, the terms in z–2 are omitted in (12.17). For filters of 
order higher than 2, further terms involving higher powers of z–1 are added to both 
the numerator and denominator of the transfer function. 

A nonrecursive (FIR) filter has a simpler transfer function that does not 
contain any denominator terms. The coefficient b0 is usually taken to be equal to 1, 
and all the other b coefficients are zero. The transfer function of a second-order 
FIR filter can therefore be expressed in the general form 

 

 1 2
0 1 2

[ ]
( )

[ ]

y n
H z a a z a z

x n
− −= = + +  (12.18) 
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For example, the three-term average filter, defined by (12.7), can be written using 
the z–1 operator notation as 
 

 
1 2 1 2[ ] [ ] [ ] (1 ) [ ]

[ ]
3 3

x n z x n z x n z z x n
y n

− − − −+ + + += =  

 
The transfer function for the filter is therefore 
 

 
1 2[ ] 1

( )
[ ] 3

y n z z
H z

x n

− −+ += =  

 
The general form of the transfer function for a first-order recursive filter can 

be written 
 

 
1

0 1
1

0 1

[ ]
( )

[ ]

a a zy n
H z

x n b b z

−

−

+
= =

+
 (12.19) 

 
Example 12.3: Consider the simple first-order recursive filter 
given by (12.13). To derive the transfer function for this filter, 
we rewrite the filter expression using the z–1 operator: 
 

 1(1 ) [ ] [ ]z y n x n−− =  

 
Rearranging gives the filter transfer function as 
 

 
1

[ ] 1
( )

[ ] 1

y n
H z

x n z−= =
−

 

 
Example 12.4: Consider the second-order IIR filter 
 

 [ ] [ ] 2 [ 1] [ 2] 2 [ 1] [ 2]y n x n x n x n y n y n= + − + − − − + −  

 
Collecting output terms on the left and input terms on the right 
to give the symmetrical form of the filter expression, we get 
 

 [ ] 2 [ 1] [ 2] [ ] 2 [ 1] [ 2]y n y n y n x n x n x n+ − − − = + − + −  

 
Expressing this in terms of the z–1 operator gives 
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 1 2 1 2(1 2 ) [ ] (1 2 ) [ ]z z y n z z x n− − − −+ − = + +  

 
and so the transfer function is 
 

 
1 2

1 2

[ ] 1 2
( )

[ ] 1 2

y n z z
H z

x n z z

− −

− −

+ += =
+ −

 

 
12.5.1 The Frequency Response of Digital Filters 
 
The z-transform of a discrete time (sampled) f(nτ) is defined as 
 

 ( ) ( ) n

n

F z f n z
∞

−

=−∞

= τ  (12.20) 

 
If we substitute sz e τ= into (12.20) we see that 
 

 ( ) ( ) sz e
F s F z τ=

=  (12.21) 

 
Equation (12.21) is the Laplace transform of the sampled sequence s( ).f nT  Then 

if the region of convergence for F(z) includes the unit circle, 1,z = then 

 
 ( ) ( ) jz e

F j F z ωτ=
ω =  (12.22) 

 
It turns out that the filter transfer functions we have discussed so far are the z-
transforms of the filter impulse response. So we see that the transfer function can 
be represented in the complex plane as 
 

 ( ) ( )
z j

H j H z
= ω

ω =  (12.23) 

 
So the frequency response of the digital filter can be obtained by using (12.23). 

Equation (12.23) generally leads to a complex function that has magnitude 
and phase components: 
 

 ( )( ) ( ) j

z j
H z H j e Θ ω

= ω
= ω  (12.24) 

 
and, of course, 
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 2 2( ) Re { ( )} Im { ( )}H j H j H jω = ω + ω  

 1 Im{ ( )}
( ) tan

Re{ ( )}

H j
j

H j
− ωΘ ω =

ω
 

 
Example 12.5 Consider Example 12.4. By multiplying the 
numerator and denominator by z, H(z) can be written as 
 

 ( )
1

z
H z

z
=

−
 

 
leading to 
 

 ( ) ( )
1z j

j
H j H z

j= ω

ωω = =
ω −

 

 
that, after some trivial manipulations, yields 
 

 
2

2 2
( )

1 1
H j j

ω ωω = −
+ ω + ω

 (12.25) 

 
with 
 

 2 2( ) Re { ( )} Im { ( )}H j H j H jω = ω + ω  

      
2 22

2 21 1

 ω ω = +   + ω + ω  
 

                          
21

ω=
+ ω

 

 
and 
 

 1 Im{ ( )}
Arg{ ( )} tan

Re{ ( )}

H j
H j

H j
− ωω =

ω
 

           
2

1
2

2

1tan

1

−

−ω
+ ω=
ω
+ ω
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                       1 11 1
tan tan− −−= = −

ω ω
 

 
The amplitude and phase of H(jω) based on (12.25) are shown in 
Figure 12.10. 
 

 

12.6 Multirate Processing of Bandpass and I/Q Signals  
 
Multirate processing of digitized signals allows for considerable flexibility in 
processing such signals. The two fundamental multirate operations, 
decimation/downsampling and interpolation/upsampling, enable the sample rate to 
be altered digitally. In addition to this, they also offer an interesting alternative to 
mixing in performing frequency translations [6]. 
 

 
 
Figure 12.10 Frequency response of Example 12.5: (a) is the magnitude, while (b) is the phase of the
transfer function. 
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12.6.1 Decimation or Downsampling with Complex Signals 
 
The flow diagram to reduce the sample rate by an integer factor L is presented in 
Figure 12.11, with fs denoting the original sample rate.  In the downsampling (↓ L), 
every Lth sample of the input sequence is selected to form the output sequence and 
the new sample rate becomes fs /L. As a consequence, all the frequency bands 
located at the integer multiples of fs /L (within  –fs/2 … fs/2 of course) are aliased 
down to baseband. Thus, if the (generally complex) input signal is of lowpass type 
(passband –Wneg … Wpos), the decimation filter H(z) should attenuate all the 
frequency bands of width W = Wneg + Wpos located correspondingly at the previous 
critical frequencies.  Naturally, the bandwidth W = Wneg  + Wpos needs to be smaller 
than fs /L  but there’s no restriction such that, for example, Wpos should be smaller 
than (fs /L)/2. As long as fs /L ≥ W, the downsampled signal is free from aliasing. 

On the other hand, if the desired signal is originally a bandpass signal (with a 
generally complex-valued baseband equivalent), the inherent aliasing can be 
exploited to change the signal center frequency. Now, the decimation filter H(z) is 
a bandpass filter selecting the desired frequency band, and aliasing can be used to 
bring the signal closer to baseband. As a special case of this, if the signal is 
centered at any multiple of the output sample frequency fs /L, an analytic bandpass 
filter and decimation will result in a direct bandpass-to-lowpass transformation. 
This basically represents a digital equivalent of the complex (I/Q) subsampling 
scheme of the previous section. Two example cases are shown in Figures 12.11 
and 12.12. 
 
12.6.2 Interpolation or Upsampling with Complex Signals 
 
The basic flow diagram to increase the sample rate by an integer factor L is 
presented in Figure 12.13, with sf  again denoting the original sample rate. The 

output sequence of the upsampler (↑ L) is formed by adding L – 1 zeros between   
each original input sample. As a consequence, all the spectral images (within        
–Lfs/2 ... Lfs/2) of the input spectrum appear now at the output signal at the 
multiples of the input sample rate fs. Traditionally, the interpolation filter H(z) 
attenuates these extra images, retaining only the original spectral component. This 
is, however, not the only possibility. More precisely, any of the spectral images 
within –Lfs/2 ... Lfs/2 can be considered to be the desired one. As an example, the 
original lowpass signal can be transformed into a bandpass signal by simply using 
a proper bandpass filter as the interpolation filter H(z). This filter now retains the 
spectral image at the desired center frequency and attenuates the others. 
 
12.6.3 Efficient Polyphase Structures 
  
Polyphase filtering represents one interesting approach to implement decimation 
or interpolation in a flexible yet computationally efficient way. In the traditional  
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Figure 12.11 Downsampling example. 

 

 
 
Figure 12.12 A second downsampling example. 
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approaches, the decimation/interpolation filters operate at the higher sampling rate, 
either before downsampling or after upsampling.  Given that the down/up 
sampling ratio is L, the idea in the polyphase structures is to split the related 
filtering into L parallel stages operating at the lower sampling rate. In applications 
requiring very high operation speeds such as frequently encountered in digital EW 
receivers, this can be a crucial benefit. Furthermore, the polyphase structures are 
quite flexible if used, for example, in channelization applications. These aspects 
will be explained in more detail in the following. 
 
12.6.3.1 Polyphase Decomposition of FIR Filters 
 
The so-called polyphase decomposition of a finite length filter H(z) is usually 
formulated as 
 

 
1

0

( ) ( )
L

l L
l

l

H z z H z
−

−

=
=  (12.26) 

 
In words, the output of any FIR filter in general can be constructed as a sum of the 
outputs of the filters H0(z

L), H1(z
L), …, HL–1(z

L) whose input signals are delayed by 
z0, z–1, …, z–(L–1). Given that the impulse response of H(z) is h[n], the impulse 
responses of H0(z), H1(z), …, HL–1(z) are simply 
 

 
 
Figure 12.13 Upsampling example. 
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0
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[ ] { [0], [ ], }

[ ] { [1], [ 1], }

[ ] { [ 1], [2 1], }L

h n h h L
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h n h L h L−

=
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 (12.27) 

 
Example 12.6: Two-phase decomposition of H(z) = h[0] +h[1] 
z1 + … + h [14]z–14 is 

 
2 4 6 8

10 12 14 1 3

5 7 9 11 13

( ) [0] [2] [4] [6] [8]

[10] [12] [14] [1] [3]

[5] [7] [9] [11] [13]

H z h h z h z h z h z

h z h z h z h z h z

h z h z h z h z h z

− − − −

− − − − −

− − − − −

= + + + +
+ + + + +

+ + + + +

 

 2 1 2
0 1( ) ( )H z z H z−= +   (12.28) 

 
where 
 

 0[ ] { [0], [2], [4], [6], [8], [10], [12], [14]}h n h h h h h h h h=  

  1[ ] { [1], [3], [5], [7], [9], [11], [13]}h n h h h h h h h=  

 
The resulting polyphase architecture is shown in Figure 12.14. 
The spectra of the two branches as well as their sums are shown 
in Figure 12.15. 

 
12.6.3.2 Basic Polyphase Decimators and Interpolators 
 
In decimation applications, the downsampler that traditionally operates on the 
filter output can now be transferred to the front of the branch filters given that the 
L time delays in the filters H0(z

L) and H1(z
L) are replaced by ordinary unit delays. 

This operation is intuitively clear and theoretically justified by the famous noble 

 
 
Figure 12.14 Polyphase FIR. 



Electronic Warfare Receivers and Receiving Systems 522 

identity of multirate signal processing. This identity is illustrated in Figure 12.16. 
So in the ith branch, the input signal is delayed by z–i, downsampled by L, and 
filtered using Hi(z). Finally, the outputs of the L branches are summed to form the 
final decimated output signal. Note that all the branch filters operate at the lower 
sampling rate. This is illustrated in the following example. 
 

Example 12.6 (continued): Downsampling by L = 2. See Figure 
12.17. 

 
Since in general the delay z–i is different in every branch and the down-

samplers operate synchronously, the low-rate data sequences entering the branch 
filters are all disjoint. Thus, the front-end delays and downsamplers can actually 
be discarded by simply feeding every Lth sample (with a proper time shift) to the 
polyphase branches using a commutative switch. This final structure is depicted in 
Figure 12.18. 

Similar reasoning can also be used in the interpolation case. The traditional 
approach based on zero-padding and filtering maps into a  polyphase structure 
where the input signal to be interpolated is fed directly into the branch filters H0(z), 
H1(z), …, HL–1(z). The outputs of these filters are then upsampled and delayed, the 
delay being z– I  in the i th branch, and finally summed to form the  

 
 
Figure 12.15 Polyphase FIR spectra. 
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Figure 12.16 Noble identity. 

 
 
Figure 12.17 Another polyphase FIR. 
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interpolator output. Due to zero-packing and different branch delays, only one 
branch filter output actually contributes to the final output (with other outputs 
being zero) at any given time instant.  Thus, as in the decimation case, the final 
structure can be implemented by simply multiplexing the branch filter outputs 
using a commutator. This approach is illustrated in Figure 12.19. 

One interesting interpretation of the previous polyphase structures is related to 
aliasing and the amplitude and phase characteristics of the polyphase filters. As an 
example, consider the decimation case. Since the input signal is directly down-
sampled in each polyphase branch, all the bands located at the integer multiples of 
the final output sampling rate alias to baseband. However, due to the relative 
delays of the different branches as well as different phase characteristics of the 

 
 
Figure 12.19   (a) The basic interpolation (upsampling) scheme. (b) The corresponding polyphase
implementation. 

 

 
 

Figure 12.18  (a) The basic decimation (downsampling) scheme. (b) The corresponding polyphase
implementation. 
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polyphase filters, only the information within the passband of the prototype filter 
H(z) will appear in the final decimator output. To be more specific, all the 
polyphase branch filters are actually all-pass filters [4] whose amplitude response 
is ideally constant. Furthermore, the phase delays of the different filters differ by 
1/L, with H0(z) having the largest delay. This is easy to see even intuitively when 
considering how the polyphase filters are obtained from the “prototype” H(z). 
 
12.6.3.3 Bandpass Polyphase Structures 
 
The previous discussion is valid for both lowpass and bandpass decimator/ 
interpolator structures. The only difference is, of course, related to the 
characteristics and design of the filter H(z). A straightforward way to handle the 
lowpass and bandpass cases is to consider them separately. However, the full 
flexibility of the polyphase structures can only be capitalized by treating them 
together. 

To illustrate the basic idea, assume the filter H(z) is designed for a specific 
lowpass decimation scenario (passband Wneg – Wpos in general). Now, suppose we 
wish to change the structure to process a bandpass signal located around a center-
frequency fc, which is an integer multiple of the output rate fs /L. In terms of the 
normalized frequency variable ω = 2πf/fs, this means that ωc is an integer multiple 
of 2π/L. In general, an analytic filter G(z) to extract the interesting band can be 
obtained simply by frequency translating the corresponding lowpass prototype 
filter H(z) as [ ] [ ]exp( ).g n h n j Cn= ω The impulse responses of the corresponding 

polyphase implementation of g[n] are then obtained as presented before, that is, 
g0[n] = {g[0], g[L],…}, g1[n] = {g[1], g[L+1],…}, etc. 

However, after some manipulations, the polyphase impulse responses for the 
analytic filter G(z) can be written simply as 
 

 

0 0

1 1

2 2

1 1

[ ] [ ]

[ ] [ ]exp( 2 / )

[ ] [ ]exp( 2 2 / )

[ ] [ ]exp( 2 ( 1) / )L L

g n h n

g n h n jk L

g n h n jk L

g n h n jk L L− −

=
= π
= π

= π −


 (12.29) 

 
where the integer k is the channel index—that is, ωc = k(2π/L). This is the same 
polyphase representation as in the lowpass case except for the constant complex 
multipliers exp[jk(2π)i/L]. 
 

Example 12.7: Bandpass downsampling by L = 4 with ωc = π/2 
(i.e., fc = fs / 4), g[n] = h[n]exp(j(π/2)n) 
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So as stated before, the modulating exponentials in the polyphase filters 
reduce to constant multipliers , exp( 2 / ), 1, 2, , 1.i kw jk i L i L= π = −  This effect, in 

turn, can be implemented by simply multiplying the outputs of the lowpass 
polyphase filters by the constants wi,k. As a consequence, the same polyphase front 
end (the same filters) can be used to extract any channel located at the multiple of 
the output rate. This general polyphase decimator structure is illustrated in Figure 
12.20.  

Similar reasoning can again be used also in the interpolation (upsampling) 
case. 
 
 

12.7 Hilbert Transform and Delay  
 
Consider the complex (I/Q) sampling of bandpass signals. A Hilbert transformer is 
shown in Figure 12.21 whose transfer characteristic is shown in Figure 12.22(a). 
We are attempting to approximate the needed 90 degree phase shift of the Hilbert 
transformer using a simple time delay of one quarter of the carrier cycle as  

 
 
Figure 12.20 General polyphase decimator. 



Digital Filtering 527 

  

 
 
Figure 12.21 Hilbert transformer. 

 
 
Figure 12.22 Amplitude response of Hilbert transform and delay: (a) with Hilbert transformer, and (b) 
with delay. 
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illustrated in Figure 12.23. The time delay transfer characteristic is also shown in 
Figure 12.22. The time delay of c1/ (4 )T fΔ = corresponds to a frequency-

dependent  phase  shift of 
 

 
c

2
2

f
f T

f

π− π Δ = −  (12.30) 

 
where fc is the carrier frequency. Thus the ideal Hilbert filtering is achieved only at 
the carrier frequency ±fc. As a result, the suppression of the negative frequency 
content (image components) is generally imperfect. 
 
12.7.1 Filtering Effect of the Delay Processing  
 
We write the input bandpass signal r(t) in terms of its baseband equivalent signal 
y(t) = yI(t) + jyQ (t) as (scaling by 2 is irrelevant and can be ignored) 
 

 { }c c c2 2 2( ) 2Re ( ) ( ) *( )j f t j f t j f tr t y t e y t e y t eπ π − π= = +  

 
Then the complex signal, say x(t), entering the sampler(s) is generally of the form 
x(t) = r(t) + jr(t − ΔT), where ΔT = 1/(4 fs). The spectrum of this signal can be 
written as 
 

 D( ) [1 ( )] ( )X f jH f R f= +  (12.31) 

 
where 
 

 2
D( ) j f TH f e− π Δ=  

 
This effect is illustrated in the frequency domain in Figure 12.22. 

 
 
Figure 12.23 Delay. 
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Now suppose that we use a subharmonic sampling frequency s s / ,f f r′ =
where the integer r ≥ 1 denotes the subsampling ratio. As a result, the signal is 
aliased directly to baseband. In the case of delay processing, the component from 
negative frequencies falls directly on top of the desired component (Figure 12.24). 
This is a kind of self-interference. The impact depends on the structure of the 
signal. In the case of a single-frequency channel (as shown in Figure 12.24), this 
interference is not really problematic, especially with low-order modulations; but 
how about in the wideband/multichannel case?  

When applied to multichannel signals, the image band signal can be much 
more powerful than the desired channel. This creates an obvious problem. We will 
provide quantitative measures shortly, but the problem is illustrated in Figure 
12.25. 

 
12.7.1.1 Image Attenuation Analysis  
 
After some manipulations, the sampled complex signal with s s / ,f f r′ = where the 

integer r ≥ 1 can be written as 
 

 
 
Figure 12.24 Spectrum overlap: (a) with Hilbert transformer, and (b) with delay. 

 
 
Figure 12.25 Wideband image channels: (a) with Hilbert transformer, and (b) with delay. 
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                        S S S( ) ( ) ( )x nT r nT jr nT T= + − Δ  

 I S Q S2 ( ) 2 ( )y nT j y nT T= + −Δ  

                                   '[ ] '[ ]I n jQ n= +  (12.32) 

 
Thus we see that the front-end delay maps directly into a corresponding delay of 
the baseband observation. We can consider that the discrete time signal is obtained 
by sampling the corresponding continuous time baseband signal 
 

 I Q'( ) 2 ( ) 2 ( )y t y t j y t T= + − Δ  (12.33) 

 
Equation (12.33) can be written in a more informative form as 
 

 '( ) ( ) ( ) *( ) *( )y t y t y t T y t y t T= + − Δ + + − Δ  (12.34) 

 
The part including y(t) and y(t – ΔT) corresponds to the signal component 
originating from positive frequencies, while the part including y*(t) and y*(t – ΔT) 
corresponds to the signal component originating from negative frequencies. 

To get the exact image attenuation, we write the Fourier transform of y'(t) as 
 

 ( ) ( )2 2'( ) 1 ( ) 1 *( )j f T j f TY f e Y f e Y f− π Δ − π Δ= + + − −  (12.35) 

 
Then, the image attenuation L2(f ) provided by the second-order sampling is given 
by 
 

 

2 22

2 22

1 1 cos(2 )
( )

sin(2 )1

j f T

j f T

e f T
L f

f Te

− π Δ

− π Δ

+ + π Δ= =
π Δ−

 (12.36) 

 
To illustrate, if the center frequency fs = 100 MHz and the bandwidth            

W = 25 MHz, the image attenuation L2(f ) at the band-edge is only around 20dB. In 
the case of multichannel downconversion, the power difference of the individual 
channel signals can be even 50–100dB. It is clear then that the image attenuation 
L2(f ) and therefore the basic second-order sampling scheme are not sufficient as 
such for wideband multichannel receivers. 
 
12.7.1.2 Second-Order Sampling and Enhanced Image Rejection  
 
As we saw above, in narrowband single channel receivers, the image signal is 
inherently a self-image and the attenuation of the basic second-order sampling 
scheme as such can be adequate. Also, in multichannel receivers, the image band 
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signal can be up to 50–100 dB stronger than the desired channel signal, and the 
image attenuation of the basic second-order scheme alone is clearly insufficient. 

We now present two alternative methods to enhance this image attenuation. 
For simplicity, the following compensation methods are analyzed in the 
continuous time domain. 
 
Interference Cancellation  
 
To enhance the obtainable image attenuation and, thus, to reproduce an accurate 
baseband observation of the multichannel signal y(t), the interference canceller 
type of compensation structure shown in Figure 12.26 can be used. As illustrated, 
the idea is to use a fixed compensation filter C( f) together with the complex 
conjugate of y′(t) as a reference signal to estimate and subtract the image signal 
interference. Based on the previous signal model for Y′( f ) and on the proposed 
compensation strategy, the frequency response of y′(t) can be written as 
 

 ˆ( ) '( ) ( ) '*( )Y f Y f C f Y f= − −  

                         1,IC 2,IC( ) ( ) ( ) *( )G f Y f G f Y f= + −  (12.37) 

 
where 
 

 2 2
1,IC ( ) 1 ( )(1 )j f T j f TG f e C f e− π Δ − π Δ= + − −  

 2 2
2,IC ( ) 1 ( )(1 )j f T j f TG f e C f e− π Δ − π Δ= − − +  

 
As a result, the image signal components of y′(t) are attenuated with respect to the 
desired signal components by 
 

 

2

1,IC

IC 2

2,IC

( )
( )

( )

G f
L f

G f
=  (12.38) 

 

 
 
Figure 12.26 Interference canceller. 
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Then, to completely cancel the image signal components, the compensator 
frequency response C( f ) should be selected such that G2,IC( f ) = 0. 

In this approach, referred to as the zero forcing solution, CZF( f ) is given by  
 

 
2

ZF 2

1
( )

1

j f T

j f T

e
C f

e

− π Δ

− π Δ

−=
+

 (12.39) 

 
After some manipulation, this can be written as 
 

 ZF

sin(2 )
( )

1 cos(2 )

j f T
C f

f T

π Δ=
+ π Δ

 (12.40) 

 
Equation (12.40) can be well approximated using a real-valued impulse response 
with odd symmetry. Therefore, no cross-filtering between the I and Q components 
of the input signal y′(t) is needed. 

Using this optimum compensator, the gain G1,ZF(f) of the desired signal 
components can be easily shown to be of the form 

 

 
2

2 2
1,ZF ZF 2

( ) 1 ( )(1 )
1

j f T
j f T j f T

j f T

e
G f e C f e

e

− π Δ
− π Δ − π Δ

− π Δ= + − − =
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 (12.41) 

 
With reasonable bandwidth-to-center frequency ratios (W/fs), this describes 
practically a constant gain, linear phase frequency response. As a consequence, the 
effect of image components Y*(−f ) can be successfully compensated without 
causing any notable distortion to the desired components Y( f ). 

Thus, an accurate reproduction of y(t) is obtained: ˆ( ) ( )y t y t≈  (up to a delay 

and multiplication by a constant). In the actual digital implementation, ZF ( )C f

gives the desired response that should be approximated using a finite-order 
discrete time FIR/IIR filter. This can be done, for example, using a type III FIR 
filter (odd symmetry). A design example is given below: 

 
Example 12.8: Suppose fs = 100 MHz, W = 25 MHz, 

s 50 MHz.f ′ =  A type III FIR filter, length 9, LS and minimax 

approximations of the given optimum response is shown in 
Figure 12.27. 

 
Fractional-Delay Filtering  
 
Motivated by the original signal model, the image attenuation of the basic second-
order sampling scheme can also be enhanced by properly delaying the I branch 
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signal s( )r nT ′ relative to the Q branch signal s( ).r nT T′− Δ Using a sampling 

frequency s s / ,f f r′ = the needed delay s / (4 )T T r′Δ = is only a  fraction of the 

sampling interval s .T ′  Therefore, a digital fractional delay filter D(y) is a natural 

choice for the delay implementation. 
The flow diagram of the modified second-order sampling based quadrature 

demodulator utilizing this idea is presented in Figure 12.28. To analyze the image 
attenuation of the complete structure, we proceed as follows (in continuous time 
domain for simplicity). 

First, let D(f) denote the frequency response of the fractional delay 
compensation filter. Then, the Fourier transform of the compensated signal '( )y t is 

given by 
 

 2
I Q

ˆ( ) 2 ( ) ( ) 2 ( ) j f TY f Y f D f j Y f e− π Δ= +  (12.42) 

 
After some manipulations, this can be written in a more convenient form as 
 

 1,FD 2,FD
ˆ( ) ( ) ( ) ( ) * ( )Y f G f Y f G f Y f= + −  (12.43) 

 
where 
 

 
 
Figure 12.28 Fractional delay. 

 
 
Figure 12.27 Interference canceller for Example 12.8. 
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 2
1,FD ( ) ( ) j f TG f D f e− π Δ= +  

 2
2,FD ( ) ( ) j f TG f D f e− π Δ= −  

 
As a result, the enhanced image attenuation LFD(f ) of fractional delay processing 
is given by 
 

 

22 2
1,FD

FD 2 22
2,FD

( )( )
( )

( ) ( )

j f T

j f T

D f eG f
L f

G f D f e

− π Δ

− π Δ

+
= =

−
 (12.44) 

 
Naturally, the ideal frequency response of the needed fractional delay filter is, 

indeed, e− j2πfΔT, for which LFD → ∞. Based on the previous analysis, this would 
result in a perfect (up to a delay and multiplication by a constant) reconstruction of 
the desired baseband equivalent signal as ˆ( ) 2 ( ).y t y t T= − Δ  

Considering the actual digital implementation, let s/ 1/ (4 )T T r′μ = Δ = denote 

the normalized fractional delay. Then, the frequency response of the ideal digital 
FD filter is given by 

 
 OPT S( , ) for /j jD e e W fω − ωμμ = ω ≤ π  (12.45) 

 
where s2 / .f f ′ω = π Again, the task is to approximate this ideal response using a 

finite-order FIR/IIR filter. 
 
12.7.1.3 General Conclusion 
 
Based on the design examples presented, image attenuations in the order of 80–
100 dB can be easily achieved (at least theoretically) using either of the techniques 
presented (IC/FD). 
 
 

12.8 Concluding Remarks 
 
We considered the basic functioning of digital filtering in this chapter. We started 
with an examination of what digital sampling and basic filtering entails. FIR and 
IIR filters were considered and their transfer functions discussed. Multirate filters 
were introduced as efficient ways to filter complex signals. The chapter concluded 
with a comparison of the digital Hilbert transform versus a simple delay as filters. 
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Chapter 13 
 
 

Digital Demodulation 
 
 
13.1 Introduction 
 
To retrieve the information conveyed in a communiqué, some form of 
demodulation is always required. Information is modulated onto a carrier at the 
transmitter. The function of an EW receiver is to noncooperatively retrieve that 
information or as much of it as possible. In this chapter we consider how this 
demodulation is accomplished with digital signal processing. 

This chapter is structured as follows. We begin with a description of a way to 
generate digital samples of the I and Q components of the IF signal. That is 
followed by a description of the methods of extracting the AM, PM, or FM carried 
on these signals. The last topic discussed is a way to compensate for the I and Q 
channel imbalance mentioned in Chapter 7. 
 
 

13.2 Digital I/Q Demodulation 
 
13.2.1 Introduction 
 
The premise of a digital direct IF sampled receiver is relatively simple [1]. Either 
the IF or baseband signal may be sampled directly by a high-performance ADC. 
The sampled signal is then processed in real time while it is in digital form. By 
applying a combination of algorithms, the information contained within the signal 
is extracted [2, 3].  

A conventional I/Q demodulator is shown in Figure 13.1. It consists of 
splitting the received signal into two paths and multiplying each arm by an LO 
signal and its 90o shifted version. This provides I and Q components after lowpass 
filtering and quantization. However, a number of errors can corrupt the 
conventional approach shown in Figure 13.1, mainly because the two paths must 
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be closely matched for correct demodulation—for example, gain balance, 
quadrature-phase balance, or DC offsets (we consider I and Q mismatch later). 
Recent advances in ADC technology allow IF sampling strategies to be realized 
and the I/Q demodulator to be implemented digitally, overcoming some of these 
error sources [4]. The analog components of the RF/IF chain still have to be 
carefully designed, however [5]. 

 
13.2.2 I/Q Demodulation 
 
A complex baseband signal x(t), which has a bandwidth of W Hz, is transmitted at 
RF. We denote xI(t) and xQ(t) as the in-phase and quadrature components of x(t), 
respectively. After downconversion to an intermediate frequency, fIF, the signal is 
bandpass filtered at the receiver to avoid aliasing and to remove high-frequency 
components. At the output of the RF chain, the received real signal consists of the 
desired IF signal corrupted by noise: 
 
 IF IF( ) ( )cos[2 ( )] ( )s t aV t f t t n t= π + θ +  (13.1) 

 
where a is the amplitude of the signal and n(t) is additive noise. V(t) and θ(t) are 
the envelope and the phase of x(t) = xI(t) + jxQ(t), respectively. The IF signal feeds 
an ADC, which samples the signal at a sampling rate of fs = 1/Ts. Hence, the 
sampled version of the IF signal can be expressed as 
 
 IF IF s[ ] [ ]cos(2 [ ]) [ ]s n aV n f nT n n n= π + θ +  (13.2) 

 
As considered in Chapter 7, with digital IF sampling, we undersample the IF 

signal in order to obtain a replica of the signal at baseband, without requiring an 
additional downconversion. We can do this by properly choosing fIF and fs. In 
general, we require that 
 

 
 
Figure 13.1 Conventional I/Q demodulator. 
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 (13.3) 

 
to ensure that a non-overlapped alias will appear centered at fs  = 4. Then one of 
the replicas at s / 4f± can be downconverted to baseband using the frequency-

shifting property of the Fourier transform of a signal—that is, 
0 s2

0( ) [ ] .j f nTZ f f z n e π± ↔   With f0 = fs/4, we must multiply the IF signal by /2j ne− π

to shift the spectrum to the left. However, the sequence of cyclic values of /2j ne− π

is {1, –j, –1,  j}, where 2 1,j = −  which simplifies the process. As shown in Figure 

13.2, this provides the I and Q components of the desired signal. 
Figure 13.3 shows the spectra of the signals involved. SIF ( f ) is the psd of the 

received IF signal in (13.1). Setting fIF = 3fs/4, i.e., k = 1, and sampling sIF(t) 
according to (13.3), we see in Figure 13.3 that aliasing appears without 

overlapping in its spectrum 
IF

ADC( )S ω since we have assumed a band-limited signal 

V[n]. After the frequency shift, we obtain a baseband replica of the desired signal 
in ADC

IF s( ) ( / 4).S Sω = ω − ω  

Notice that the psd 
IF

ADC( )S ω shown in Figure 13.3 is obtained for any chosen k 

in (13.3). Thus, the selection of k is an implementation issue—that is, to select a 
suitable fIF for the application under consideration. The restriction on fs to be a 
minimum of twice the Nyquist frequency arises in order to avoid overlapping in 

IF

ADC( ).S ω  After lowpass filtering S(ω) we can decimate the signal up to a factor 

that depends on the chosen sampling frequency. 
 

 
 
Figure 13.2 After frequency-shift, I&Q components are obtained. 
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13.3 Direct IF Digital Demodulator  
 
Demodulation refers to the means whereby the information is extracted or 
recovered from the radio carrier. The original information (commonly termed 
baseband) may be either in analog or digital format. Demodulation can be 
accomplished by analog or digital processing. Typical analog FM demodulation 
methods include 
 

•  Quadrature detector 
•  PLL detector 
•  Frequency discriminator 

 
There are also several analog techniques for demodulating phase such as those 
typically used in the modulation of digital information. Digital modulation need 
not be limited to phase-coherent methods. Phase-coherent simply means that the 
RF/IF phase is known. MFSK is one example of a non-coherent method. QPSK is 
an example of a phase-coherent type.  
 
13.3.1 Digital Signal Processing without the Digital Signal Processor 
  
A typical architecture of a direct IF receiver includes a DSP IC as a core processor 
(see [6] as an example). The DSP performs tasks such as IF sample to quadrature 

 
 

Figure 13.3 Spectral densities of sIF(t), sIF[n], and 
/2

IF[ ] [ ] .j n
s n s n e

− π=  
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vector conversion, decimation filtering, lowpass filtering, and trigonometric 
functions required for phase demodulation. The flow diagram shown in Figure 
13.4 represents the typical flow of processing in such a DSP implementation. 

 It is also possible to consider dedicated hardware for these tasks in order to 
eliminate the DSP, since the functions of a direct IF demodulator are well 
understood. Figure 13.4 also represents a block diagram of the direct IF system 
architecture. Carrier phase information is recovered from the in-phase and 
quadrature (I and Q) components of the signal after a trigonometric transform is 
applied. Taking the derivative of the phase difference with respect to time can 
extract FM. Amplitude information can be calculated from the magnitude of the 
IQ vector. All three of these are illustrated in Figure 13.4. 

Quadrature baseband signals I and Q are conventional representations of the 
modulus of the in-phase–I axis, chosen arbitrarily, and the quadrature–Q 
component, which lags the in-phase component of the carrier by 90o. Note that any 
type of modulation is possible with this expression: phase, frequency, and 
amplitude. For a linear system, the reciprocal case is also true: demodulation of 
any modulation type is possible simply by recovering the quadrature baseband 
components. 
 
13.3.2 I/Q Sampling 
 
13.3.2.1 RF Vector Representation 
 
Any sinusoidal RF signal can be represented as a phasor as illustrated in Figure 
13.5. If 
 

 0( ) sin( )y t A t= ω + ϕ  (13.4) 

 

 
 
Figure 13.4  Direct IF digital demodulation flow diagram. 
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then, according to Figure 13.5 
 

 0 0( ) cos sin sin cos
I Q

y t A t A t= ϕ ω + ϕ ω
 

   (13.5) 

 
where 
 
I is the in-phase component 
Q is the quadrature phase component 
 
so that 
 

 ( ) sin cosy t I t Q t= ω + ω  (13.6) 

 
where 
 

 

2 2
0

1
0 0

cos

sin tan

I A A I Q

Q
Q A

I
−

= ϕ = +

= ϕ ϕ =
 (13.7) 

 
We assume positive frequencies so that the phasor is rotating counterclockwise. 
 
13.3.2.2 I/Q Sampling 
 
In I/Q sampling we want to monitor the amplitude and phase (A and ϕ0) variations 
of the incoming RF/IF signal. We process sampled I/Q values for comparison. The 

 
 
Figure 13.5 Phasor notation. 
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phasor can be rotated back to the reference phasor if the phase advance between 
sampling is known. See Figure 13.6. 

 When the sampling frequency and RF/IF frequency have the relationship 
 

 s 4f f=  

 
there is a 90o phase shift between two samples (Figure 13.7). 

We can see in Figure 13.8 how the samples correspond to the I and Q 
samples. We can obtain the values of  I and Q from  (13.6) by sampling y(t) at the 
correct times as 
 

 
 
Figure 13.7 I/Q sampling phase shifted by 90o. 

 
 
Figure 13.6 I/Q sampling. 
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0 0

1 1

2 2

3 3

0 ( )

/ 2 ( )

( )

3 / 2 ( )

t y t Q

t y t I

t y t Q

t y t I

ω = =
ω = π =
ω = π = −
ω = π = −

 

 
We can build up I/Q vectors based on two successive samples (Figure 13.9). Then 
we rotate the corresponding I/Q vector by –90o, –180o, and 270o in order to 
compare initial I/Q values. Since 
 

0[0] ( )y y t Q= =  

1[1] ( )y y t I= =  

 
 
Figure 13.8 I/Q sampling at four time instants. 
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   2[2] ( )y y t Q= = −  

                                              3[3] ( )y y t I= = −  

 
The rotation matrix with angle Δϕ is 

 

 
cos sin

sin cos

Δϕ − Δϕ =  Δϕ Δϕ 
R  

 
and we have 
 

 
 
Figure 13.10 I/Q sampling phase advance between consecutive samples. 

 
 
Figure 13.9 I/Q sampling vectors based on two successive samples. 
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0

0

cos 0 sin 0 1 0 [1] [1]
:

sin 0 cos 0 0 1 [0] [0]
t

y y I
t y

y y Q

−         
= = = =         
         

R
  

 
1

1

cos( / 2) sin( / 2) 0 1 [2] [1]
:

sin( / 2) cos( / 2) 1 0 [1] [2]
t

y y I
t y

y y Q

−π − −π         
= = = =         −π −π − −         

R
  

 
2

2

cos( ) sin( ) 1 0 [3] [3]
:

sin( ) cos( ) 0 1 [2] [2]
t

y y I
t y

y y Q

−π − −π − −         
= = = =         −π −π − −         

R
  

 
3

3

cos( 3 / 2) sin( 3 / 2) 0 1 [4] [3]
:

sin( 3 / 2) cos( 3 / 2) 1 0 [3] [4]
t

y y I
t y

y y Q

− π − − π − −         
= = = =         − π − π         

R
  

 
In general 
 

 s IF/ , integerf f m m=  

 
The phase advance between consecutive samples (Figure 13.10) is 
 

 
2

m

πΔϕ =  

 
The relation between measured amplitudes and I/Q is 
 

 
[ ] 1 cos [ 1]1

[ ] 0 sin [ ]sin

I n y n

Q n y n

− Δϕ +     =     ΔϕΔϕ     
 (13.8) 

 

The rotation of 
[ ]

[ ]

I n

Q n

 
 
 

to 
[0] [1]

[0] [0]

I y

Q y

   =   
   

with angle n− Δϕ is given by 

 

 
[0] cos cos( 1) [ 1]1

[0] sin sin( 1) [ ]sin

I n n y n

Q n n y n

Δϕ − + Δϕ +     =     − Δϕ + ΔϕΔϕ     
 

 

The rotation of 
[0]

[0]

I

Q

 
 
 

to
I

Q

 
 
 

with angle −ϕ is given by 

 

 
cos[ ] cos[ ( 1) ] [ 1]1

sin[ ] sin[ ( 1) ] [ ]sin

I n n y n

Q n n y n

ϕ + Δϕ − ϕ + + Δϕ +     =     − ϕ + Δϕ ϕ + + ΔϕΔϕ     
 

 
13.3.2.3 Potential Problems with I/Q Sampling 
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Nonuniform Sampling 
 
The samples are not exactly 90o apart, for example, due to ADC clock jitter. This 
produces a ripple on I/Q values with the frequency of carrier, for example, at fIF. 
The effect is illustrated in Figure 13.11. These errors are easily detectable in I/Q 
demodulation. 
 
Large Phase Advances 
 
Choosing phase advances “far away” from 90o can worsen the SNR 
 

worsens SNR

[0] cos cos( 1) [ 1]1

[0] sin sin( 1) [ ]sin

I n n y n

Q n n y n

Δϕ − + Δϕ +     
=     − Δϕ + ΔϕΔϕ     
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Nonlinearities of Mixers 
 
These generate high harmonics of the input carrier. Odd harmonics of the carrier 
frequency are not distinguishable from the carrier by I/Q detection (Figure 13.12). 
These errors are difficult to detect in I/Q demodulation. 
 

Example 13.1: IF fundamental with 20% of third harmonic 
component is shown in Figure 13.13. 

 
If the input phase and amplitude change, the distortion changes and can corrupt the 
measurement. 
  

 
 
Figure 13.12 Nonlinear mixer. 

 
 
Figure 13.11 Samples not 90o apart: (a) rotated vector and (b) amplitude ripple. 
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13.3.3 Vector Representation 
 
The digital sampling demodulator shown in Figure 13.8 is capable of recovering 
the baseband I and Q components. Applying convolution theory and assuming an 
equivalent zero-order hold for the sampling detector yield 
 

 
s s

( ) ( )
n n

s t S I Q
T T

   
↔ ω = ω + + ω +   

   
  (13.9) 

 
where Ts is the sampling period and the nth component in the frequency domain 
occurs at the nth multiple of the sampling frequency.  
 
13.3.4 Undersampling 
 
The digital demodulator shown in Figure 13.8 does not necessarily require 
sampling beyond the Nyquist rate for the IF, provided the IF bandwidth is 
sufficiently narrow. Figure 13.14 illustrates the undersampling artifacts in the 
frequency domain that occur as a result of sampling the IF at a rate of 1/Ts. 
 
 

13.4 Direct IF Processing Elements 
 
The direct digital demodulator processing elements as outlined in Figure 13.4 are 
as follows: 
 

• A/D converter/IF Sampler 
• Digital IF sample to I/Q vector conversion 

 
 
Figure 13.13 I/Q sampling example when harmonics are present. 
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• I/Q vector-to-phase conversion 
• Phase differentiator for FM detection 
• Vector magnitude function for AM detection  

 
We briefly discuss these elements in this section. 
 
13.4.1 A/D Converter/IF Sampler 
 
Quantization and sampling effects must be considered. A good digital IF processor 
will include some capability for features such as dynamic bandwidth adjustment, 
amplitude demodulation, AM rejection for FM and PM detection, and dynamic 
AGC (automatic gain control) of the IF amplifier. The converter must also have 
sufficient bandwidth to pass the IF frequency without appreciable amplitude or 
group delay distortion across the IF bandwidth. A reasonable guideline is for the 
signal level to occupy one third of the dynamic range, leaving two thirds of the 
total as dynamic headroom.  
 
13.4.2 Digital IF Sample to I/Q Vector Conversion 
 
The I&Q demodulator example of Figure 13.8 samples the IF at π/2 radian 
intervals. This is also known as orthogonal sampling. There are significant 
drawbacks to the orthogonal sampling technique. A π/2 period requires a sampling 
rate of 4×  the IF, or 4× a sub-multiple of the IF as in the case with an under-
sampled system. The sampling system (e.g., the ADC and ADC clock generator) 
both generate currents within the system at the sampling rate. Because the sample 
clock harmonics fall directly at the IF, it can be tricky to suppress them and they 
may cause interference with the IF. Orthogonal sampling is also sensitive to signal 
distortion because of the correlated nature of the sample timing.  

 
 
Figure 13.14 Undersampling artifacts. 
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A better approach to I/Q vector conversion is to use a non-orthogonal 
technique. Figure 13.15 illustrates the vector constellation of a 9π/7 sampling rate. 
Using this technique, sample clock interference is reduced and effective dynamic 
range is improved. The SNR of the recovered I&Q digital baseband information 
can be calculated for both orthogonal and non-orthogonal cases as a function of 
ADC effective resolution, IF noise floor, and bandwidth as 

 

 d
10

nf

20 log
1

2

n

N

P A

V W

 
 

γ =  
 +
 

  (13.10) 

 
where 
 
Pn is the nth I/Q 9π/7 or π/2 normalization coefficient 
Ad is the fraction of usable dynamic range 
N is the ADC effective binary resolution 
Vnf is the IF noise floor voltage 
W is the bandwidth 
 
Normalization coefficients are calculated using 
 

 I,
s

1
cosnP

nT

 
=  

 
 (13.11) 

 
and 

 Q,
s

1
sinnP

nT

 
=  

 
 (13.12) 

 

 
 
Figure 13.15 9π/7 non-orthogonal sampling. 
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Figure 13.16 shows the SNR of the digitally recovered baseband information as a 
function of ADC resolution for both orthogonal and non-orthogonal sampling 
methods, as calculated by the formulas (13.10)–(13.12). The dynamic range, Ad, is 
one third. The bandwidth of the recovered data is 384 kHz and the IF noise floor is

120 dBc/ Hz.−  At the 7.5 bits of A/D resolution indicated, the non-orthogonal 

method yields a 10dB improvement in baseband SNR over the quadrature 
sampling method. In practice, an even better improvement is found due to the 
correlated aspects of the distortion and noise on the IF signal. If amplitude 
demodulation is not required, or if strong AM rejection is unimportant, then the Ad 

coefficient may be increased by as much as 2 ,×  yielding equivalent performance 
for one less bit of ADC resolution. 
 
13.4.3 I/Q Vector to Phase Conversion 
 
Binary I/Q to phase vector mapping can be simplified by applying the symmetry 
of the I/Q vector space. Figure 13.17 shows the circle divided into octants, with 
the resultant first three corresponding bits arbitrarily assigned. Note that the angle 
wraps through the zero point from 111 back to 000. First, the circle is divided into 
quadrants, simply by using the sign of the I/Q vectors to determine the first two 
bits. Then the quadrants are bisected by comparing absolute magnitudes of I and 
Q. Within the octant, the final result must be determined by estimating the 
arctangent of I/Q. 
 
13.4.3.1 Phase Differentiator for FM Detection 
 
Once accurate binary phase has been determined, FM calculation merely requires 
differentiation with respect to time. If the phase detector output sample rate is    

 
 
Figure 13.16 SNR of I/Q versus ADC resolution. 
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384 kHz, for example, FM baseband information can be extracted by lowpass 
filtering the phase difference at each sample interval. The best case SNR for strong 
signal reception can be calculated by 
 

 IF
10 bb

FM

20 log
2

W

W

 
γ = γ 

 
 (13.13) 

 
For the example, using a 7.5 bit ADC for the IF sampling, in the nonorthogonal 
case, and limiting the recovered demodulated bandwidth to approximately 17 kHz, 
γ = 67dB. 
 
13.4.4 Vector Magnitude: AM Detection 
 
Absolute magnitude of the I/Q vector sum can be calculated by the sum of squares 
method. As in the FM case, lowpass filtering is required and the SNR is dependent 
upon recovered bandwidth.  
 
13.4.5 Summary 
 
A digital demodulator can be implemented in dedicated hardware to realize all of 
the performance benefits of a soft DSP system but at a fraction of the cost. The 
integrated system described herein is ideal for mobile (tactical) applications 
requiring high performance. 

 

 
 
Figure 13.17 I/Q symmetry and phase demodulation. 
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13.5  I/Q Imbalance Compensation  
 
We discussed in Chapter 7, and again mentioned above, that I/Q channel 
imbalance degrades reception in analog receivers. We present in this section a 
method for compensating for this imbalance in digital receivers [7]. 
 
13.5.1 Baseband Signal Model for Digital Imbalance Compensation  
 
The purpose of imbalance compensation is to enhance the finite image attenuation 
L( f ) of the analog processing. More precisely, the goal is to obtain an image-free 
channel (referred to as the desired channel) signal located at non-zero IF after the 
initial wideband downconversion.  

The traditional approach is to try to estimate the imbalance parameters and 
use them in some kind of a correction network. Here we directly estimate the final 
quantity of interest: the desired signal. 

In this section the desired channel (light gray in Figure 13.18) baseband 
equivalent signal is denoted by s(t). The image channel (medium grey) baseband 
equivalent signal is denoted by i(t). Cochannel interference is represented with 

dark gray. In general, we denote the power in signal x(t) as { }2

x ( ) .P x t=   

As in the ideal (perfect matching) case, the unbalanced multichannel signal Z( 
f ) contains a desired signal component around +fIF and an image component 

 
 
Figure 13.18 I/Q imbalance compensation algorithm. 



Digital Demodulation 555 

around –fIF. Due to unbalances, Z(f) also has a destructive image signal component 
around +fIF and a desired signal component around –fIF. Motivated by this, we 
generate two baseband observations, d(t) and v(t): 
 

• d(t) is the baseband observation of the combined signal around +fIF 
• v(t) is the mirrored (complex-conjugated) baseband observation of the 

combined signal around –fIF 
 
This observation generation is illustrated in Figure 13.18. The desired signal s(t) is 
then estimated as 
 

 ˆ( ) { ( ), ( 1), ( 2), , ( ), ( 1), ( 2), }s t L d t d t d t v t v t v t= − − − −   (13.14) 

 
where {}L ⋅ is yet to be determined. 

After some manipulation, the frequency domain expression for these 
observations can be written using a matrix formulation as 
 
 ( ) ( ) ( )f f f=X A S  (13.15) 

 
where T( ) [ ( ) ( )] ,f D f V f=X T( ) [ ( ) * ( )] ,f S f I f= −S and s(t) and i(t) denote the 

baseband equivalents of the desired and image signals, respectively. 
The matrix A(f) is given by 

 

 1 2
c* *

2 1

( ) ( )
( ) ( , )

( ) ( )
IF IF

IF IF

G f f G f f
f f W

G f f G f f

+ + 
=  − − − − 

A P  (13.16) 

 
where Wc denotes the individual channel bandwidth and 

c c c( , ) diag[ ( , ), ( , )]f W f W f W= Π ΠP with 

 

c
c

1, / 2
( , )

0, otherwise

f W
f W

 ≤Π = 


  

 
If HI (f) = HQ(f), where these represent the transfer functions of the LP filters in the 
I-path and Q-path, respectively, the general model reduces to an instantaneous 
mixture model 
 

 1 s 2 s

* *
2 s 1 s

( )

( )

K P K Pd t

v t K P K P

  
=   
    

 (13.17) 
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where 1 s( ) ( ) / ,s t s t P= 2 i( ) *( ) / ,s t i t P= and { }2

s ( ) .P s t=    

This is a valid model if the I/Q demodulator is the main source of imbalance. 
Notice that compensation is actually needed only if the image signal is more 
powerful than the desired signal—that is, ˆ( ) ( )s t d t= is a good estimator if Ps >> Pi. 

Also note that even though the baseband model was given here in the 
continuous time domain, the observations can in practice be generated digitally 
(after ADC) where excess imbalance effects are avoided. Consequently, discrete 
time notations d[n], v([n], s[n], and i(n) are used hereafter. 

In general, the observations x1[n] = d[n] and x2[n] = v[n] appear as convoluted 
mixtures of the effective source sequences s1[n] = s[n] and s2[n] = i*[n]. The 
instantaneous mixture model is a special case of this. 
 
13.5.2 Adaptive Interference Cancellation (IC)-Based Compensation  
 
If the desired channel signal is more powerful than the image signal (Ps >> Pi), 
the image attenuation of analog processing is sufficient. In that case the desired 
channel observation d[n] can be used directly as an estimate of s[n]. On the other 
hand, in the difficult case of a strong image signal (Pi >> Ps), the attenuation of 
analog processing is insufficient. v[n] is highly correlated with the interfering 
signal component but only weakly correlated with the desired signal component of 
d[n]. 

Motivated by this, adaptive interference cancelling can be used to estimate 
s[n] as 
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The filter coefficients wk[n], k = {0, ..., NIC}, can be adapted with any practical 
algorithm, such as the well-known least-mean-square (LMS) or recursive least-
squares (RLS) algorithms. 
 
13.5.3 Summary 
 
In general, the IC-based compensator is only utilizable if the image signal is more 
powerful than the desired channel signal. Consequently, some kind of power 
estimation of the different channel signals is needed to decide when to switch the 
IC structure on and off. 
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The IC method is insensitive to the effects of additive noise and symbol 
timing errors, and, especially, to different interferer types. It is a blind technique, 
as no training signals are needed. It can cope with frequency-selective mismatches 
and it can tolerate time-variant mismatch effects due to its inherent adaptive 
nature. 
 
13.5.4 Verification and Validation  
 
We present in this section the simulation example of the technique presented in 
[8]. The received signal consists of the SOI and image channels of bandwidth 0.2π 
located originally around 0.7π and 0.3π, respectively. The SOI and image signals 
are QPSK- and 8PSK-modulated, respectively, with raised-cosine pulse shapes 
(roll-off 0.35). The relative power difference is –40dB. In translating the SOI 
channel signal to an IF of 0.2π, imbalance values of g = 1.02 and φ = –2o are 
assumed for the quadrature demodulator. The branch mismatches are modeled as 
HI (z) = 0.01 + z–1 +  0.01z–2 and HQ(z) = 0.01 + z–1 + 0.2z–2.  Finally, the symbol 
rate baseband observations d[n] and v[n] are generated by proper frequency 
translations of 0.2 ,± π lowpass filtering, and decimation. 

The standard RLS algorithm with a forgetting factor of 0.999 is used to adapt 
the IC filter of length 5 (NIC = 4). The total number of samples is 2000 to ensure 
steady-state operation. 

Front-end imbalance properties used in the simulations are illustrated in 
Figure 13.19 and Figure 13.20. Single realizations of the absolute value of the 
center tap w2[n] are presented in Figure 13.21 to illustrate the convergence 
properties. Convergence in this case occurs after about five iterations. 
 The symbol constellation after convergence is shown in Figure 13.22 for the 
SOI. Recall that this signal has QPSK modulation (same as QAM) and is 40dB 

 
 
Figure 13.19 Relative amplitude and phase mismatches of branch components. 



Electronic Warfare Receivers and Receiving Systems 558 

less in amplitude than the image signal. We see that the image is almost totally 
suppressed. 
 
 
 
 
  

 
 
Figure 13.21 Center tap value w2[n]; forgetting factor = 0.999, NIC = 4. 

 

 
 
Figure 13.20 General imbalance coefficients G1 and G2. 
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13.6 Concluding Remarks  
 
Demodulating signals digitally is not functionally different from demodulating 
them in the analog domain. However, if the signals are already digital, due to IF or  
RF digitization, for example, then they need not be converted back to analog form 
for demodulation. We covered the basics of such demodulation in this chapter as 
well as provided a technique for demodulation without resorting to a DSP for that 
purpose. 
 A method was offered for compensating for the inevitable phase and gain 
imbalances in I/Q processing. The technique is applied once the signals have been 
converted to digital form. These imbalances are due to the analog components in 
the RF stage as well as the IF chain prior to the A/D conversion. 
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Chapter 14 
 
 

Digital-to-Analog Converters 
 
 

14.1 Introduction 
 
A digital-to-analog converter (DAC or D/A converter) is a device for converting a 
digital (usually binary) code to an analog signal (current, voltage, or charges). 
DACs are the interface between the digital signal processing domain and the 
analog domain. Simple switches, a network of resistors, current sources, or 
capacitors may implement this conversion. A DAC inputs a binary number and 
outputs an analog voltage or current signal. The block diagram symbol for a DAC 
is shown in Figure 14.1 [1–7]. 

A modern DAC today typically has the converter itself and a collection of 
support circuitry built into a single chip. The first DACs were board level designs, 
built from discrete components, including vacuum tubes as the switching 
elements. Monolithic DACs began to appear in the early 1970s along with other 
monolithic circuits. These early examples were actually sub-blocks of the DAC. 
As progress in monolithic integrated circuits advanced, these functions were 
integrated on the same die, and additional digital circuitry, specifically latches to 
store the digital input, were added. The input bank of latches could also be a shift 
register, which would allow a serial interface. 

Since the output of the DAC is often a current, an op amp is often added to 
perform the current-to-voltage (I/V) conversion. We have more on this later. On 
the input a voltage reference is usually added. 

Process limitations did not allow the integration of all these sub-blocks to 
occur at once. Initially, the processes used to make the various sub-blocks were 
not compatible. The process that made the best switches was typically not the best 
for the amplifier and the reference. As the processes became more advanced these 
limitations decreased in importance. Today CMOS process technology can make 
acceptable amplifiers and processes combining bipolar and CMOS together. 
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 This chapter is structured as follows. First, several DAC topologies are 
introduced. Each of these has its own properties and we discuss some of them. 
DAC error sources, both static and dynamic, are discussed next. The outputs of 
DACs are not smooth analog waveforms but sequences of discrete levels. This 
output must be filtered in order to remove the discontinuities. Reconstruction 
filters are used for this purpose, and they are discussed next.  

The switches and current sources shown in this chapter are most often 
implemented with semiconductor devices (BJT, MOSFET, CMOS, etc.) in modern 
DACs. Consequently, we conclude the chapter with an appendix that considers 
using MOSFETs as switches and current sources. 

 
 

14.2 Digital-to-Analog Converter Architectures  
 
14.2.1 DAC Transfer Function 
 
The DAC analog output is shown in Figure 14.2 for N = 3. In the ideal case, the 
analog output is a liner function of the input code because the input digital code 
word is infinitely long, and there is no quantization of the output. In a practical 
realization, where the input code does not consist of an infinite length digital word, 
the output is represented as a fraction of the reference as 
 

 
 
Figure 14.1 DAC symbol. 
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V V=  (14.1) 

 
where: 
 
Vo is the analog output 
Di is the digital input code 
N is the number of digital input bits (resolution) 
VRef is the reference voltage (full-scale) 
 
Next we will examine some DAC architectures. When we refer to DACs here, we 
are referring to the basic converter rather than a complete system. 
 
14.2.2 String DAC 
 
14.2.2.1 Voltage Reference Divider 
 
Perhaps the simplest structure of all to understand is the voltage reference divider 
DAC shown in Figure 14.3. An N-bit version of this DAC simply consists of 2N 
equal resistors in series and 2N switches (usually CMOS), one between each node 
of the chain and the output. One switch at a time in Figure 14.3 is closed, 
depending on the 3-bit digital input word. The decoding logic driving this DAC is 
shown in Table 14.1, where V corresponds to the unit voltge associated with the 
drop across each of the resistors. Obviously, this becomes quite complex as the 
number of bits rises above 8 or so, especially considering that often the resistors 

 
 
Figure 14.2  DAC transfer function, 8-bit example. 
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must be precisely trimmed for acceptable operation. The current flows through the 
switches so impedance characteristics of the switches must be taken into 
consideration. 

The output is taken from the appropriate tap by closing just one of the 
switches, while leaving the rest open (there is some slight digital complexity 
involved in decoding to 1 of 2N switches from N-bit data). This architecture is 
simple, has a voltage output, and is inherently monotonic—even if a resistor is 
accidentally short-circuited, output n cannot exceed output n + 1. It is linear if all 
the resistors are equal but may be made nonlinear if a nonlinear DAC is required. 
The output is a voltage but it has the disadvantage of having relatively large output 
impedance. This output impedance is also code dependent (the impedance changes 
with changes to the digital input). In many cases it is beneficial to follow the 
output of the DAC with an amplifier, as shown in Figure 14.3, to buffer this output 
impedance and present a low-impedance source to the following stage [8]. 

 

 
Figure 14.3 Voltage reference divider DAC. 3-bit converter in this case (eight possible levels).
Virtually no current flows through switches. 
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Since only two switches operate during any transition, it is a low-glitch 
topology (the concept of glitch will be examined in Section 14.3.2). Also, the 
switching glitch is not code-dependent, making it ideal for low-distortion 
applications. Because the glitch is constant regardless of the code transition, the 
frequency content of the glitch is at the DAC update rate and its harmonics—not at 
the harmonics of the DAC output signal frequency.  

The major drawback of the string DAC is the large number of resistors and 
switches required for high resolution. There are 2N resistors required, so a 10-bit 
DAC would require 1024 switches and resistors, and as a result it was not 
commonly used as a simple DAC architecture until the advent of very small IC 
feature sizes made it practical for low and medium DAC resolution (typically up to 
10 bits). 

The output of a DAC for an all 1s code is 1 lsb below the reference, so a 
string divider DAC intended for use as a general-purpose DAC has a resistor 
between the reference terminal and the first switch as shown in Figure 14.3. 
 
14.2.2.2 Segmented String DACs 
 
A variation of the voltage reference divider DAC is the segmented string DAC. 
Here we reduce the number of resistors required by segmenting. Figure 14.4 
shows a segmented voltage-output DAC. Since there are buffers between the first 
and second stages, the second string DAC does not load the first, and the resistors 
in the second string do not need to have the same value as the resistors in the first. 
For linearity, however, all the resistors in each string do need to be equal to each 
other. The example shown has 3-bit first and second stages but for the sake of 
generality, let us refer to the first (msb) stage resolution as M-bits and the second 
(lsb) as K-bits for a total of N = M + K bits. The msb DAC has a string of 2M equal 
resistors and a string of 2K equal resistors making up the lsb DAC. As an example, 
if we make a 10-bit string DAC out of two 5-bit sections, each segment would 
have 32 resistors, for a total of 64, as opposed to the 1024 required for a standard 
string divider. This is an obvious huge advantage. The decoding for all switches 

Table 14.1 Decoding Logic for the Voltage Divider in Figure 14.3 

 
d2 d1 d0  b0 b1 b2 b3 b4 b5 b6 b7 Vout 
0 0 0  ON OFF OFF OFF OFF OFF OFF OFF 0 
0 0 1 OFF ON OFF OFF OFF OFF OFF OFF V 
0 1 0 OFF OFF ON OFF OFF OFF OFF OFF 2V 
0 1 1 OFF OFF OFF ON OFF OFF OFF OFF 3V 
1 0 0 OFF OFF OFF OFF ON OFF OFF OFF 4V 
1 0 1 OFF OFF OFF OFF OFF ON OFF OFF 5V 
1 1 0 OFF OFF OFF OFF OFF OFF ON OFF 6V 
1 1 1 OFF OFF OFF OFF OFF OFF OFF ON 7V 
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occurs in parallel, however, so there is no delay disadvantage of this architecture 
compared to the single string topology. 
 For the switch settings in Figure 14.4, we have msb = 100 (4/8) and lsb = 110 
(6/8) corresponding to the data word 100110. 

Buffer amplifiers can have offset, of course, and this can cause 
nonmonotonicity in a buffered segmented string DAC. In the configuration of a 
buffered segmented string divider buffer shown in Figure 14.4, buffer A is always 
at a lower potential than buffer B, and an extra tap labeled “8/8” on the lsb string 
DAC is not necessary. The data decoding is just two priority encoders. But if the 
decoding of the msb string DAC is made more complex so that buffer A can only 
be connected to the taps labeled “A” in the msb string DAC and buffer B to the 
taps labeled “B” (this is normally the case), then it is not possible for buffer offsets 
to cause nonmonotonicity. Of course, the lsb string DAC decoding must change 
direction each time one buffer leapfrogs the other, and taps 0 and 8/8 on the lsb 
string DAC are alternately not used—but this involves a fairly trivial increase in 
logic complexity and is justified by the increased performance. 

Little current flows through the msb switches because of the high input 
impedance of the buffer amplifiers. The same cannot be said for the lsb switches, 
and the output impedance will be data word dependent. Therefore, an amplifier is 

 

 
Figure 14.4 Segmented voltage-output DAC. 
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often placed at the output as shown. This places a high impedance load to the LSB 
resistors, minimizing the loading effects as well as the current through the 
switches. 
 
14.2.3 Fully Decoded DACs 
 
The current-output DAC architecture analogous to a string DAC consists of 2N – 1 
switchable current sources (which may be resistors and a voltage reference or may 
be active current sources) connected to an output terminal. This output level must 
be at, or close to, ground potential; therefore the loading of the following stage 
must have very low impedance. Figure 14.5 shows a fully decoded DAC that uses 
resistors connected to a reference voltage to generate the currents. 

If active current sources are used as shown in Figure 14.6, the output may 
have more compliance (the allowable voltage on the output pin that still 
guarantees performance), and a resistive load is typically used to develop an 
output voltage.1 The load resistance must be chosen so that at maximum output 
current the output terminal remains within its rated compliance voltage. 

Once a current in a fully decoded DAC is switched into the circuit by 
increasing the digital code, any further increases do not switch it out again. The 
structure is thus inherently monotonic, irrespective of inaccuracies in the currents. 
Again, like the string divider, only the advent of high-density IC processes has 
made this architecture practical for general-purpose medium-resolution DACs. 
 The decoding logic for these current ladders is displayed in Table 14.2. 
 
 

                                                           
1 We discuss using transistors as current sources in the appendix to this chapter. 

 
Figure 14.5 Resistor current ladder. The simplest current-output fully decoded DAC. 
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Table 14.2 Decoding Logic for the Current Ladders in Figures 14.5, 14.6, and 14.7 

 
d2 d1 d0  b0 b1 b2 b3 b4 b5 b6 b7 Iout 
0 0 0  ON OFF OFF OFF OFF OFF OFF OFF 0 
0 0 1 OFF ON OFF OFF OFF OFF OFF OFF I 
0 1 0 OFF ON ON OFF OFF OFF OFF OFF 2I 
0 1 1 OFF ON ON ON OFF OFF OFF OFF 3I 
1 0 0 OFF ON ON ON ON OFF OFF OFF 4I 
1 0 1 OFF ON ON ON ON ON OFF OFF 5I 
1 1 0 OFF ON ON ON ON ON ON OFF 6I 
1 1 1 OFF ON ON ON ON ON ON ON 7I 

 

  
 
Figure 14.6 Current sources improve the basic current-output fully decoded DAC. 
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14.2.3.1 Binary Weighted Ladder 
 
The binary weighted ladder shown in Figure 14.5 contains one resistor or current 
source for each bit of the DAC connected to a summing point. These precise 
voltages or currents sum to the correct output value. This is one of the fastest 
conversion methods but suffers from poor accuracy because of the high precision 
required for each individual voltage or current. Such high-precision resistors and 
current sources are expensive, so this type of converter is usually limited to 8-bit 
resolution or less. 

The DAC where the currents are switched between two output lines—one of 
which is often grounded, but may, in the more general case, be used as the 
inverted output—is more suitable for high-speed applications because switching a 
current between two outputs is far less disruptive and so causes a far lower glitch 
than simply switching a current on and off. This architecture is shown in       
Figure 14.7. 
  But the settling time of this DAC still varies with initial and final code, giving 
rise to intersymbol distortion [also known as intersymbol interference (ISI) in the 
communication literature]. This can be addressed with even more complex 
switching where the output current is returned to zero before going to its next 
value. Note that although the current in the output is returned to zero it is not 
turned off—the current is dumped to ground when it is not being used rather than 
being switched on and off. 

 
 
Figure 14.7 Current ladder with complementary current outputs. 
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In the normal (linear) version of this DAC, all the currents are nominally 
equal. Where it is used for high-speed applications, its linearity can also be 
improved by dynamically changing the order in which the currents are switched by 
ascending code. Instead of code 001 always turning on current A, code 010 always 
turning on currents A and B, code 011 always turning on currents A, B, and C, 
etc., the order of turn-on relative to ascending code changes for each new data 
point. This can be done quite easily with a little extra logic in the decoder. The 
simplest way of achieving it is with a counter that increments with each clock 
cycle so that the order advances: ABCDEFG, BCDEFGA, CDEFGAB, etc., but 
this algorithm may give rise to spurious tones in the DAC output. A better 
approach is to set a new pseudo-random order on each clock cycle—this requires a 
little more logic, but even complex logic is now very cheap and easily 
implemented on CMOS processes. There are other, even more complex, 
techniques that involve using the data itself to select bits and thus turn current 
mismatch into shaped noise.  
 
14.2.3.2 Binary-Weighted Current Source 
 
The voltage-mode binary-weighted resistor DAC shown in Figure 14.8 is a simple 
example of a DAC. However, this DAC is not inherently monotonic and is 
actually quite hard to manufacture successfully at high resolutions due to the large 
spread in component (resistor) values. In addition, the output impedance of the 
voltage mode binary DAC changes with the input code. 

Current-mode binary-weighted DACs are shown in Figure 14.9(a) (resistor-
based) and Figure 14.9(b) (current source-based) [9]. An N-bit DAC of this type 
consists of N-weighted current sources (which may simply be resistors and a 
voltage reference) in the ratio 1:2:4:8:,…,:2N. The lsb switches the 2N current, the 
msb the 1 current, etc. The theory is simple but the practical problems of 
manufacturing an IC of an economical size with current or resistor ratios of even 
128:1 for an 8-bit DAC are enormous, especially as they must have matched 
temperature coefficients. This architecture is virtually never used on its own in 

 
Figure 14.8 Binary-weighted resistor ladder. 
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integrated circuit DACs, although, again, 3 bit or 4 bit versions have been used as 
components in more complex structures. 

 
14.2.3.3 R/2R Ladder 
 
A simpler circuit is the R/2R ladder, which uses 3N + 2 resistors [10–12]. This is 
shown in Figure 14.10. The R/2R ladder DAC is a binary-weighted DAC that 
creates each value with a repeating structure of two resistor values, R and 2R. This 
improves DAC precision due to the ease of producing many equal matched values 
of resistors or current sources but lowers conversion speed due to parasitic 
capacitance. Also, there are relatively few resistors to trim. 
 The operating principles of the R/2R ladder can be explained with the aid of 
Figure 14.11. We want to generate currents I0, 2I0, 4I0,…. Two 2R resistors in 
parallel means that the 2I0 current will split equally parallel as in Figure 14.11(a). 
The two Thévenin resistances of the two branches at V1 in Figure 14.11(b) both 
equal 2R so the current into this node splits evenly. We already know that the  

 
Figure 14.10 R/2R ladder; 2 bit converter in this case. Current flows through switches so Ron is a
consideration. 

 
 
Figure 14.9 Current mode binary-weighted DACs: (a) resistor, and (b) current source. 
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Figure 14.11 R/2R ladder current flows: (a) two 2R resistors in parallel split the 2I0 current equally, (b)
the current into the node splits evenly, and (c) the process in (b) repeated. 
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current into node V0 is 2I0, so it follows that I1 = 2I0. We can repeat this process 
indefinitely and, using only two resistor values, can generate a whole series of 
currents, where In = 2nI0 as we see in Figure 14.11(c). From the voltage drop 
across the horizontal resistors, we see that 1

02 2 .n
n nV RI RI+= = For an N-bit 

ladder the input voltage is therefore in 02NV RI= so that 0 in2 / .NI V R−=  This is the 

basis for the R/2R ladder DAC. 
 Note that Ron of the switches is in series with the 2R leg, so Ron should be 
significantly less than 2R. 
 
14.2.4 Time Reference Divider 
 
The time reference divider segregates time into widths proportionally to the 
voltage at the input. This is illustrated in Figure 14.12. The time that S1 is in the on 
position is controlled by the digital word input to the DAC. In principle, the longer 
S1 is on, the larger the output voltage. The shorter S1 is on, the lower the output 
voltage. This is illustrated in Figure 14.13. The voltage out of the switch is 
lowpass filtered and sent to the output. This is referred to as pulse width 
modulation (actually pulse width demodulation, since modulation is reverse of this 
process). What is actually shown is a 1-bit DAC, where the input bit determines 
the direction, or slope, of the output waveform. The input bits are fed into the 
DAC serially, one bit at a time. 
 In Figure 14.13(a) we see the input serial stream of bits. Notice that in regions 
marked “A,” there are about the same number of 1s as 0s and the output waveform 

 
 
Figure 14.12 Pulse width demodulator. 

 

 
 
Figure 14.13 Pulse width demodulator waveforms: (a) input, and (b) demodulated output. 
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in Figure 14.13(b) is approximately flat, or the derivative is around zero. In the 
regions marked B there are more 0s than 1s and the slope is negative, forcing the 
output waveform to decrease toward its minimum value. In the regions marked C, 
there are more 1s than 0s and the output waveform has a positive trajectory, 
heading toward its maximum value. 

One possible circuit to implement this demodulation function is shown in 
Figure 14.14. 

 
14.2.5 Oversampling DACs 
 
The concept of oversampling can be applied to high-speed DACs just as it was for 
ADCs in Chapter 8 and for the same reasons. Oversampling relaxes the 
requirements on the output filter as well as increase the SNR due to process gain. 
Consider a traditional DAC driven at an input word rate of 30 Msps [Figure 
14.15(a)]. Assume the DAC output frequency is 10 MHz. Then the image 
frequency component at 30 MHz – 10 MHz = 20 MHz must be attenuated by the 
analog reconstruction filter, and the transition band of the filter is therefore 10 
MHz to 20 MHz. 

If the image frequency must be attenuated by 60dB, the filter must go from a 
passband of 10 MHz to 60dB stopband attenuation over the transition band lying 
between 10 MHz and 20 MHz (one octave). Filters provide 6dB attenuation per 
octave for each pole. Therefore, a minimum of 10 poles is required to provide the 
required attenuation. This is a fairly aggressive filter and would involve high Q 
sections that would be difficult to manufacture and align and to keep aligned. 
Filters become even more complex as the transition band becomes narrower. 
When we increase the DAC update rate to 60 Msps and insert a zero between each 
original data sample, the parallel data stream rate becomes 60 Msps, but we must 
now determine the value of the zero-value data points. This is done by passing the 

 
 
Figure 14.14 DAC demodulator. One possible pulse width demodulator. 
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60 Msps data stream with the added zeros through a digital interpolation filter that 
computes the additional data points. The response of the digital filter relative to 
the 2× oversampling frequency is shown in Figure 14.15(b). The analog 
antialiasing filter transition zone is now 10 MHz to 50 MHz (the first image occurs 
at 2fs – f0 = 60 – 10 = 50 MHz). This transition zone is a little greater than 2 
octaves, implying that a 5-pole or 6-pole Butterworth filter is adequate. 
 
14.2.6 Sigma-Delta DACs 
 
Oversampling DACs such as the Σ-Δ DAC use a pulse density conversion 
technique. The oversampling technique allows for the use of a lower resolution 
DAC internally. A simple 1 bit DAC is often chosen, as it is inherently linear. The 
DAC is driven with a pulse density modulated signal, created through negative 
feedback. The negative feedback acts as a highpass filter for the quantization 
(signal processing) noise, thus pushing this noise out of the passband. Most very 
high-resolution DACs (greater than 16 bits) are of this type due to their high 
linearity and low cost. Speeds of greater than 10 Msps and resolutions of 24 bits 
are attainable with Σ-Δ DACs. Simple first-order Σ-Δ modulators or higher order 
topologies such as multistage noise shaping can be used to generate the pulse 

 
 

Figure 14.15 Analog filter requirements for f0 = 10 MHz: (a) fs = 30 Msps, and (b) fs = 60 Msps. 
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density signal. Higher oversampling rates relax the specifications of the output 
lowpass filter and enable further suppression of quantization noise. 

Σ-Δ DACs operate very similarly to Σ-Δ ADCs. However, in a Σ-Δ DAC, the 
noise-shaping function is accomplished with a digital modulator rather than an 
analog one. 

A Σ-Δ DAC, unlike the Σ-Δ ADC, is mostly digital [Figure 14.16(a)]. It 
consists of an interpolation filter (a digital circuit that accepts data at a low rate, 
inserts zeros at a high rate, and then applies a digital filter algorithm and outputs 
data at a high rate), a Σ-Δ modulator (which effectively acts as a lowpass filter to 
the signal but as a highpass filter to the quantization noise and converts the 
resulting data to a high-speed bit stream), and a 1 bit DAC whose output switches 
between equal positive and negative reference voltages. The output is filtered in an 
external analog LPF. Because of the high oversampling frequency, the complexity 
of the LPF is much less than the case of traditional Nyquist operation [13]. 

It is possible to use more than one bit in the Σ-Δ DAC, and this leads to the 
multibit architecture shown in Figure 14.16(b). The concept is similar to that of 
interpolating DACs previously discussed, with the addition of the digital Σ-Δ 
modulator. In the past, multibit DACs have been difficult to design because of the 
accuracy requirement on the n-bit internal DAC (this DAC, although only n bits, 
must have the linearity of the final number of bits, N). 
 
14.2.7 Current-to-Voltage Converters 
 
IC DACs provide either voltage or current outputs. Figure 14.17 shows three 
fundamental configurations, all of which use an op amp to develop a buffered 
output voltage. 

 
 
Figure 14.16 Sigma delta DACs: (a) single bit, and (b) multibit. 
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Figure 14.17(a) shows a buffered voltage output DAC. In many cases, the 
DAC output can be used directly, without additional buffering. This is largely 
determined by the loading on the output. If an additional op amp is needed, it is 
usually configured in a noninverting mode, with gain determined by R1 and R2. 

There are two basic methods for dealing with a current output DAC. A direct 
method to convert the output current into a voltage is shown in Figure 14.17(c). 
This circuit is usually called a current-to-voltage converter, or I/V. In this circuit, 
the DAC output drives the inverting input of an op amp, with the output voltage 
developed across the R2 feedback resistor. In this approach the DAC output always 
operates at virtual ground [which may give a linearity improvement vis-à-vis 
Figure 14.17(b)]. 

In Figure 14.17(b), a voltage is simply developed across external load resistor, 
RL. This is typically done with high-speed op amps. An external op amp can be 
used to buffer and/or amplify this voltage if required. The output current is 
dumped into a resistor instead of into an op amp directly since the fast edges may 
exceed the slew rate of the amplifier and cause distortion. Many DACs supply 
full-scale currents of 20 mA or more, thereby allowing reasonable voltages to be 
developed across fairly low value load resistors. For instance, fast settling video 
DACs typically supply nearly 30 mA full-scale current, allowing 1V to be 
developed across a source and load terminated 75Ω coaxial cable (representing a 
DC load of 37.5Ω to the DAC output). 

The general selection process for an op amp used as a DAC buffer is that the 
performance of the op amp should not compromise the performance of the DAC. 

 
 
Figure 14.17 Buffering DAC outputs with op amps: (a) buffered voltage output, (b) voltage developed
across RL, and (c) current-to-voltage direct method. 
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The basic specifications of interest are DC accuracy, noise, settling time, 
bandwidth, distortion, etc. 
 
 

14.3 Error Sources in DACs 
 
The error sources inherent to DACs can be categorized as either static or dynamic. 
Static error sources are inherent to the DAC in question and are independent of the 
particular signal being converted. On the other hand, the effects of dynamic errors 
are signal dependent. 
 
14.3.1 Static Error Sources 
 
14.3.1.1 Nonlinearity 
 
An integral nonlinearity (INL) is the maximum deviation of the analog output 
from the ideal straight line passing through the end points. Such a nonlinearity is 
illustrated in Figure 14.18. 

A differential nonlinearity is the maximum deviation of the difference in the 
analog output between two adjacent codes from the ideal step size. 
 
14.3.1.2 Offset Error 
 
Offset error is a constant offset of the analog output irrespective of the input 
symbol. See Figure 14.19. 
 
14.3.1.3 Gain Error 
 
When the output is linear but has the wrong conversion gain, as indicated by an  
incorrect slope in the transfer function, gain error is exhibited. This error source is 
also illustrated in Figure 14.19. 
 
14.3.1.4 Non-Monotonicity 
 
A DAC is monotonic if the output either increases or remains constant as the input 
code increases by one lsb anywhere in the transfer function. If the output decreases 
when the input symbol is increased by 1 lsb then non-monotonicity is manifest. 
The DAC corresponding to the transfer function shown in Figure 14.20 is 
monotonic. 
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Figure 14.19  Static nonidealities: (a) offset error, and (b) gain error. 

 
 
Figure 14.18  Integral nonlinearity. 
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14.3.1.5 Quantization Noise Error 
 
The digital input cannot precisely represent a continuous analog output. This is 
referred to as quantization noise, as we discussed in Chapter 8 for ADCs. The 
noise power due to quantization is 
 
 2 2 /12qε =   

 
where 
 
q is 1 lsb 
1 lsb = Full-scale/2N 

 
The SNR is then given by (7.4), which is the quantization noise limit on the SNR. 
Quantization noise is illustrated in Figure 14.21 for N = 3. 
 
14.3.2 Dynamic Error Sources 
 
The dynamic specifications that are most important with DACs are settling time, 
glitch impulse area, distortion, and SFDR [14]. 
 
14.3.2.1 Settling Time 
 
The settling time of a DAC is the time from a change of digital code to when the 
output comes within and remains within some error band as shown in Figure 
14.22. With amplifiers, it is hard to make comparisons of settling time, since their 

 
 
Figure 14.20 Monotonic transfer function. 
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error bands may differ from amplifier to amplifier, but with DACs the error band 
will almost invariably be ±1 or ±½ LSB. 

The settling time of a DAC is made up of four different time periods (see 
Figure 14.22): the switching time or dead time (during which the digital switching, 
but not the output, is changing), the slewing time (during which the rate of change 
of output is limited by the slew rate of the DAC output), the recovery time (when 
the DAC is recovering from its fast slew and may overshoot), and the linear 
settling time (when the DAC output approaches its final value in an exponential or 
near exponential manner). If the slew time is short compared to the other three (as 
is usually the case with current output DACs), then the settling time will be largely 
independent of the output step size. On the other hand, if the slew time is a 
significant part of the total, then the larger the step, the longer the settling time. 

 

 
 
Figure 14.22 DAC settling time. 

 
 
Figure 14.21 DAC quantization noise for N = 3. 
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14.3.2.2 Glitch Impulse Area 
 
Ideally, when a DAC output changes it should move from one value to its new one 
monotonically. In practice, the output is likely to overshoot, undershoot, or both  
(Figure 14.23). This uncontrolled movement of the DAC output during a transition 
is known as a glitch. It can arise from two mechanisms: capacitive coupling of 
digital transitions to the analog output and the effects of some switches in the 
DAC operating more quickly than others and producing temporary spurious 
outputs. 

Capacitive coupling frequently produces roughly equal positive and negative 
spikes (sometimes called a doublet glitch) that more or less cancel in the longer 
term. The glitch produced by switch timing differences is generally unipolar, much 
larger, and of greater concern. 

Glitches can be characterized by measuring the glitch impulse area, 
sometimes inaccurately called glitch energy. The term glitch energy is a 
misnomer, since the unit for glitch impulse area is volt-seconds (or more probably 
μV-sec or pV-sec). The peak glitch area is the area of the largest of the positive or 
negative glitch areas. The glitch impulse area is the net area under the voltage-
versus-time curve and can be estimated by approximating the waveforms by 
triangles, computing the areas, and subtracting the negative area from the positive 
area as shown in Figure 14.24. 

The mid-scale glitch produced by the transition between the codes 0114...111 
and 1000...000 is usually the worst glitch since typically all the switches try to 
change state at the same time. Glitches at other code transition points (such as ¼ 
and ¾ full-scale) are generally less. Figure 14.25 shows the mid-scale glitch for a 
fast low-glitch DAC. The peak and net glitch areas are estimated using triangles as 
described above. Settling time is measured from the time the waveform leaves the 
initial 1-lsb error band until it enters and remains within the final 1-lsb error band. 
The step size between the transition regions is also 1lsb. 

 
14.3.2.3 SFDR and SNR 
 
If we consider the spectrum of a waveform reconstructed by a DAC from digital 
data, we find that, in addition to the expected spectrum (which will contain one or  

 
 
Figure 14.23 DAC transitions (showing glitch). 
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Figure 14.24 Calculating net glitch areas. 

 

 
 
Figure 14.25 DAC mid-scale glitch shows 1.34 pV-sec net impulse area and settling time of 4.5 nsec. 
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more frequencies, depending on the nature of the reconstructed waveform), there 
will also be noise and distortion products [15, 16]. Distortion may be specified in 
terms of harmonic distortion, SFDR, intermodulation distortion, or all of these. 
Harmonic distortion is defined as the ratio of harmonics to fundamental when a 
(theoretically) pure sine wave is reconstructed and is the most common 
specification. 

SFDR is the ratio of the worst spur (usually, but not necessarily, always a 
harmonic of the fundamental) to the fundamental. Code-dependent glitches will 
produce both out-of-band and in-band harmonics when the DAC is reconstructing 
a digitally generated sine wave as in a DDS system. The mid-scale glitch occurs 
twice during a single cycle of a reconstructed sine wave (at each mid-scale 
crossing) and will therefore produce a second harmonic of the sine wave, as shown 
in Figure 14.26. Note that the higher order harmonics of the sine wave, which alias 
back into the first Nyquist bandwidth (DC to fs/2), cannot be filtered. 

It is difficult to predict the harmonic distortion or SFDR from the glitch area 
specification alone. Other factors, such as the overall linearity of the DAC, also 
contribute to distortion. In addition, certain ratios between the DAC output 
frequency and the sampling clock cause the quantization noise to concentrate at 
harmonics of the fundamental, thereby increasing the distortion at these points. It 
is therefore usually necessary to determine some parameters through testing. 

There are nearly an infinite combination of possible clock and output 
frequencies for a low distortion DAC, and SFDR is generally specified for a 
limited number of selected combinations [17].  

 
14.3.2.4 Other Dynamic Considerations 
 
Again, some specifications may be encountered that are less common and are 
listed below. 

 
 
Figure 14.26 Effect of code-dependent glitches on spectral output. 
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Automatic Zero: To achieve zero stability in many integrating-type converters, a 
time interval is provided during each conversion cycle to allow the circuitry to 
compensate for drift errors. The drift error in such converters is essentially zero. 
 
Channel-to-Channel Isolation: In multiple DACs, the proportion of analog input 
signal from one DAC’s reference input that appears at the output of the other 
DAC, expressed logarithmically in decibels. See also crosstalk. 
 
Crosstalk: Leakage of signals, usually via capacitance between circuits or channels 
of a multichannel system or device, such as a multiplexer, multiple op amp, or 
multiple DAC. Crosstalk is usually determined by the impedance parameters of 
the physical circuit, and actual values are frequency-dependent. See also channel-
to-channel isolation. Multiple DACs have a digital crosstalk specification: the 
spike (sometimes called a glitch) impulse appearing at the output of one converter 
due to a change in the digital input code of another of the converters. It is specified 
in nanovolt- or picovolt-seconds and measured at VRef = 0 V. 
 
Feedthrough: Undesirable signal coupling around switches or other devices that 
are supposed to be turned off or provide isolation—for example, feedthrough error 
in a sample-and-hold, multiplexer, or multiplying DAC. Feedthrough is variously 
specified in percent, decibels, parts per million, fractions of 1 lsb, or fractions of 1 
volt, with a given set of inputs, at a specified frequency.  
 
 

14.4 Reconstruction Filters 
 
The output of a DAC is not a continuously varying waveform but instead a series 
of DC levels. This output must be passed through a filter to remove the high-
frequency components and smooth the waveform into a more truly analog 
waveform. The concept of digital filtering was discussed in more detail in Chapter 
9. In general, to preserve spectral purity, the images of the DAC output must be 
attenuated below the resolution of the DAC. To use the example cited above, we 
assume that the DAC output passband is 10 MHz. The sample rate is 30 MHz. 
Therefore, the image of the passband that must be attenuated is 30 MHz – 10 MHz 
= 20 MHz. This is the sample rate minus the passband frequency. The DAC in this 
example is a 10 bit device, which would indicate a distortion level of −60dB. So a 
reconstruction filter should reduce the image by 60dB while not attenuating the 
fundamental at all. Since a filter attenuates at 6 dB/pole, this would indicate that a 
tenth-order filter would be required. 

There are several other considerations that must be taken into account. First is 
that most filter cutoffs are measured at the −3 dBpoint. Therefore, if we do not 
want the fundamental attenuated, some margin in the filter is required. The graphs 
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in the filter section will help illustrate this point. This will cause the transition 
band to become narrower and thus the order of the filter to increase.  

Second, since the output of a DAC is not a continuously varying waveform;  
instead, a series of DC level, the DAC puts out a DC level until it is told to put out 
a new level. This is illustrated in Figure 14.27. The width of the pulses is 1/fs. The 
spectrum of each pulse is represented by the sinc function shown in Figure 14.28. 
This response is added to the response of the reconstruction filter to provide the 
overall response of the converter. This will cause an amplitude error as the output 
frequency approaches the Nyquist frequency (fs/2). Some high-speed DACs  
incorporate an inverse filter (in the digital domain) to compensate for this rolloff. 

 
 

14.5 Concluding Remarks 
 
We  covered several DAC architectures and discussed some of the advantages and 
disadvantages of each of them in this chapter. The speed and resolution 
(determined by the number of bits) of DACs are regularly improving and 

 

 
 
Figure 14.28 Sinc function (normalized to fs). 

 
 
Figure 14.27 DAC output. 
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performance into the Gsps range with 80dB SFDR is available. 
 We also discussed the primary sources of errors in DACs, both static and 
dynamic errors. An example of the former is a nonlinear transfer function while 
timing glitches are an example of the latter. 
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Appendix 14.A Semiconductor Current Sources 
and Switches 
 
14.A.1 Semiconductor Current Sources 
 
The ideal current source has its output supply current independent of its output 
voltage. We illustrate in Figure 14.A.1 the output characteristics of an NMOS 
device as well as that of an ideal current source, and we can see that such a device 
closely resembles that of an ideal current source. The particular curve followed by 
the output characteristic is determined by the control parameter VGS [18]. 
 As a related point of interest, the output characteristics shown in Figure 14.29 
also indicate a resistive region at lower levels of output voltage. The device acts as 
a voltage-controlled variable resistor in this region because the current through the 
channel is a (relatively) linear function of the voltage across it. 

The output conductance of a semiconductor source such as that shown in 
Figure 14.29 is given by 
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Figure 14.A.1 NMOS as current source. NMOS enhancement mode in this case. 
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Of course, the output resistance of an ideal current source is infinite, since the 
current source can be modeled as illustrated in Figure 14.A.2. 
 
14.A.2 Semiconductor Switches 
 
MOS and BJT devices can be configured as electronic switches. These can be 
voltage switches or current switches as required for the particular architecture 
being considered. We show in Figure 14.A.3 the configuration as well as the 
output characteristic curves for an NMOS device configured as a current switch, 
but we must keep in mind that the active device can be almost any form of 
semiconductor 3-terminal device: BJT, NMOSFET, PMOSFET, as well as any of 
several other forms of MOS devices (e.g., JFETs). 
 The on-resistance of the switch shown in Figure 14.A.3 is given by the slope 
of the characteristic curve at VDS = 1.8V and, in the case of the example given in 
Figure 14.A.3 
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Figure 14.A.3 MOSFET as current switch. NMOS enhancement mode in this case. 

 

 
 
Figure 14.A.2 Current source. 
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On the other hand, when the switch is OFF, ideally Gs = 0. We see from Figure 
14.A.3 that 
 

 s OFF

0
0

0.2
G ≈ =  

 
14.A.3 Transistors as Current Source and Switch 
 
Both MOS and BJT transistors can be configured into current sources with 
integrated switches as illustrated in Figure 14.A.4. For weighted unit currents 
(equal or binary weighted) the MOS matching is a function of gate area and gate 
voltage, VGS – Vt. Statistical averaging across a large collection of smaller devices 
results in improved matching performance. 
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Chapter 15 
 
 

Direct Digital Converters 
 
 

15.1 Introduction 
 
In this chapter we investigate techniques for extracting narrowband signals from 
wideband signals. The latter may be comprised of several such narrowband 
signals. An example of such a wideband signal could be a multicarrier signal and 
another is FDM. 
 This chapter is arranged as follows. In the first part we address narrowband 
signal extraction by demodulation with the I and Q channels of the wideband 
signal. In the second part we discuss direct digital converters (DDCs), also known 
as digital drop receivers (DDRs). 
 
 

15.2 Digital Receivers 
 
Digital receivers accept digitized samples of IF or RF signals typically derived 
from the antenna. They utilize digital signal-processing techniques to translate a 
desired signal at a certain frequency down to DC and then remove all other signals 
by lowpass filtering. 

The three essential elements of a digital receiver are the LO, the mixer, and 
the filter terms appropriately derived from their discrete analog circuitry 
counterparts in a traditional superhet radio (Figure 15.1). The LO consists of a 
phase accumulator (an adder and a register) and a lookup table (LUT) to generate 
digital quadrature sine and cosine signals. The accumulator is clocked at the ADC 
sample clock frequency so that the LO output sample rate matches the ADC 
sample rate. Frequency control is achieved by programming the phase increment 
for each clock. 

The complex mixer consists of two digital multipliers that accept digital 
samples from the ADC and the LO. They produce a complex representation of the 
input signal, which has been translated down by the frequency setting of the local 
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oscillator. By appropriately tuning the LO, any frequency band of interest can be 
centered on 0 Hz. 

The complex FIR lowpass filter accepts I and Q samples from the mixer. By 
judicious choices for coefficient values and the number of taps, it can implement a 
wide range of transfer functions, each with specific passband flatness, shape 
factors, and stopband attenuation to reject unwanted signals outside the band of 
interest. 

At the filter output, a decimation stage drops all but one of every N samples, 
consistent with the bandwidth reduction of the filter. This produces a complex 
baseband output suitable for subsequent signal-processing tasks such as 
demodulation, decoding, or storage. By suitable reordering and sign changing of 
the I and Q output components, a real representation of the signal is also available. 
A useful definition of the decimation factor is the ratio between the input sampling 
rate and output bandwidth. 

Digital receivers are divided into two classes appropriately named for the 
relative range of output signal bandwidths: wideband and narrowband. Digital 
receivers with minimum decimation ranges of 32 or more generally fall into the 
narrowband category and are extremely appropriate for extracting voice signals 
with bandwidths of several kilohertz from digitized input signals with bandwidths 
of several tens of megahertz. In these applications decimation factors can be 
10,000 or higher. 

Because the complexity of the FIR lowpass filter is proportional to the 
decimation factor (and inversely proportional to the bandwidth), application-

 
 
Figure 15.1 Basic elements of a digital receiver include the LO, complex mixer, and lowpass filter.
The LO consists of a phase accumulator and LUT to generate digital quadrature sine and cosine
signals. The complex mixer has two digital multipliers that receive digital samples from the ADC and
the LO, producing a complex representation of the input signal. The complex FIR lowpass filter
accepts I and Q samples from the mixer and at the output the decimator drops all but one of every N
samples. 
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specific integrated circuit (ASIC) implementations of narrowband receivers 
usually rely on an initial cascaded integrated comb (CIC) filter stage to perform 
high decimation factors without requiring hardware multipliers. We discuss CIC 
filters at length shortly. Since the CIC filter produces a sloping frequency response 
in its passband, its output is delivered to a compensating FIR (CFIR) filter, which 
restores an overall flat passband response. Finally, a PFIR (programmable FIR) 
filter is used to achieve the desired final frequency response.  

EW receivers are an example of radio systems that must simultaneously 
downconvert and demodulate multiple narrowband RF channels. For example, 
recent FCC regulations in the United States dictate that as of January 1, 2013, the 
spectrum channelization in the private land mobile VHF frequency range (150–
174 MHz) and UHF frequency ranges (450–470 MHz) be reduced from 25 kHz to 
at least half that, to 12.5 kHz, with eventual reduction to 6.25 kHz. The traditional 
architecture of a radio receiver that performs this task is shown in Figure 15.2. 
This architecture contains sets of dual-conversion sub-receivers. Each receiver 
amplifies and downconverts a selected RF channel to an IF filter that performs 
initial bandwidth limiting [1–3]. Harris et al. describe an architecture for EW 
receivers that utilizes polyphase filtering to perform the receiving task much more 
efficiently than that shown in Figure 15.2 [4].  

In Figure 15.2, the output of each IF filter is again downconverted to 
baseband by matched quadrature mixers that are followed by matched baseband 
filters that perform final bandwidth control. Each quadrature downconverted 
signal is then converted to their digital representation by a pair of matched ADCs. 
The outputs of the ADCs are processed by DSP engines that perform the required 
synchronization, equalization, demodulation, detection, and channel decoding. 
 

 
 
Figure 15.2 First-generation RF architecture of N-channel receiver. A/D conversion is accomplished at
baseband in this receiver. 



Electronic Warfare Receivers and Receiving Systems 596 

Figure 15.3 presents a block diagram of a second-generation multichannel 
receiver in which the conversion from analog to digital occurs at IF rather than at 
baseband. Examining the receiver, we see that the downconversion of the separate 
channels is performed by a set of digital downconverters and digital lowpass 
filters. The digital process can realize arbitrarily small levels of I/Q imbalance by 
controlling the number of bits involved in the arithmetic operations [5]. Precision 
of coefficients used in the filtering process sets an upper bound to spectral artifact 
levels at 5dB/bit so that 12 bit arithmetic can achieve image levels below 60dB. 
Thus, the DSP-based complex downconversion does not introduce significant 
imbalance-related spectral terms. The rule-of-thumb here is that the levels of 
spectral images are controlled to be below the quantizing noise floor of the ADC 
involved in the conversion process. A second advantage of the digital translation 
process is that the digital filters following or preceding the mixers are designed to 
have linear phase characteristics, a characteristic trivially simple to realize in 
digital nonrecursive (FIR)  filters [6 and Chapter 9]. 

The dynamic range and conversion speed of the ADC and DAC become the 
limiting factors in the application of the architectures shown in Figure 15.3. The 
dynamic range of the converter is determined to first order by the number of bits in 
the converter with each bit contributing 6dB [7]. The Nyquist criterion [8] 
establishes the minimum sample rate to obtain an alias-free representation of the 
sampled signal. The Nyquist criterion directs us to select the sample rate to exceed 
the two-sided bandwidth of the signal. Converters have the property that the 
product of sample rate and number of conversion levels is a constant [9]. This 
relationship is 

 
 
Figure 15.3 Second-generation RF architecture of N-channel receiver. Digitization is performed at IF
in this receiver. 
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 2 samplelog (2 )b f k=  (15.1) 

 
or 
 

 2 2 samplelog logb k f= −  (15.2) 

 
where b is the number of bits in the converter. Equation (15.2) shows how the 
number of bits varies inversely with the sample rate. 

The spurious terms generated by converter nonlinearities often exceed the 
quantizing noise levels described by the 6dB-per-bit rule. The true performance 
measure of the ADC is the full-bandwidth SFDR [10]. 

The limited dynamic range available from high-speed ADCs restricts the 
range of applications for the architecture presented in Figure 15.3 to IF center 
frequencies to the low to mid-100s of megahertz. To extend the application range 
of digital N-channel receivers, a hybrid scheme is often used, illustrated in Figure 
15.4, where the initial complex downconversion is performed with analog I/Q 
mixers and the channelization is performed digitally after the ADC. The first 
conversion can be considered a block conversion to baseband that delivers the 
frequency band of interest to the DSP arena for subsequent channelization. DSP 
techniques are applied to the digitized I/Q data to balance the gain and phase 
offsets in the analog ADC and DAC. DSP-based I/Q balance correction is a 
standard signal conditioning task. 
 
 

 
 

Figure 15.4 Second-generation hybrid RF digital N-channel receiver. 
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15.3 Digital Downconverters 
 
15.3.1 Introduction 
 
The purpose of digital downconverters  (sometimes referred to as DDRs) is to shift 
the digitized band-limited RF or IF signal from its carrier down to baseband. A 
DDC is illustrated in Figure 15.5. As an example, suppose that fIF = 40 MHz and 
sample rate fs = 100 MHz. When the signal bandwidth is 1 MHz, an output sample 
rate of 2.5 MHz is acceptable. Therefore, we are oversampling with a decimation 
of 100/2.5 = 40. 

We want to reduce the amount of required subsequent processing of the signal 
without loss of any of the information carried by the IF signal. 
 There are two classes of DDCs: 
 
• Narrowband, where the decimation 32,R ≥ yielding the CIC filter 

• Wideband, where the decimation R < 32, yielding the FIR and multirate FIR 
filters 

 
We will examine both of these architectures. 

 In the last section, we described the process of sampling an analog IF signal 
or complex analog baseband signal containing the set of FDM channels to be 
further processed or channelized by the DSP. We consider the input signal to be 
composed of many equal-bandwidth equally spaced FDM channels, as shown in 
Figure 15.6. These many channels are digitally downconverted to baseband, 
bandwidth constrained by digital filters, and subjected to a sample rate reduction 
commensurate with the bandwidth reduction. 

 
 
Figure 15.5 DDC. 

 
 
Figure 15.6 Input spectrum of FDM. 
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The signal processing task can be performed as a replica of the analog 
prototype technique by a DSP-based set of independent downconversion 
processes, as indicated in Figure 15.7. The digital frequency denoted by the angle 
θk is derived from analog frequency fk. A complex sinusoid of frequency 2 kfπ is 

represented as 
 
 ( ) exp( 2 )kg t j f t= π  (15.3) 

 
Frequency is the time derivative of the phase angle and has units of 
radians/second. The sampled data sinusoid is obtained by replacing the time 
variable t with the sampled time variable nTs, as 
 

 
s

s[ ] ( ) exp( 2 )kt nT
g n g t j f nT

=
= = π  (15.4) 

 
The units of the sample time variable are samples and seconds/sample, 
respectively. The angle formed by the product 2 kfπ and Ts or by the equivalent 

term s2 / ,kf fπ where s s1/ ,f T= as shown in 

 

 
s

[ ] exp 2 exp( )k
k

f
g n j n j n

f

 
= π = θ 

 
 (15.5) 

 

 
 
Figure 15.7 Conventional channelizer as a replica of analog prototype: downconverters, baseband
filters, and resamplers. 
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Here, the product term s2 ,kf Tπ denoted by ,kθ has units of radians/second 

multiplied by seconds/sample or radians/sample. 
 
15.3.2 Digital Downconverters 
 
There are three major sections to a DDC (see Figure 15.8): 
 
• Local oscillator (typically an NCO). The NCO is normally implemented with 

sine and cosine LUTs 
• Mixers (digital). These are ideal multipliers 
• Decimating lowpass filter (often implemented as a CIC and FIR) 
 
15.3.2.1 Numerically Controlled Oscillator 
 
The components of an NCO are illustrated in Figure 15.9. The phase accumulator 
calculates the new phase at fs with phase advance determined by the tuning word 
M. The NCO is clocked at the sample rate fs. The phase is converted to amplitude 
values with the phase to amplitude conversion block. This is often accomplished in 
ROM-based sine LUTs; either one full sine wave is stored or only a quarter with 
some math on the pointer increment. With phase accumulator overflow, 
wraparound is accomplished in a circular LUT. 
 The advantages of an NCO include that the tuning word is programmable and 
frequencies up to nearly fs/2 (Nyquist) are possible. The frequency changing speed 
is extremely fast (Figure 15.10). The phase continuous frequency hops with no 
over/undershoot or analog-related settling time anomalies.  
 The time it takes to retune the LO is simply the time it takes to load a new 
digital frequency word (32-bit binary number) into a register, usually well below 1 

 
 
Figure 15.8 A DDC consists of three main components: an LO, as represented by the NCO, two digital 
mixers (multipliers), and two decimating lowpass (digital) filters. 
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microcsecond. As we saw in Chapter 6, some digital receivers require an LO with 
a chirp function. This is a fast, programmable, and precise frequency sweep. A 
sweeping LO is easily implemented with an NCO simply by linearly incrementing 
the tuning word. 
 The NCO described here forms the basis for the digitally controlled 
synthesizer, used in many analog applications of digitally controlled oscillators. 
The fundamentals of direct digital synthesis (DDS) are described in the Appendix. 
 The oscillator generates digital samples of two sine waves precisely offset by 
90o in phase, creating sine and cosine signals. It uses a digital phase accumulator 
and sine/cosine lookup tables. Note that the ADC clock is fed into the LO. The 
digital samples out of the LO are generated at a sampling frequency exactly equal 
to the ADC sample clock frequency, fs. 
 It is important to understand that the output sampling rate is always fixed at fs, 
regardless of the frequency setting. The sine/cosine output frequency is changed 
by programming the amount of phase advance per sample. A small phase advance 
per sample corresponds to a low frequency and a large advance to a high 
frequency. The phase advance per sample is directly proportional to the output 
frequency and is programmable from DC to fs/2 with up to 32 bits of resolution. 
This allows the LO to perform FSK and very finely resolved sweeps. Transients 
and settling normally associated with other types of LOs, such as a PLL 
synthesizer, are eliminated. 
 
15.3.2.2 Mixer 
 
The mixer in a DDC consists of two digital multipliers. Digital input samples from 
the ADC are mathematically multiplied by the digital sine and cosine samples 
from the LO. 

 

 
 
Figure 15.10 NCO changing frequencies. 

 
 
Figure 15.9 NCO. 
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Note that the input ADC data samples and the sine and cosine samples from 
the LO are being generated at the same rate—namely, once every ADC sample 
clock. Since the data rates into both inputs of the mixers are the ADC sampling 
rate fs, the multipliers also operate at that same rate and produce multiplied output 
product samples at fs. 

The sine and cosine inputs from the LO create in-phase (I) and quadrature (Q) 
outputs that are important for maintaining phase information contained in the input 
signal. From a signal standpoint, the mixing produces a single-sideband complex 
translation of the real input. 

Unlike analog mixers, which also generate many unwanted mixer products, 
the digital mixer is nearly ideal and produces only two outputs: the sum and 
difference frequency signals. 

Consider the difference mixer product in the frequency domain as shown in 
Figure 15.11. At the output of the mixer, the high-frequency wideband signals in 
the ADC input have been translated down to DC with a shift or offset equal to the 
LO frequency. 

This is similar to the analog receiver mixer except that the analog receiver 
mixes the RF input down to an IF. In the digital receiver, the precision afforded by 
the digital signal processing allows us to mix down to baseband (or 0 Hz). 
Overlapping mixer images, difficult to reduce with analog mixers, are strongly 
rejected by the accuracy of the sine and cosine LO samples and the mathematical 
precision of the multipliers in the digital mixer. 

By tuning the LO over its frequency range, any portion of the RF input signal 
can be translated down to DC. In effect, the wideband RF signal spectrum can be 
shifted around 0 Hz, left and right, simply by changing the LO frequency. The 
objective is to tune the LO to center the signal of interest around 0 Hz so that the 
lowpass filter that follows can pass only the SOI. 
 
15.3.2.3 Decimating Lowpass Filter 
 
Once the RF signal has been translated, it is ready for filtering. The decimating 
lowpass filter accepts input samples from the mixer output at the full ADC 

 
 
Figure 15.11 Digital receiver mixer translation. 
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sampling frequency fs. It utilizes digital signal processing to implement an FIR 
filter transfer function. The filter passes all signals from 0 Hz up to a 
programmable cutoff frequency or bandwidth and rejects all signals above that 
cutoff frequency. This digital filter is a complex filter that processes both I and Q 
signals from the mixer. At the output, either I and Q (complex) values or just real 
values can be selected, depending on system architecture. 

Figure 15.12 shows a representation of the action of the filter in the frequency 
domain. The filter passes only signals from 0 Hz up to the filter bandwidth. All 
higher frequencies have been removed. Remember, the wideband input signal was 
translated down to DC by the mixer and positioned around 0 Hz by the tuning 
frequency of the LO.  

Now, at the filter output we have effectively selected a narrow slice of the RF 
input signal and translated it to DC. Note that we have blocked all other signals 
above and below the band of interest. The band-limiting action of the filter is 
analogous to the action of the IF stage in the analog receiver, except that the 
decimating lowpass filter operates around DC instead of being centered at an IF. 
 
Filter Bandwidth 
 
In order to set the bandwidth of the filter, a parameter called the decimation factor, 
D, is used (see Figure 15.8). Since the output bandwidth and the output sampling 
rate are directly related in the DDC, the decimation factor also sets the output 
sampling rate.  D determines the ratio between input and output sampling rates and 
also the ratio between input and output bandwidths. Note that the output sampling 
rate for real outputs is twice that for complex outputs.  

The DDC parameters depend on the decimation rate as follows: 
 

 
Input sample rate

Output bandwidth
D

=  (15.6) 

 
 
Figure 15.12 Band-limiting decimating filter. 
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Input sample rate

Complex output sample rate
D

=  (15.7) 

 
2 Input sample rate

Real output sample rate
D

×=  (15.8) 

 
As mentioned, digital receivers can be divided into two classes, narrowband 

and wideband, distinguished by the programmable range of decimation factors. 
Narrowband receivers typically have a range of decimation factors from 32 or 64 
to 65,536 or 131,072, depending on the chip manufacturer. Wideband receivers 
typically have a range of decimation factors from 2 to 64.  
 Because everything inside the decimating lowpass filter is performed with 
digital circuitry and DSP techniques, there are no undesirable effects normally 
associated with conventional analog filters. There are no initial component 
tolerance or temperature variations or aging characteristics. No calibration or 
preventive maintenance is required. This provides excellent channel-to-channel 
matching for applications where phase variation among channels is important, 
such as direction finding.  The FIR digital filters used have linear phase for well-
behaved transient responses. The filter bandwidth is programmable over a wide 
range (1000 to 1), with absolutely predictable and uniform response. Last, the 
signal is tailored precisely for DSP processing by preselecting only the signal of 
interest through band-limiting and providing it to the DSP at the optimum 
sampling rate. 
 
Cascaded Integrated Comb Filter (CIC) 
 
The CIC is a computationally efficient implementation of a narrowband lowpass 
filter that requires no multipliers. They are multirate filters as discussed in  
Chapter 9.  

A basic integrator is shown in Figure 15.13. In this configuration we have 
 
 [ ] [ 1] [ ]y n y n x n= − +  

 
with a transfer function 
 

 I 1

1
( )

1
H z

z−=
−

 

 
 The basic comb is shown in Figure 15.14. The output of this block is 
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 [ ] [ ] [ ]y n x n x n D= − −  

 
with a transfer function 
 

 C ( ) 1 DH z z−= −  

 
The filter structure for a decimating CIC is shown in Figure 15.15. The 

structure for an interpolating CIC is shown in Figure 15.16. In these figures, Δ is 
the differential delay. The reference sampling rate for the transfer functions is 
always a higher frequency. The basic comb filter (referenced to the high-input 
sample rate) is 

 

 C ( ) 1 RH z z− Δ= −  

 
The overall transfer function is 
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Figure 15.13 Basic integrator. 

 

 
 
Figure 15.14 Basic comb. 
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Figure 15.15 Decimating CIC. 

 

 
 
Figure 15.16 Interpolating CIC. 
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which is the transfer function of a FIR filter and therefore stable.  
 

Example 15.1: Decimating first order CIC with integer 
decimation factor R. Implementation is as shown in Figure 
15.17. 

  
The concept of the CIC originated with the notion of a recursive running-sum 

filter, which is an efficient form of a non-recursive moving average filter. The 
moving average filter of length N is illustrated in Figure 15.18. The output of this 
filter is given by 
 

 ( )1
[ ] [ ] [ 1] [ 1]y n x n x n x n N

N
= + − + + − +  

 
while the transfer function is given by 
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Figure 15.18 Moving average filter. Note that the transfer function for this filter has all zeros (no
poles). 

 
 
Figure 15.17 First-order CIC. 
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The recursive running sum 
 

 ( )1
[ ] [ 1] [ ] [ ]y n y n x n x n N

N
= − + − −  

 
has the flow diagram shown in Figure 15.19. If we let 
 

 1[ ] [ ] [ ]w n z w n x n−= +  

 
then 
 

 ( )1
[ ] [ ] [ ]Ny n w n x w n

N
−= +  

 
 The transfer function of the running sum is therefore 
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In many applications, the moving average filter is followed by decimation by 

R = N as illustrated in Figure 15.20. In this case, the transfer function is given by 
 

 
1

1 1
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1
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− Δ

−
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Figure 15.19 Recursive running sum. 

 

 
 
Figure 15.20 Moving average filter followed by decimation. Note that the transfer function for this 
filter has all zeros (no poles), which is a property of all moving average filters. 
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Compare this with the first order CIC whose transfer function is 
 

 
1

1
( )

1

Rz
H z

z

− Δ

−

−=
−

 

 
We can therefore see that the recursive running-sum filters have the same transfer 
function as a first-order CIC (except for the 1/N gain and general differential delay 
Δ). 
 
CIC Properties 
 
The applications of CICs include anti-aliasing filtering prior to decimation. They 
are typically employed in applications that have a large excess sample rate. This is 
when the system sample rate is much larger than the bandwidth occupied by the 
signal (remember the example fIF = 40 MHz, fs = 100 MHz, and W = 1 MHz). 
 The frequency response of the CIC H(z) can be evaluated at 

s s2 /j T j f fz e eω π= = as 
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The frequency response with respect to the output frequency f0 = fs/R is 
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Δ determines the location of the zeros as 
 

 0 / integerf kf k= Δ  

 
DC Gain. The DC gain of the CIC is (RD)M. This is because 
 

 
0

lim ( ) ( )M

f
H f R

→
= Δ  

 
Frequency Response. Examples of the frequency response of the CIC are shown in 
Figure 15.21. Note that the shape of the filter response changes very little as a 
function of the decimation ratio R. 
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15.4 Polyphase Filter Banks 
 
15.4.1 Introduction 
 
The polyphase N-path filter bank [11] is an alternate implementation that performs 
the channelization as a single merged process, as shown in Figure 15.22. The 
polyphase filter bank partition offers a number of significant advantages relative to 
the set of individual downconversion receivers. The primary advantage is reduced 
cost due to major reduction in system resources required to perform the equivalent 
multichannel processing. This equates to reduced numbers of required 
computations for each frame that, in turn, equates, ceteris paribus, to fewer DSP 
engines required. 

 To illustrate the advantages of polyphase filters we make a comparison of the 
conventional mixer downconverter and the resampled polyphase downconverter. 
The input to either process can be real or complex. In the mixer downconverter in 
Figure 15.7, a separate mixer pair and filter pair is assigned to each channel of the 

 

 
 
Figure 15.22 Polyphase channelizer: resampler, all-pass partition, and FFT phase shifters. 

 
 
Figure 15.21 CIC example frequency responses. 
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channelizer, and these mixers must all operate at the high-input data rate, prior to 
downsampling. In the polyphase filter, there is only one lowpass filter required to 
service all the channels of the channelizer, and this single filter accommodates all 
the channels as co-occupying alias contributors of the baseband bandwidth. This 
means that all the processing performed in the polyphase channelizer occurs at the 
low-output sample rate. When the input signal is real, there is another significant 
difference between the two processes. In the mixer downconverter, the signal is 
made complex by the input mixers as we enter the process, which means that the 
lowpass filtering task requires two filters, one for each of the quadrature 
components, while in the polyphase channelizer, the signal is made complex by 
the phase rotators as we leave the process; consequently, we require only one 
partitioned lowpass filter to process the real input signal. 

The partitioned M-path filter performs the task of aligning the time origins of 
the offset sampled data sequences delivered by the input commutator to a single 
common output time origin. This is accomplished by the allpass characteristics of 
the M-path filter sections that apply the required differential time delay to the 
individual input time series. The DFT performs the equivalent of a beam-forming 
operation: the coherent summation of the time-aligned signals at each output port 
with selected phase profiles. The phase coherent summation of the outputs of the 
M-path filters separate the various aliases residing in each path by constructively 
summing the selected aliased frequency components located in each path while 
simultaneously destructively canceling the remaining aliased spectral components. 
 
15.4.2 Polyphase Bandwidth, Spectral Spacing, and Output Sample Rates 
 
We now address the interaction and coupling, or lack of them, between the 
parameters that define the polyphase filter bank [12]. The DFT performs the task 
of separating the channels after the polyphase filter so the transform size is locked 
to the number of channels. Also the filter bandwidth is determined by the weights 
of the lowpass prototype and this bandwidth and spectral shape are common to all 
the channels. 

When a channelizer is used to separate adjacent communication channels, 
which are characterized by known center frequencies and known controlled 
nonoverlapping bandwidths, the channelizer must preserve separation of the 
channel outputs. Such is normally the case for EW receivers, where most target 
environment characteristics are generally known ahead of time. This 
characterization is developed with extensive intelligence preparation of the 
battlefield (IPB) that transpires continually. Inadequate adjacent channel 
separation can result in adjacent channel interference. Typical spectral responses 
for channel bandwidths corresponding to the communication EW scenario are 
shown in Figure 15.23. 

The polyphase filter channelizer uses the input M-to-1 resampling to alias the 
spectral terms residing at multiples of the output sample rate to baseband. This 
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means that, for the standard polyphase channelizer, the output sample rate is the 
same as the channel spacing. Operating at this rate satisfies the Nyquist criterion, 
permitting the separation of the channels with an output rate that avoids band-edge 
aliasing.  

The conventional way we use the M-path polyphase filter bank is to deliver 
M-input samples to the M-paths and then compute outputs from each channel at 
the rate s / .f M  Increasing the output sample rate of the polyphase channel bank 

by a factor of two makes subsequent interpolation tasks less expensive since the 
spectra of the output signals would already be oversampled by a factor of two with 
increased spectral separation. Operation in this mode would also permit 
channelization of overlapped channels without aliasing of the spectral transition 
bands. The alias-free partition is handy in applications requiring perfect 
reconstruction of the original time series from spectrally partitioned subchannels, a 
requirement sometimes imposed in receivers used for EW applications. A 
polyphase filter bank can be operated with an output sample rate of any rational 
ratio times the input sample rate. With minor modifications, the filter can be 
operated with totally arbitrary ratios between input and output sample rates. This is 
true for the sample rate reduction imbedded in a polyphase receiver. 
 
15.4.3 Computational Complexity 
 
In this section we compare the computational workload required to implement a 
channelizer as a bank of conventional downconverters with that required to 
implement the polyphase filter approach. We assume a 50-channel channelizer to 
supply actual numbers. We first determine the length of the FIR prototype filter 
required to satisfy the filter specifications. We note that the filter designed to 
operate at an input rate of 15.288 MHz has its specifications controlled by its 
output rate of 256 kHz. This is because the filter must satisfy the Nyquist sampling 
criterion after spectral folding as a result of the downsampling operation. The 
length of any FIR filter is controlled by the ratio of input sample rate to filter 
transition bandwidth and the required out-of-band attenuation, as well as level of 
in-band ripple. The specifications of the filter used here are shown in Figure 15.24. 

 
 
Figure 15.23 Spectral characteristics of two channelizers with same channel spacing, one for spectral
analysis and one for FDM channel separation. 
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Standard design rules determine the filter length from the filter specification, 
and for those indicated in Figure 15.24, the filter length was found to be 512 
samples and the Remez algorithm [13, 14] was used to supply the filter impulse 
response.  

An important consideration and perspective for filters that have different input 
and output sample rates is the ratio of filter length (with units of operations/output) 
to resample ratio (with units of inputs/outputs) to obtain the filter workload (with 
units of operations/inputs). A useful comparison of two processes is the number of 
multiplies and adds per input point. We count a multiply and add with their 
requisite data and coefficient fetch cycles as a single processor operation and use 
the shorthand notation of ops per input (see Figure 10.5 for an example of a DSP 
that performs these operations). 

A single channel of a standard downconverter channelizer requires one 
complex multiply per input point for the input heterodyne and computes one 
complex output from the pair of 512 tap filters after collecting 48 inputs from the 
heterodyne. The four real ops per input for the mixer and the two (512/48) ops per 
input for the filter result in a per channel workload of 26 ops per input, which 
occur at the input sample rate. The polyphase version of the downconverter 
collects 48 input samples from the input commutator, performs 1024 ops in the 
pair of 512 tap filters, and then performs a 64-point FFT with its upper bound 
workload of real ops. The total workload of 1024 ops for the filter and 768 ops for 
the FFT results in 1792 ops performed once per 48 inputs for an input workload of 
38 real ops/input. The higher workload per input is the consequence of forming 64 
output channels in the FFT but preserving only 50 of them. 

 
 
Figure 15.24 Spectral characteristics of prototype filter at output and input sample rates: (a) filter
spectrum at output sample rate (256 kHz), and (b) filter spectrum at input sample rate (12,288 MHz). 
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The workload per input sample for the standard  channelizer was found to be 
26 ops and, for the polyphase channelizer, was found to be 38 ops. However, the 
polyphase 38 ops per input built all 50 channels, and the standard downconverter’s 
26 ops per input built only one channel and had to be repeated 50 times. 

When we compare hardware resources, we observe that the standard 
channelizer must build and apply 50 complex sinusoids as input heterodynes to the 
input data at the high input sample rate and further must store the 50 sets of 
downconverted data for the filtering operations. On the other hand, the polyphase 
filter bank only stores one set of input data because the complex phase rotators are 
applied after the filter rather than before and the phase rotators are applied at the 
filter output rate, as opposed to the filter input rate. 

When the FDM signal is a collection of independent signals, as is the normal 
case confronting an EW receiving system, the many signals do not share a 
common time reference or a common carrier frequency reference. The channels 
likely differ in small carrier and timing offsets that must be resolved in subsequent 
processing. For this situation it is appropriate for the channelizer to only perform 
the standard downconversion, bandwidth reduction, and sample rate reduction. For 
this application, the filter passes the selected channel bandwidths without further 
spectral modification. 
 
 

15.5 Concluding Remarks 
 
Extracting narrowband signals from wideband signals is the subject of this 
chapter. Wideband EW receivers often must process many signals at a time, and 
these signals are typically narrowband so it is important to have efficient ways to 
address this problem. 

Digital receivers were considered in this chapter. The conventional receiver, 
where the digitization is at baseband; the IF-digitized receiver, where the IF signal 
is digitized, and the RF-digitized receiver, where the digitization is in the RF front-
end stage, were the types of receivers included.  

We then discussed the two forms of the DDC: the cascaded integrator comb 
(CIC), where the decimation factor 32R ≥  and the multirate FIR filter where         
R < 32. 

Finally we presented the fundamental ideas surrounding polyphase filter 
banks and how they can be used to extract narrowband signals from wideband 
signals. 
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Appendix 15.A Direct Digital Synthesis 
 
Direct digital synthesis (DDS) is accomplished with NCOs. The output of the 
NCO, instead of being used directly in the digital domain, is converted into the 
analog domain as illustrated in Figure 15.A.1. 
 The DDS produces an analog waveform by generating a time-varying signal 
in digital form. The size of the LUT (that accomplishes the phase-to-amplitude 
conversion) is determined by: 
 

• The number of table entries 
• The bit width of entries (which determines the amplitude output 

resolution) 
 
The output frequency is given by 
 

 clk
out 2N

f
f M=  

 
where M is the tuning word and N is the length in bits of the phase accumulator. 
For example, if N = 32 bits, and fs = 50 MHz, then 12 mHz.fΔ = This generates 

2N 8-bit entries, which is 4 GByte entries in the LUT. 
 
15.A.1 Phase Truncation 
 
In order to save memory in the LUT table, we can truncate the phase before the 
lookup table. For example, when N = 32 bits, we need only keep the uppermost 12 
bits and truncate the lower 20 bits. The implications of this are that phase errors 
are introduced that are periodic in time, and amplitude errors occur due to phase-
to-amplitude conversion. These are phase truncation spurs as illustrated in Figure 
15.A.2. With the cost of large memories rapidly falling, using such measures to 
save memory space is probably not required, however.  

 

 
 
Figure 15.A.1 DDS. 
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To deal with these problems, we can use output precompensation, which is a 
sin x/x rolloff response due to DAC output spectrum that is quite significant. The 
DAC output is precompensated with the inverse sinc filter (Figure 15.A.3). 
 
15.A.2 Direct Digital Synthesis 
 
DDS is a powerful technique used in the generation of RF signals. The technique 
has become far more widespread in recent years with the advances being made in 

 
 
Figure 15.A.2 Phase truncation spurs. 

 
 
Figure 15.A.3 Inverse sinc filter response. 



Direct Digital Converters 617 

integrated circuit technology that allow much faster speeds to be handled that in 
turn enable higher frequency DDS chips. 
 A block diagram of a DDS architecture is shown in Figure 15.A.4. The phase 
accumulator is just a counter, incremented each clock pulse by one. That phase 
accumulator provides the address to the waveform (sine wave) samples stored in 
read only memory (ROM) or programmable read only memory (PROM). The 
resulting digital word is converted into analog form in the DAC, the signal from 
which is lowpass filtered to form the DDS output. 

Although often used on its own, DDS is often used in conjunction with 
indirect or phase locked loop synthesizer loops. By combining both technologies, 
it is possible to take advantage of the best aspects of each. 

A DDS operates by storing the points of a waveform in digital format and 
then recalling them to generate the waveform. The rate at which the synthesizer 
completes one cycle then determines the frequency. The overall block diagram is 
shown in Figure 15.A.4. 

The operation can be envisaged by looking at the way that phase progresses 
over the course of one cycle of the waveform. This can be envisioned as the phase 
progressing around a circle. As the phase advances around the circle, this 
corresponds to advances in the waveform. 

The synthesizer operates by storing various points in the waveform in digital 
form and then recalling them to generate the waveform. Its operation can be 

 
 
Figure 15.A.5 Operation of the phase accumulator in a DDS. 

 
 
Figure 15.A.4 Block diagram of a basic DDS. 
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explained in more detail by considering the phase advances around a circle as 
shown in Figure 15.A.5. As the phase advances around the circle, it corresponds to 
advances in the waveform—that is, the greater the number corresponding to the 
phase, the greater the point is along the waveform. By successively advancing the 
number corresponding to the phase, it is possible to move farther along the 
waveform cycle. 

The digital number representing the phase is held in the phase accumulator. 
The number held here corresponds to the phase and is increased at regular 
intervals. In this way, it can be seen that the phase accumulator is basically a form 
of counter. When it is clocked, it adds a preset number to the one already held. 
When it fills up, it resets and starts counting from zero again. 

Once the phase has been determined, it is necessary to convert it into a digital 
representation of the waveform. This is accomplished using a waveform map. This 
is a memory that stores a number corresponding to the voltage required for each 
value of phase on the waveform. In most cases the memory is either a ROM or 
PROM. This contains a vast number of points on the waveform, very many more 
than are accessed each cycle. A large number of points are required so that the 
phase accumulator can increment by a certain number of points to set the required 
frequency. 

The next stage in the process is to convert the digital numbers coming from 
the sine LUT into an analog voltage. This is achieved using a DAC. This signal is 
filtered to remove any unwanted signals and amplified to give the required level as 
necessary. 

Tuning is accomplished by increasing or decreasing the size of the step or 
phase increment between sample points. A larger increment at each update to the 
phase accumulator will mean that the phase reaches the full cycle value faster and 
the frequency is correspondingly high. Smaller increments to the phase 
accumulator value means that it takes longer to increase the full cycle value and a 
correspondingly low value of frequency. In this way it is possible to control the 
frequency. It can also be seen that frequency changes can be made instantly by 
simply changing the increment value. There is no settling time as in the case of 
phase-locked loop-based synthesizer. 

From this it can be seen that there is a finite difference between one frequency 
and the next and that the minimum frequency difference or frequency resolution is 
determined by the total number of points available in the phase accumulator. A 24- 
bit phase accumulator provides just over 16 million points and gives a frequency 
resolution of about 0.25 Hz when used with a 5 MHz clock. This is more than 
adequate for most purposes. 

These synthesizers do have some disadvantages. There are a number of 
spurious signals that are generated by a DDS. The most important of these are the 
alias signals. Here images of the signal are generated on either side of the clock 
frequency and its multiples. For example if the required signal had a frequency of 
3 MHz and the clock were at 10 MHz, then alias signals would appear at 7 MHz 
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and 13 MHz as well as 17 MHz and 23 MHz, etc. These can be removed by a 
lowpass filter. Also, some low-level spurious signals are produced close to the 
required signal. These are normally acceptable in level, although for some 
applications they can cause problems. 
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Chapter 16 
 
 

Spread Spectrum Techniques 
 
 

16.1 Introduction 
 
Many of the modern communication systems that are potential threats to be 
addressed by EW systems employ spread spectrum (SS) technology, so we 
provide a brief introduction to the subject in this chapter. The next three chapters 
are devoted to discussions of receivers for each of the varieties of SS in detail. A 
summary of the SS technology is provided here [1–5]. 
 SS is employed to accomplish various levels of security. The most basic 
reason is for low probability of detection (LPD). This is attempting to avoid 
identifying the presence of the signal at all, trying to remain unnoticed by 
opposing forces’ attempts at detection of signals. The next level up is low 
probability of intercept (LPI). LPI yields to allowing for detection of the presence 
of a signal but, when detected, minimizing the likelihood of being able to intercept 
the signal. Last is low probability of exploitation (LPE), where, again, yielding to 
the intercept of signals, the probability of exploitation of the signal is minimized. 

Another facet of SS technology not belonging to the family of interception of 
signal is anti-jamming (AJ). SS signals occupy considerably larger bandwidths 
than would otherwise be required of the information bearing signals. This 
spreading is for the purpose of requiring any electronic attack (EA) attempts 
against the signal to occupy large bandwidths as well, which spreads jamming 
energy over broad segments of the spectrum. As we will demonstrate, narrowband 
jamming of SS signals is largely ineffective due to the decorrelation process at SS 
receivers. On the other hand, spreading jammer energy over broad bandwidths 
reduces the amount of jamming power in any single channel, increasing the 
likelihood of the signal to punch through any jamming attempts. 

For the reader interested in more in-depth discussion of these technologies, [6] 
is recommended. 

The two principal SS technologies are direct sequence SS (DSSS) and 
frequency hopped SS (FHSS). We will introduce these techniques in this chapter. 
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A third technique is time-hopped SS (THSS) that is not as prolific as the first two. 
We introduce this method as well. Current embodiments of THSS are actually a 
hybrid of techniques, employing DSSS along with the randomness of transmission 
times. 

Combinations of DSSS and FHSS are also possible, where the word hybrid is 
used to describe the methods. While hybrids take advantage of the benefits of both 
of the underlying SS techniques, implementation is often quite complex, so it has 
not been as popular as DSSS and FHSS alone. 
 SS technologies were developed by the military in the latter part of the 20th 
century for the purposes discussed above (LPD, LPI, LPE, and AJ). DSSS has 
become very popular for non-military applications of wireless communications 
due to some of its beneficial properties for spectrum sharing. The frequency 
spectrum is a limited resource, and economic commercial use requires that the 
spectrum utilization be optimized. The principle used here is referred to as 
CDMA, whereas in DSSS (it also applies to a lesser extent in FHSS) the same 
spectrum is used by multiple users at the same time. The signals are separated by 
the use of unique codes for each user of the spectrum. Properly equipped receivers 
can respond to these unique codes to separate the signals at the receivers. We 
examine the key differentiators between FHSS and DSSS implementations. 
  
 

16.2 Review of Direct Sequence Spread Spectrum 
 
SS transmissions have been in practical use since the 1950s. They found many 
applications in military systems due to their suitability for covert message 
transmission and resistance to jamming [7]. In the early 1980s, SS technology was 
proposed for private and commercial use, especially in CDMA transmissions. The 
CDMA system has been adopted for use in commercially available WLANs [8]. 
Another useful feature of CDMA for indoor systems is its low power spectral 
density. This allows a CDMA system to coexist with licensed communications 
systems in environments where low levels of electromagnetic interference are 
desirable, such as hospital. In such environments, CDMA is ideally suited to high 
data rates being transmitted over hostile fading channels with the minimum of 
interference to sensitive equipment [9]. 

DSSS is a transmission technique in which a pseudo-random sequence or PN 
code [10], independent of the information data, is employed as a modulation 
waveform to spread the signal energy over a bandwidth much greater than the 
information signal bandwidth [11]. In practical systems, the bandwidth expansion 
factor, which is the ratio between the chip rate fc and the data symbol rate fs, is 
usually an integer. The amplitude, and thus the power in the SS signal, is the same 
as in the information signal. Due to the increased bandwidth of the SS signal, the 
psd must be lower and can then be below the noise level [12]. Furthermore, the 
autocorrelation of a PN code has properties similar to those of white noise, so the 
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SS signal looks like a white noise, and hence is very difficult to intercept. At the 
receiver, the signal is despread using a synchronized replica of the PN sequence 
used at the transmitter. The optimum multiple-user CDMA receiver is based on a 
correlator, or a bank of sequence matched filters, each followed by maximum 
likelihood sequence estimation (MLSE) detectors. The objective of the MLSE is to 
find the input sequence that maximizes the conditional probability or likelihood of 
the given output sequence [13]. 

In the context of spectrum surveillance, the PN sequence used by the 
transmitter is unknown, as well as other transmitter parameters such as duration of 
the sequence, symbol frequency, and carrier frequency. Moreover, the longer the 
period of the PN code is, the closer the transmitted signal will be to a truly random 
binary wave and the harder it is to detect [14]. 
 
16.2.1 Fundamentals of DSSS Operation 
 
DSSS uses wideband, noise-like signals that are hard to detect, intercept, or 
demodulate. Additionally, SS signals are harder to jam (interfere with) than 
narrowband signals. These LPI and AJ features are why the military has used SS 
for so many years. SS signals are intentionally made to be a much wider band than 
the information they are carrying to make them more noise-like. 

SS transmitters use similar transmit power levels to narrowband transmitters. 
Because SS signals are so wide, they transmit at a much lower spectral power 
density, measured in watts per hertz, than narrowband transmitters. This lower 
transmitted power density characteristic gives SS signals a big plus. SS and 
narrowband signals can occupy the same band, with little or no interference. This 
capability is the main reason for all the interest in SS today. 

The use of special PN codes in SS communications makes signals appear 
wideband and noise-like. It is this very characteristic that makes SS signals 
possess LPI. SS signals are hard to detect on narrowband equipment because the 
signal’s energy is spread over a bandwidth of maybe 100 times the information 
bandwidth  (Figure 16.1). The width of the main lobe in Figure 16.2 is given by 
2Rc, where Rc is the bit rate of the code sequence used by the transmitter. 

Multiplication of the lower rate information signal by a higher rate code bit 
sequence has the effect of broadening the spectrum occupied by the signal. This 
spreading lowers the signal energy in any single RF channel. In some cases the 

 
Figure 16.1 DSSS spreading. 
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magnitude of the spread signal is below the noise as illustrated in Figure 16.2. The 
resulting signal has a noise-like characteristic that makes it difficult to detect and 
demodulate unless the spreading code is known. Knowledge of the spreading code 
allows decorrelation at the receiver, which removes the code and recovers the 
information signal. 

The spread of energy over a wideband, or lower psd, also makes SS signals 
less likely to interfere with narrowband communications. Narrowband 
communications, conversely, cause little to no interference to SS systems because 
the correlation receiver effectively integrates over a very wide bandwidth to 
recover an SS signal. The correlator then spreads out a narrowband interferer over 
the receiver’s total detection bandwidth (Figure 16.3). 

The total integrated signal density or SNR at the correlator’s input determines 
whether there will be interference or not. All SS systems have a threshold or 
tolerance level of interference beyond which useful communication ceases. This 
tolerance or threshold is related to the SS processing gain, which is essentially the 
ratio of the RF bandwidth to the information bandwidth.  

 The carrier of the DSSS radio stays at a fixed frequency. Narrowband 
information is spread out into a much larger (at least 10 times) bandwidth by using 
a PN chip sequence. The generation of the DSSS (spreading) is shown in Figure 
16.3. 

In Figure 16.3, the narrowband signal and the SS signal both use the same 
amount of transmit power and carry the same information. However, the power 
density of the SS signal is much lower than the narrowband signal. As a result, it is 
more difficult to detect the presence of the SS signal. The power density is the 
amount of power over a certain frequency range. In the case of Figure 16.3, the 
narrowband signal’s power density is 10 times higher than the SS signal, assuming 
the spread ratio is 10.  

At the receiving end of a direct-sequence system, the SS signal is despread to 
generate the original narrowband signal. Figure 16.4 shows the despreading 
process. If there is an interference jammer in the same band, it will be spread out 
during the despreading. As a result, the jammer’s impact is greatly reduced. This is  
  

 

 
 

Figure 16.2 DSSS signal below the noise floor.  
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Figure 16.3 Narrowband despreading: (a) before despreading, and (b) after despreading. Despreading
decorrelates the narrowband signal and spreads the energy out over a wide spectrum while collapsing
the SOI to the original narrowband signal. 

 

 
 

Figure 16.4 Jammer spreading: (a) before despreading, and (b) after despreading. Despreading
decorrelates the narrowband jammer and spreads the energy out over a wide spectrum while collapsing
the SOI to the original narrowband signal. Direct-sequence systems combat noise problems by
spreading jammers across a wide band as shown in this figure. 
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the way that the DSSS radio fights the interference. It spreads out the offending 
jammer by the spreading factor (Figure 16.4). Since the spreading factor is at least 
a factor of 10, the offending jammer’s amplitude is greatly reduced by at least 
90%.  

When the narrowband signal is a jammer, the same decorrelation effect occurs 
at the receiver (Figure 16.4). This makes narrowband jamming attempts at DSSS 
signals largely ineffective. Broader bandwidth jammer signals are required for 
DSSS EA, and, as mentioned, this places less power at any individual channel 
increasing the probability of successful jamming punchthrough. 

A simplified flow diagram of a DSSS communication system is illustrated in 
Figure 16.5. The information signal (assumed to be digital, as they usually are) is 
multiplied by the code bit sequence, which has a much higher bit rate. This 
sequence is then modulated by some scheme (discussed next). The resulting 
modulated baseband signal is then modulated onto a fixed carrier for transmission. 
At the receiver the signal is lowered in frequency to baseband and then 
demodulated. The demodulated bit stream is then multiplied by the same code 

 
 
Figure 16.5 DSSS system: (a) transmitter, and (b) receiver. 
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sequence that was applied at the transmitter (implying synchronization 
requirements between the transmitter and receiver). This multiplication (actually 
an exclusive OR operation) removes the code sequence yielding the information 
signal, which is then made available for further processing at the receiver. 
 
16.2.2 Modulation and Demodulation 
 
For DSSS systems the encoding signal is used to modulate a carrier, usually by 
phase-shift keying (PSK;  bi-phase or quad-phase) at the code rate. FHSS systems 
generate their wideband by transmitting at different frequencies, hopping from one 
frequency to another according to the code sequence. Typically such a system may 
have a few thousand frequencies to choose from, and unlike direct sequence 
signals, it has only one output rather than symmetrically distributed outputs.  

It’s important to note that both DSSS and FHSS systems generate wideband 
signals controlled by the code sequence generator. For one the code is the direct 
carrier modulation (direct sequence) and the other commands the carrier frequency 
(frequency hopping).  

There are several different modulation techniques that can be employed when 
developing FHSS or DSSS systems. Information modulation can be accomplished 
using amplitude (AM) or frequency modulation (FM) techniques. AM is normally 
used because it tends to be detectable when examining the spectrum. FM is more 
useful because it is a constant-envelope signal, but information is still readily 
observed. In both AM and FM, no knowledge of the code is needed to receive the 
transmitted information.  

In DSSS, balance modulation can be used in any suppressed carrier system 
used to generate the transmitted signal. Balanced modulation helps to hide the 
signal, and there is no power wasted in transmitting a carrier that would contribute 
to interference rejection or information transfer. When a signal has poor balance in 
either code or carrier, spikes are seen in its spectrum. With these spikes, or spurs, 
the signal is easily detectable, since these spikes are noticed above the noise and 
thus provide a path for detecting the hidden signal. 

Once the signal is coded, modulated, and then sent, the receiver must 
demodulate the signal. This is usually done in two steps. The first step entails 
removing the spectrum-spreading modulation. Then, the remaining information-
bearing signal is demodulated by multiplying with a local reference identical in 
structure and synchronized with the received signal.  
 
16.2.3 Coding Techniques 
 
In order to transmit anything, codes used for data transmission have to be 
considered. However, this section will not discuss the coding of information (like 
error correction coding) but those that act as noise-like carriers for the information 
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being transferred. These codes are of much greater length than those for the usual 
areas of data transfer, since it is intended for bandwidth spreading.  

Codes in an SS system are used for  
 

• Protection against interference: Coding enables a bandwidth trade for 
processing gain against interfering signals.  

• Provision for privacy: Coding enables protection of signals from eaves-
dropping, so that even the code is secure.  

• Noise-effect reduction: Error-detection and -correction codes can reduce 
the effects of noise and interference. 

 
Maximal sequencing is one of the more popular coding methods in an SS 

system. Maximal codes can be generated by a given shift register or a delay 
element of given length. In binary shift register sequence generators, the maximum 
length sequence is 2n – 1 chips, where n is the number of stages in the shift 
register. The codes used for DSSS should be as orthogonal as possible. 
Theoretically, only infinitely long codes are truly orthogonal. The codes used in 
DSSS systems are usually truncated, so the code words are only approximately 
orthogonal.  

A shift register generator consists of a shift register in conjunction with the 
appropriate logic, which feeds back a logical combination of the state of two or 
more of its stages to its input. The output, and the contents of its n stages at any 
clock time, is its function of the outputs of the stages fed back at the proceeding 
sample time. Some maximal codes can be of length 7 to 236 – 1 chips or longer. 

In DSSS, error detection and correction codes (EDACs) may not be advisable 
because of the effect they have on the code, increasing the apparent data 
transmission rate, and may increase the jamming threshold. Some demodulators 
can operate detecting errors at approximately the same accuracy as an EDAC, so it 
may not be worthwhile to include a complex coding/decoding scheme in the 
system. 

 
16.2.4 Near-Far Problem 
 
One issue with DSSS systems is known as the near-far problem. Since DSSS 
signals in general are quite weak, a receiver attempting reception of these signals 
must have a high sensitivity. Close-in, strong signals can overpower such receivers 
if adequate measures are not taken to preclude it. This indicates how susceptible 
DSSS systems can be to EA countermeasures (jamming) with narrowband 
jammers. 
 Modern 3G+ cellular systems that are based on CDMA principles deal with 
this problem by implementing power control over the mobile units. The base 
stations monitor the power level of signals they are receiving and adjust the 
transmit power of the mobiles continuously (a thousand times per second). 
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16.3 Review of Frequency Hopping Spread Spectrum 
 
16.3.1 FHSS Operation 
 
FHSS systems achieve similar results provided by direct-sequence systems by 
using different carrier frequency at different times. The frequency hopped 
system’s carrier randomly hops to channels within the band to avoid a jammer as 
much as possible. The fewer the number of channels covered by the jammer, the 
better the countermeasure technique works. 

A frequency hopped signal is shown in Figure 16.6. The frequency-hopping 
technique does not spread the signal. As a result, there is no processing gain in the 
same sense as DSSS. The processing gain is the increase in power density when 
the signal is despread and it will improve the received signal’s SNR. In other 
words, the frequency hopper needs to put out more power in order to have the 
same SNR as a direct-sequence radio.  

The effects of a narrowband interfering signal, jammer or otherwise, is 
illustrated in Figure 16.7. We can see that there is no effect on either signal caused 
by the other as long as the hopping signal avoids the channel occupied by the 
interfering signal. If overlap occurs, then both signals are affected. If the interferer 
is a jamming signal, jamming will only be effective when this overlap occurs, 
yielding narrowband jamming attempts to be ineffective for the most part. In such 
scenarios, jammers typically employ some form of broadband jamming. 
Broadband jamming may be total band jamming (broadband noise, BBN), where 
the entire communication band is jammed simultaneously, yielding very low 
jamming energy per channel. They can also employ partial band noise (PBN), 
jamming where a portion or portions of the spectrum are jammed, increasing the 
probability of the hopping signal entering the jammed portion. Multitone (MT) 
jamming is another technique employed, where the effects are similar to PBN 
jamming. 

The frequency hopper is more difficult to synchronize than DSSS. In these 
architectures, the receiver and the transmitter must be synchronized in time and 

 
 

Figure 16.6 Frequency hopping. 
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frequency in order to ensure proper transmission and reception of signals. In a 
direct-sequence radio, on the other hand, only the timing of the chips needs to be 
synchronized.  

The frequency hopper also needs more time to search the signal and lock to it. 
As a result, the latency time is usually longer. A direct-sequence radio can lock in 
the chip sequence in just a few bits.  

To make the initial synchronization possible, the frequency hopper will 
typically park at a fixed frequency before hopping or communication begins. If the 
jammer happens to locate at the same frequency as the parking frequency, the 
hopper will not be able to hop at all. And once it hops, it will be very difficult, if 
not impossible, to re-synchronize if the receiver ever loses the sync. 

The frequency hopper, however, is better than the direct-sequence radio when 
dealing with multipath. The hopper does not stay at the same frequency and a null 
at one frequency is usually not a null at another frequency if it is not too close to 
the original frequency. So a hopper can usually deal with multipath fading issues 
(the fading creates the nulls at the receiver) better than direct-sequence radio.  

The hopper itself, however, could suffer performance problems if it interferes 
with another radio. In these scenarios, the system that survives depends on which 
can suffer more data loss. In general, a voice system can survive an error rate as 
high as 10–2 while a data system must have an error rate better than 10–4. (These 
error rates are highly dependent on the type and amount of EDAC used.) Voice 
systems can tolerate more data loss because the human brain can guess between 
the words while a dumb processor can’t. 

Figure 16.8 shows simplified flow diagrams of a typical frequency hopped 
transmitter and receiver. In the transmitter, a pseudo-random hopping code is used 
to control the output frequency of a PLL-based synthesizer. The carrier is then 
modulated with a data signal and transmitted. An example of a hopping signal 
(frequency versus time) is shown in Figure 16.9. In the receiver, an identical copy 
of the hopping pattern plus an IF-offset is subtracted from the incoming signal in 

 

 
Figure 16.7 FHSS with narrowband  interference. 
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Figure 16.9  FHSS frequency versus time. 

 
Figure 16.8 FHSS system: (a) transmitter, and (b) receiver.  
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the frequency domain (i.e., by mixing). If the received signal is the desired one, 
and the transmitter and the receiver are properly synchronized, the result of the 
subtraction is the FM carrier modulated with the data and centered at the IF.  

The effectiveness of a particular frequency hopped system for a given 
transmission channel depends on several factors, such as the hopping rate, the size 
of the hops, and the number of data symbols transmitted during each hop interval. 
If there are one or fewer data symbols transmitted during a hop interval the 
process is called fast frequency hopping (FFH). In FFH, a high level of 
redundancy is present because there can be several hops/data symbol. This means 
that even if some of the hops are not properly received, due to interference or 
fading, there is still enough information available by using diversity combining 
techniques to make a correct symbol decision. 

If there is more than one data symbol transmitted on each hop interval, then 
the system is using slow frequency hopping (SFH). SFH does not enjoy the same 
degree of redundancy as FFH systems. If the signal is fading, several data symbols 
can be lost. 

The number of hops taken/symbol interval is known as the order or diversity 
and it can be expressed as 
  

 symbol

hop

T
L

T
=  (16.1) 

 
where Tsymbol is the data symbol duration and Thop is the hop duration. Equation 
(16.1) assumes that the frequency separation between any two successive hops is 
large enough that the channel degradations encountered by the two carriers are 
statistically independent.  
 
16.3.2 Modulation 
 
Most modern FHSS systems use some form of  FSK to modulate the PN selected 
carrier signal, where 2k frequency tones are used. The simplest and most popular 
form of FSK is binary FSK (BFSK, k = 1), where two frequencies are used to 
represent the binary digits. This is true whether the system employs FFH or SFH. 
An FHSS channel has the spectrum characteristic shown in Figure 16.10, where, 
for example, k = 2. 
 
16.3.3 Coding 
 
The codes used for FHSS are selected in exactly the same way they are selected 
for DSSS. Shift registers with maximal sequences are typically the implementation 
method. The codes should be as orthogonal as possible. 
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16.3.4 FHSS Issues 
 
 The two main problems encountered in PLL-based frequency hopping are spectral 
splatter and transient mismatch between the transmit and the receive synthesizers. 
During a hop transient, shown in Figure 16.11, a simple frequency hopping system 
has no control over the transmitted frequency spectrum, and many  undesired 
frequency components are present in the output of the transmitter. This 
phenomenon is known as spectral splatter and results in a loss of useful transmitter 
energy during each hop, as well as adjacent channel interference. Additionally, if 
there is a mismatch in the hopping transient of the receive synthesizer from that of 
the transmit synthesizer, bursts of frequency error occur in the receiver IF at the 
hopping rate, producing an overall degradation in the receiver SNR.  

 
Figure 16.11 FHSS hop transient. 

 
 
Figure 16.10 FSK mapping. In this example k = 2, for 2k = 4 possible tones to represent length 2 
digital information bits. 
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16.3.5 Near-Far Problem 
 
FHSS systems do not suffer from the near-far problem as DSSS systems do. 
 
 

16.4 Time Hopped Spread Spectrum  
 
16.4.1 Introduction 
 
In this section we examine THSS communication systems.1 Probably the only 
such technology available for this purpose at the time of this writing is UWB 
signals, so that is the technology we will focus on here. We must bear in mind that 
UWB is not the only technology for implementing THSS, however. 

THSS systems transmit short pulses at times that are selected by a pseudo-
random sequence. The optimum detector of signals in additive white Gaussian 
noise (AWGN) channels is the radiometer, which measures the energy content at a 
point in the RF spectrum. The longer the channel is integrated, the better the 
detection performance. If a short pulse is transmitted followed by a long period of 
silence, then much more noise is integrated than signal, and the detection 
performance deteriorates accordingly. This is the fundamental principle behind 
THSS that provides some of the LPI functionality. Another is the pseudo-random 
placement in time of the data pulses. This provides further LPI/LPE capabilities. 
Last, the very narrowband pulses transmitted by these systems spread the signal 
energy across a very wide bandwidth, making the psd at any one channel very 
small—below the noise. This makes it very difficult to detect the presence of the 
pulse, much as in DSSS. 

 
16.4.2 Ultrawideband Systems 
 
UWB communication technology is relatively new, and in the United States, it has 
been approved for use only under extremely limited conditions. Because of its 
potential for interference with so many existing communication services, those 
conditions limit its use to personal area networks (PANs). Such networks are for 
communication between devices either a person is wearing or are otherwise within 
very close proximity. It could be argued that such applications would probably be 
of limited use as EW targets. However, this is not to say that UWB 
communications will forever be limited to this application—a very unlikely 
circumstance. Therefore, we include this examination of the EW performance 
against such systems, especially for urban environments. 

                                                           
1Much of the material in this section is from [15].  Reprinted with permission.  
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 A notional comparison of narrowband (NB), wideband (WB), and UWB 
signals is illustrated in Figure 16.12. NB signals, typically 25 kHz wide, are 
normally fairly powerful compared to the noise floor, to be effective at  
communication. WB signals, as typified by 3G PCS CDMA signals, are typically 
several megahertz in width and utilize notably less power than the NB 
counterparts. UWB signals can occupy several gigahertz, and their power is so low 
it is typically below the noise floor. 
  A signal is classified as UWB if its bandwidth is 500 MHz or greater or 20% 
or more of its center frequency. UWB communication is also called baseband and 
carrier-free transmission. 
 UWB communication systems are a relatively new concept that exhibit some 
very useful characteristics, including 
 

• Extremely short-duration pulses that result in UWB signals of hundreds 
to thousands of megahertz 

• Extremely low psd—they qualify as DSSS signals 
• Center frequencies typically between 650 MHz and 5 GHz 
• Multimile ranges with submicrowatt average power levels 
• Excellent immunity to jamming, intentional or otherwise 
• Exceptional multipath tolerance (most of the time) 
• Relatively simple and are less costly to build than radios built using other 

SS technologies 
• Consume substantially less power than conventional radios 

 
Due to their low PSD, impulse radios (another appellation for UWB radios) 

can qualify for type acceptance in the United States under the rules of Part 15 for 
unlicensed applications and can share spectrum without affecting conventional 
radio transmissions. This means that any operator anywhere in the United States 
can implement her or his own cell phone system without getting the approval of 
the FCC or any other government agency. 

 
 
Figure 16.12 Frequency spectrum comparison of NB, WB, and UWB. 
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 The spectrum of an impulse function is a constant value and an impulse 
function can be approximated in practice. It sometimes consists of a few cycles of 
a carrier signal above 1 GHz but often is a derivative of a Gaussian function, 
which is easy to generate. 
 THSS is employed with UWB by randomly varying the pulse times. This TH 
tries to foil the attempts of a receiver to integrate the signal for reliable detection. 
As with other forms of SS technology, such THSS would be controlled by a PN 
sequence. Processing gain is achieved by coherently adding more than one 
impulse per data bit, denoted by L, and the processing gain is given by GL = 10 
log10 L. Additional processing gain is achieved by the low duty cycle of the pulses 
relative to the frame time, Tf. This processing gain is then GT = 10 log10(Tf / Tp). 
The total processing gain is then the sum of these. Thus, if L = 4, Tp = 1 nsec, and 
Tf = 1 μs (corresponding to an uncoded data rate of 1 Mbps), then GT = 30dB,      
GL = 6dB, and Gp = 36dB. 
 By using THSS, multiple users can share the same spectrum, by the same 
rationale, employed for DSSS and FHSS. The coding that controls the impulse 
time minimizes the collisions of the pulses. In this example, if perfect coding were 
employed, 1000 users could share the same spectrum. 

UWB communication is an LPD/LPI technique. The energy in the spectrum is 
spread across such wide bandwidth and the peak power is so low that the spectrum 
looks noise-like, much as a DSSS signal looks noise-like. UWB does not achieve 
such wide bandwidths by applying coding, as in DSSS and FHSS, but by taking 
advantage of the very narrow pulse width. 
 This form of SS communication achieves AJ capabilities by gating the time at 
which the receiver looks for the impulse, and the gate has a width of 
approximately the width of the impulse—that is, 1 nsec or so. This precludes 
jamming energy from having any impact on the receiver except during that gate.  
Time hopping is introduced via pseudo-random coding so that the timing of the 
next frame varies randomly. The PN code is known only to the transmitter and 
receiver.  
 
16.4.3 Modulation Formats 
 
PPM, OOK, and pulse amplitude modulation (PAM) are the principal modulation 
types used for UWB communication systems. Channel coding can be applied as 
well, to improve system performance. Each information bit is represented by one 
or more impulses. While the impulse is there, a wide spectrum signal emerges that 
has very low PSD. The time between pulses is typically long enough for the pulse 
response of the channel to die out so there is little ISI. Also, during this time there 
is no signal in the spectrum. 
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Figure 16.13 PPM modulation with time-hopping for UWB communications. 

 PPM modulation with THSS is illustrated in Figure 16.13. A frame is the 
timeframe within which a time hopped signal occurs. If a zero is sent, the leftmost 
impulse is transmitted, while if a 1 is transmitted, the impulse is delayed for a 
duration δTp where Tp is the impulse width. 
 In binary PAM (BPAM), an impulse is sent to represent the binary 1 and its 
negative is sent to represent the binary zero. In OOK, the pulse is sent to represent  
the binary one, and no pulse is sent to represent the binary zero. BPAM enjoys a 
6dB processing advantage over binary OOK (BOOK). 
 
16.4.4 UWB Pulse Position Modulation 
 
There are several ways UWB communication systems can be implemented. 
Probably the most popular modulation scheme is PPM, but other methods of 
impressing the information stream onto the carrier, such as OFDM and BPSK, are 
certainly possible.  

 In UWB PPM communications, information is conveyed with narrow pulses 
(monocycles), so the RF and analog circuitry is reduced to a wideband low-noise 
amplifier, a correlator, and data converters. No up/downconversion or mixer is 
needed, which results in substantial reduction of transceiver size and power 
consumption. A comparison of a direct IF sampling transceiver and a UWB 
transceiver architecture is shown is Figures 16.14 and 16.15. It indicates that a 
UWB transceiver can be implemented with considerably fewer components than 
the IF sampling receiver and can be implemented as a simple chipset with very 
few off-chip components.  

In PPM, typically ultrashort Gaussian monocycle pulses with carefully 
controlled pulse-to-pulse intervals are transmitted. A Gaussian monocycle is the 
first derivative of the Gaussian pulse shown in Figure 16.16. The transmitter sends 
the appropriately delayed Gaussian pulse to the antenna. The function of the 
transmitter antenna is to formulate the first derivative of the Gaussian pulse  
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Figure 16.15 UWB transceiver architecture is much simpler than a superheterodyne receiver. 

 
 
Figure 16.14 Traditional IF sampling transceiver architecture. 
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yielding the Gaussian monopulse2 as the actual waveform transmitted shown in 
Figure 16.17. At the receive antenna, the function of the antenna is also to find the 
first derivative of the received signal, and that is what is sent to the receiver. 

The widths of these pulses is typically in the 200 psec to 1.5 nsec range, while 
the time between data pulses is on the order of 100 nsec to 1 μsec. With these 
pulse rates, data rates on the order of 1 Mbps to 10 Mbps are possible. These short 
monocycle pulses are inherently wideband. For example, a pulse width of          
200 psec corresponds to a bandwidth of 5 GHz. Typical time domain and the 
corresponding frequency domain performances are illustrated in Figure 16.18. 
 
16.4.5 Jam Resistance and Processing Gain 
 
Processing gain is a measure of the communication system’s resistance to 
interference and UWB has a huge processing gain. One definition of processing 
gain is the ratio of the bandwidth of the signal to the bandwidth of the information 

                                                           
2 Also referred to as the Gaussian doublet. 

 
 
Figure 16.16 (a) Waveform, and (b) psd of Gaussian pulse.  
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Figure 16.18 (a) Waveform, and (b) psd of Gaussian monocycle.  

 
 
Figure 16.17 Time waveform of the Gaussian monocycle. 
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signal. For example, an  IS-95 SS system with 8 kHz of information  bandwidth 
and a 1.25 MHz channel bandwidth yields a processing gain of 156 (22dB). For an 
impulse system transmitting the same 8 kHz information bandwidth and a 2 GHz 
channel bandwidth, the processing gain is 250,000 or 54dB. 

Other ways of calculating the processing gain for a UWB signal are 
  
• The duty cycle of the transmission (e.g., a 1% duty cycle yields a process 

gain of 20dB) 
• The effect of integrating over multiple pulses to recover the information 

(e.g., integrating energy over 100 pulses to determine one digital bit 
yields a process gain of 20dB) 

• The total process gain is then 40dB 
 
Thus, a 2 GHz/10 Mpps link transmitting 8 kbps would have a process gain of 54 
dB, because it has a 0.5 nsec pulse width with a 100 nsec pulse repetition interval 
= 0.5% duty cycle (23dB) and 10 Mpps/8000 bps = 1250 pulses per bit (another 
31dB). 
 
16.4.6 Multipath and Propagation 
 
Multipath fading is less of a problem for UWB systems than for conventional 
communication systems. In fact, Rayleigh fading, so noticeable in cellular 
communication, is a continuous wave phenomenon, not an impulse 
communication phenomenon. In an impulse system, in order for there to be 
multipath effects, one of the following special conditions must exist: 
 

• The path length traveled by the multipath pulse must be less than the 
pulse width times the speed of light. For a 2 GHz pulse, that equals     
0.15 m or about 1/2 ft—that is, [1/2 nsec] × [3×108  meters/second]. This 
is illustrated in Figure 16.19, in the case where the pulse traveling path 1 
arrives one half a pulse width after the direct path pulse. 

 
• The multipath pulse travels a distance that equals multiples of the interval 

of time between pulses multiplied by the speed of light. For a 1 Mpps 
system, that would be equal to traveling an extra 300, 600, and 900 
meters. However, because each individual pulse is subject to the pseudo-
random dither, these pulses are decorrelated. 

 
Pulses traveling between these intervals do not cause self-interference. In Figure 
16.19, this is illustrated by the pulse traveling path 2, while pulses traveling 
grazing paths, as illustrated in Figure 16.19 by path 1, create impulse radio 
multipath effects. Figure 16.20 shows how easy it is to resolve multipath impulse 
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Figure 16.20 UWB multiple multipath examples. 

 
 
Figure 16.19  UWB multipath. A multipath problem occurs when the reflecting path is short as in
Path 1. 
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 signals in the time domain. Note that the receive antenna’s characteristics convert 
the Gaussian monocycle into a “W” waveform as seen in Figure 16.20. The first 
arriving pulse (between 3 ns and 6 ns) is of a lower amplitude because it traveled 
through more walls than some later arriving pulses (the pulse arriving at between  
8 nsec and 11 nsec). 

UWB PPM communication systems have a far superior performance in high 
multipath environments than narrowband systems, as well as DSSS systems. 
Multipath is a critical problem for most communication systems in urban 
environments because there are many objects that reflect RF signals. In these 
environments, UWB systems can operate at high data rates with lower bit error 
rates and with lower transmit powers. 
 
 

16.5 Advantages of Spread Spectrum 
  
Spread spectrum systems provide some clear advantages. We present here some 
benefits that ensue with SS-based systems. 
 

• Reduced crosstalk interference: In SS systems, crosstalk interference is 
greatly attenuated by the processing gain of the SS system as described 
earlier. The effect of the suppressed crosstalk interference can be 
essentially removed with digital processing where noise below certain 
thresholds results in negligible bit errors. These negligible bit errors have 
little effect on voice transmissions. 

 
• Better voice quality/data integrity and less static noise: Due to the 

processing gain and digital processing nature of SS technology, an SS-
based system is more immune to interference and noise. 

 
• Lowered susceptibility to multipath fading: Because of its inherent 

frequency diversity properties due to wide spectrum spread, an SS system 
is much less susceptible to multipath fading. 

 
• Inherent security: In an SS system, a PN sequence is used to either 

modulate the signal in the time domain (DSSS) or select the carrier 
frequency (FHSS). Due to the pseudo-random nature of the PN sequence, 
the signal in the air has been randomized.  Only the receiver having the 
exact same pseudo-random sequence and synchronous timing can de-
spread and retrieve the original signal. Consequently, an SS system 
provides signal security that is not available to conventional analog 
wireless systems. 
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• Coexistence: An SS system is less susceptible to interference than other 
non-SS systems. In addition, with the proper designing of pseudo-random 
sequences, multiple SS systems can coexist without creating severe 
interference to other systems. This further increases the system capacity. 

 
• Hard to detect: SS signals are much wider than conventional narrowband 

transmission (of the order of 20 to 254 times the bandwidth of 
narrowband transmissions). Since the communication band is spread, 
power at any given frequency is significantly reduced, lowering the 
detectability. 

 
• Hard to intercept or demodulate: The very foundation of the spreading 

technique is the code use to spread the signal. Without knowing the code, 
it is impossible to decode the transmission. 

 

• Harder to jam: The most important feature of SS is its ability to reject 
interference. At first glance, it may be considered that SS would be most 
affected by interference. However, any signal is spread in the bandwidth, 
and after it passes through the correlator, the bandwidth signal is equal to 
its original bandwidth, plus the bandwidth of the local interference. An 
interference signal with 2 MHz bandwidth being input into a direct-
sequence receiver whose signal is 10 MHz wide gives an output from the 
correlator of 12 MHz. The wider the interference bandwidth, the wider 
the output signal. Thus, the wider the input signal, the less its effect on 
the system because the power density of the signal after processing is 
lower, and less power falls in the bandpass filter.  

 
 

16.6 Concluding Remarks 
 
SS communication methods were developed by the military to combat 
eavesdropping and to thwart jamming. They perform these functions rather well. 
The advantages of LPD, LPI, and LPE approaches to communications were 
outlined at the end of the chapter. 
 LPI techniques, in particular DSSS in the form of CDMA, have migrated into 
the commercial marketplace primarily because they can share limited spectrum 
efficiently—more efficiently than any other approaches to spectrum reuse. All 
modern cellular phone systems worldwide are migrating to CDMA for economic 
reasons.  
 We have outlined the fundamental SS techniques in this chapter. DSSS and 
FHSS are widely deployed, while THSS is newer and not used as much. The only 
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approved use for THSS so far has been for PANs since it has the characteristic of 
possibly interfering with many other communication services. 
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Chapter 17 
 
 

Receivers for Direct Sequence Spread 
Spectrum Intercept 
 
 

17.1 Introduction 
 
There are a myriad of ways known and some yet unknown to deal with DSSS 
intercept problems. We point out a few techniques in this chapter to illustrate the 
complexity. It is not intended to be a thorough discourse on the topic. 
 A receiver in the vernacular we are considering here is a set of processes that 
can be executed on signals. We do not specifically infer a particular set of 
hardware. These processes consist of sets of mathematical manipulations on signal 
samples or variables derived from these samples. 
 Although any of the receiver architectures discussed previously with adequate 
bandwidth can be used as the manifestation of the hardware for the receivers in 
this chapter, in most modern cases the receiver would likely be a digital receiver 
with bandwidth large enough to process the DSSS signal. 

In this chapter, we consider eavesdropping on an adversary’s communication 
that uses DSSS. DSSS is a covert communication technique developed by the 
military. The information symbols are modulated by a PN sequence prior to 
transmission to enable this covert property. This results in a wideband signal that 
is resistant to interference, jamming, interception, and multipath fading [1–3]. 
 Due to the method of generating a DSSS signal—that is, using a PN sequence 
to spread the signal energy over a large bandwidth—the task of noncooperative 
interception becomes very difficult. The goal of the intercepting receiver is to 
remove the PN sequence from the signal to retrieve the underlying information.  
 We discuss two particular manifestations of DSSS receivers in this chapter. 
There are others (though not many). Both techniques rely on estimation of the 
sample covariance matrix. The processing on this matrix is, however, different for 
the two approaches. For those interested in more in-depth coverage of some 
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receiver designs, [4] is recommended. Also, both of the receivers we consider, 
which they share with most DSSS receivers, function only on short codes.1 
 The principal requirement for a DSSS receiver is to determine the spreading 
sequence. Without knowing that, despreading DSSS signals is not possible. Both 
of the receivers described in this chapter strive to determine this sequence. Once 
the sequence is derived, it is used in a DSSS receiver to extract the underlying 
information. 
 This chapter is structured as follows. We first provide brief overviews of the 
two receivers. Then the first receiver that relies on an analysis of the eigenvalues 
and corresponding eigenvectors of the estimated data covariance matrix is 
described. Next, the second receiver that also relies on the estimated covariance 
matrix but uses the matrix in a different way is described. Examples are provided 
for both methods. 
 
 

17.2 Overview of Two Receivers 
 
17.2.1 Eigenanalysis Technique 
 
Bouder, Azou, and Burel investigated a method of determining the symbol 
duration, while simultaneously providing a procedure for establishing the presence 
of a DSSS signal [5]. A method for estimating the PN sequence without prior 
knowledge about the transmitter in this section was considered. The received 
signal is sampled and divided into temporal windows, the size of which make up 
the PN sequence period, which is assumed to have been estimated. The spreading 
waveform can be recovered from the first and second eigenvectors of the sample 
covariance matrix. The PN sequence used at the transmitter can be estimated from 
these eigenvectors. Furthermore, useful information about time offset can be 
extracted from the eigenvalues. 
 
17.2.2 Spectral Norm Maximization 

 
The second intercept method we consider, developed by Jo and Wu [6], proceeds 
by identifying the basic steps required to eavesdrop on an adversary’s 
communication. The steps involved are 
 

• Determine the symbol duration, which also serves as the method for 
determining the presence of the DSSS signal. This is done by measuring 
the fluctuations of the signal. 

                                                           
1 A short code is when one or more complete periods of the spreading sequence are present in every 
symbol. A long code is when the spreading sequence is expanded beyond one symbol. 
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• Identify the start position of a data symbol in the spread signal for symbol 
synchronization purpose. 

• Remove the PN sequence. 
• Estimate the PN sequence. 
• Estimate the generator polynomial to determine the correct polarity of the 

spreading sequence. 
 

To identify the start position of data symbols, we will discuss a method based 
on the spectral norm that achieves low estimation errors. After the symbol 
synchronization, we remove a PN sequence from the intercepted signal by a 
correlation method to estimate data symbols without a priori knowledge about that 
PN sequence. Identification of a PN sequence is processed by a matched filter 
between the intercepted signal and the estimated data symbols. 

One of the harder problems in eavesdropping on DSSS signals is the polarity 
ambiguity of the estimated spread sequence and data symbols. Erroneous reversal 
of polarity of each chip in the estimated PN sequence compared to the true PN 
sequence is a major source of the performance degradation of an EW 
eavesdropper. One way to mitigate this polarity problem is to estimate the code 
generator polynomial. The technique also reduces the memory requirement of an 
eavesdropper, which can run into saving hundreds or thousands of sequence bits in 
the memory of an eavesdropper. We discuss such a technique later in this chapter. 

The probability of error performance of an eavesdropper is a function of SNR, 
the number of data symbols, and the length of the spread sequence of the 
intercepted signal. Therefore, we discuss the analytical probability of error 
performance of the eavesdropper with respect to these parameters. By doing so, 
we can efficiently predict the performance of the eavesdropper. 
 
 

17.3 Eigenanalysis Direct Sequence Spread 
Spectrum Receiver 
 
17.3.1 Signal Model 
 
Let ak be a QPSK or BPSK symbol transmitted at time lTs, where Ts is the symbol 
duration.2 This symbol is multiplied by a pseudo-random sequence of chip 
duration Tc, which spreads the signal bandwidth. This discrete signal is then 
filtered, sent through the communication channel, and filtered again at the 
receiver. A baseband representation of a DSSS signal is given by [8, 9] 
                                                           
2 For reasons of simplicity and clarity of presentation, we focus only on the QPSK/BPSK modulation. 
If we adopt a blind modulation detection method (such as in [7]), these results can be applied to higher 
order modulation like 64QAM with little modification. 
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and n(t) is the AWGN output of the receiver filter and uncorrelated with the 
information signal al. We assume the symbols al are centered and uncorrelated. 
The effects of the transmitter filter, the reception filter, the channel response, and 
the pseudo-random sequence ck are represented by h(t). p(t) denotes the 
convolution of all filters of the transmission chain. Tc is the chip duration and 

0,1, , 1{ }k k Pc = − is the pseudo-random sequence of length P, where P = Ts/Tc because 

of the short code assumption. Further, we assume that the SNR, γ  (in dB), at the 
output of the receiver filter is negative—that is, the signal is hidden in the noise; 
all other parameters are unknown. 

 
17.3.2 Estimation of the Symbol Duration 
 
The basic principle of any intercept receiver is to take advantage of the fact that 
the transmitted signal statistical properties are not the same as the noise statistical 
properties; that is, they are independent stochastic processes. For instance, in some 
simple applications, the signal and noise frequencies are not the same; hence filters 
are sufficient to detect the presence of a signal. Here, the application is much more 
complex, because a DSSS signal is specially built to be similar to a noise in order 
to be LPI. For instance, the autocorrelation of an SS signal is close to a Dirac 
function, similar to the autocorrelation of white noise (this is due to the pseudo-
random sequence). 

The intercept receiver implements two major steps: first the presence of any 
DSSS transmission is detected and then the blind spreading sequence is estimated 
before demodulation. The first step also leads to a spreading code period estimate 
that is then used in the rest of the algorithm.  

The first step relies on the fluctuations of autocorrelation estimators, denoted 
by ρ(τ), instead of on the autocorrelation itself. Although the autocorrelation of a 
DSSS signal is similar to the autocorrelation of noise, it is shown in [10] that the 
fluctuations of estimators are totally different. 

In order to compute the fluctuations, the received signal y(t) is divided into M 
nonoverlapping temporal windows, each of duration T large enough to contain a 
few symbols. Then an autocorrelation estimator is applied to each window:  
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We can then estimate the second-order moment of this autocorrelation estimator, 
the fluctuations, as: 
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By comparing the theoretical fluctuations, ρ(τ), in the case of  noise only  to that 
obtained by computation from the incoming signal, we can detect the presence of a 
DSSS transmission. 

This is illustrated in Figure 17.1 where some fluctuations ρ(τ) are plotted. The 
horizontal dashed line shows the theoretical average fluctuations ( ) ,nmρ and the 

dotted line corresponds to the theoretical average fluctuations plus 4 times the 
theoretical standard deviation ( )n

ρσ on the fluctuations (noise only). Large peaks that 

are observed, far above ( ) ( )4 ,n nmρ ρ+ σ indicate the presence of a DSSS signal. These 

peaks are obtained for values of τ that are multiples of the spreading code period 
(0.775 μsec for this example). 

 
 
Figure 17.1 Example of DSSS signal detector output (fluctuations) with Gold code of length 31 at a 
chip rate fC = 40 MHz in a Gaussian channel with γ = –5dB. 
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Since short codes are assumed for the DSSS system, the period of the 
spreading sequence is the same as for the symbol duration. 
 
17.3.3 Blind Estimation of the Spreading Sequence 
 
Eigenanalysis techniques are exploited to recover the spreading sequence used at 
the transmitter. As above, the received signal is sampled and divided into non-
overlapping windows, but in this case the duration of these windows is equal to the 
symbol time, Ts. Let y

  denote the content of a window. The covariance matrix of 

y
 is given by 

 
 H{ }yy=R 


 (17.5) 

 
where H denotes the Hermitian transpose. Since the window duration is equal to 
the symbol duration, a window always contains the end of a symbol for a duration 
Ts − t0, followed by the beginning of the next symbol for a duration t0, where t0, 
the offset between a window and a symbol, is unknown. 

Hence 
  
 0 1 1m my a h a h n+ −= + +

  
 (17.6) 

 
where n


 is the noise vector; 0h


is a vector containing the end of the spreading 

waveform for a duration Ts − t0, followed by zeros for a duration t0; 1h−


is a vector 

containing zeros for a duration Ts − t0, followed by the beginning of the spreading 
waveform. 

Equation (17.6) leads to 
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for the covariance matrix (17.5). From (17.7) it is clear that two eigenvalues will 
be larger than the others. The corresponding eigenvectors are given by 0h


 and 1 ,h−


 

up to multiplicative factors.  
The eigenvalues can be expressed in decreasing order according to the symbol 

period, Ts, the SNR, γ, the sampling period, Te, and the noise variance, 2
nσ , 

according to 
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The expressions for (17.8) and (17.9) must be interchanged if 0 s / 2.t T> The 

spreading sequence can then be recovered, once the corresponding normalized 

eigenvectors 
2
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and
2
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are concatenated. 

It can be shown that the offset time t0 and the SNR, γ, can be estimated from 
(17.8)–(17.10) 
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Note that the covariance matrix (17.5) cannot be exactly determined but only 

estimated by the sample covariance matrix: 
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where N is the number of temporal windows of duration Ts. The performance of 
the estimation of the spreading sequence will therefore depend on the number N as 
well as the SNR. In the following we will assume that the sampling period is set to 
Te = Tc, to make the interpretation of the results easier, but this is not a 
requirement. In this case, the covariance matrix is a P × P complex matrix, where 
P is the length of the spreading sequence. 

To illustrate the algorithm, computer simulations will be given in the next 
section to show the method can provide a good estimation of the spreading 
sequence, even when the received signal is far below the noise level. 
 
17.3.4 Verification and Validation 
 
In this section, we provide representative comparisons of the approach. An 
example also illustrates the performance in a multipath environment. 
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Example 17.1: Eigenanalysis Receiver (no multipath). Consider 
an SS signal generated by spreading a QPSK modulation with a 
Gold sequence of length 31 (Figure 17.2). AWG noise is added 
to the received signal to produce γ  = −5dB. We assume N = 200 
analysis windows, and the spreading code length P and the chip 
period Tc are known. 

The chip sequence is the length 31 Gold code shown in 
Figure 17.2. Figure 17.3 shows the received estimated sequence 
determined by this eigenanalysis technique when an offset time 
t0 =8 chips is present. 

The eigenanalysis of R̂ shows there are two large 
eigenvalues. Once the offset time has been estimated according 
to the eigenvalues (17.12), it is possible to determine which 
eigenvector contains the beginning of the spreading sequence 
and which one the end. In Figure 17.3(a) the first eigenvector is 
shown, which contains the end of the spreading sequence during 
Ts − t0 followed by zeros during t0, where t0 is equal to 8 chips, 
while the second eigenvector at Figure 17.3(b) contains zeros 
during Ts − t0 followed by the beginning of the spreading code 
during t0. The eigenvectors can then be concatenated to recover 
the spreading code used at the transmitter. 

 
Example 17.2: Multipath Environment. A Monte Carlo 
simulation was conducted to evaluate the performance of the 
proposed method in a multipath environment. A DSSS signal is 
generated using a random sequence of length P = 31. The 
symbols belong to a BPSK constellation. The spreading 
sequence is shown in Figure 17.4. The signal is then transmitted 
through a multipath channel, with impulse response 
 

c c( ) 1.2 0.8 ( ) 0.6 ( 2 )h t t T t T= − δ − + δ −  

 
AWGN is added to the received signal producing γ = −10dB. 
Figure 17.5 shows an example of the transmitted and received 
sequences. 

 
 
Figure 17.2 Gold sequence. 
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Figure 17.3 Windows: (a) ma


 and (b) 1.ma +


These are also the eigenvectors. 

 

 
 
Figure 17.4 Spreading sequence. 
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The estimated spreading sequence can then be used by a 
DSSS receiver in order to recover the transmitted information 
from the received data. 

 
17.3.5 Summary 
 
We considered a blind spreading sequence estimation approach to estimating the 
spreading sequence in a DSSS transmission system in this section. The algorithm 
requires a single eigenvalue decomposition of the received signal sample 
covariance matrix. The process also enables the estimation of parameters such as 
SNR and offset time. No assumption was made on the nature of the spreading 
sequence: it can be a sequence generated by pseudo-random shift registers, such as 
Gold sequences, but this is not a requirement. Once estimated, the sequence can be 
used by an SS receiver in order to retrieve the information symbols. 
 
  

17.4 Spectral Norm Direct Sequence Spread 
Spectrum Receiver 
 
We consider the second approach to estimating the spreading sequence in this 
section. This method was devised by Jo and Wu [6] and is based on maximizing 
the spectral norm of a sample covariance matrix, which achieves smaller 
estimation error than the method of maximizing the Frobenius norm. After 
synchronization, we remove the spread sequence by a cross-correlation-based 
method, and identify the spread sequence by a matched filter. We also discuss a 
searching method to identify a generator polynomial that is capable of correcting 
polarity errors existing in some of the previous methods. 
 
17.4.1 Symbol Synchronization 
 
The captured signal y(t) in (17.1) is sampled and divided into non-overlapping 
windows with the eavesdropper’s sampling duration Te. We assume the sampling 
duration of an eavesdropper is the chip duration. Therefore, P(L + 1) samples are 
available by sampling (L + 1)Ts long signal with the sample duration Tc. 

 
 
Figure 17.5 Transmitted and received sequences for the multipath example. P = 31, γ = –10dB. 
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We form the matrix Yk with dimensions ( 1),P L× + from the P(L + 1) samples 

as 
 
 1 1 1[ ]k k k k k

l l Ly y y y− − −=Y
      (17.14) 

 
where the superscript k represents the kTc time-delayed desynchronized signal of 
(17.1) for 0,1, , 1.k P= − k

ly


denotes a column of the desynchronized Yk. We 

may write k
ly


as follows 

 
 T

, , 1 1,0 1, 1[ ]k
l l k l P l l ky y y y y− + + −=    

 

,

, 1 1

1 1,0 0

1 1, 1 1

l l k k

l l P P

l l

l l k k

a h n

a h n

a h n

a h n

− −

+ +

+ + − −

+ 
 
 
 +

=  + 
 
 

+  





 (17.15) 

 
where T{}⋅ denotes the transpose, yl,k is the kth entry of a column ,k

ly


and hl,k is the 

spreading sequence of yl,k. Now, we can rewrite (17.15) as 
 

 

,

1, 1

1,0 1 0

1, 1 1

0

0

0

0

kl k

l Pl Pk
l

l l

l k k

nh

a nh
y

h a n

h n

−−

+ +

+ − −

   
   
   
    

= +    
    

   
   

     

 


 

 

 
 e

1[ ]b k k
l l lh h a n+= +
   

 

 k k k
l lh a n= +
  

 (17.16) 

 
where e

lh


 denotes a vector containing the end of the spreading waveform for a 

duration of s cT kT−  followed by zeros for a duration kTc; b
1lh +


 is a vector 

containing zeros for a duration s cT kT− followed by the beginning of the spreading 

waveform for a duration kTc; k
la


 denotes a vector containing two desynchronized 
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symbols al and al+1; kn
  stands for  the noise. Therefore, it is necessary to make a 

column  k
ly


 have only one data symbol al. That is 

 
 0 T

,0 , 1 , , 1[ ]l l l k l k l Py y y y y− −=    

 0
,0l lh a n= +
 

 (17.17) 

 
and (17.14) becomes 
 
 0 0 0 0 0

0 1 1[ ]l l Ly y y y− −=Y
      (17.18) 

 
Note that samples that belong to a–1 and aL in (17.14) are truncated in the 
synchronized intercepted signal (17.18). Let R denote the covariance matrix of 
(17.16) 
 

 
*

{ }k k
l ly y=R 
 

 

 
* * 2

n P{ }k k k k
l l l lh a a h= + σ I
  

 (17.19) 

 
where *⋅ denotes the conjugate transpose; IP represents a P P× identity matrix, { }⋅
denotes expectation, and 2

nσ is the noise variance. 

To place the starting spread sequence hl,0 in the proper position in (17.15), we 
search for a maximum of the spectral norm3 of the sample covariance matrix of 
(17.19). Let 

2
y


denote the spectral norm of the square covariance matrix 

 

 max2
( )y = λ R


 (17.20) 

 
where max ( )λ R stands for the largest eigenvalue of the covariance matrix. Then the 

spectral norm of (17.18) is 
 

 
2 20 0 2

n2
{ }l l ly h a= + σ


 (17.21) 

 
However, the spectral norm of (17.19) is 
 

                                                           
3 The spectral norm of matrix A is the square root of the largest eigenvalue of A. 
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2 2e 2
n c s

22 2b 2
1 1 n c s

{ } , / 2

{ } , / 2

l lk
l

l l

h a kT T
y

h a kT T+ +

 + σ ≤= 
 + σ >








  (17.22) 

 

if the singular values are expressed in decreasing order. Since 
2 2

0 e
l lh h≥
 

or 

2 2
0 b

1 ,l lh h +≥
 

we can determine the synchronized version of (17.14) by 

maximizing the spectral norm in (17.20) with respect to 0,1, , 1k P= − as 
follows 
 

 
*0 *

max
[0, 1]

ˆ arg max { }k k

k P
y y

∈ −
= λY 

 
 (17.23) 

 
Figure 17.6 shows the theoretical and simulated squared spectral norm 

2
y


in 

(17.23). For the calculation, 10,000 trials are carried out and averaged together. In 
the simulation, we use QPSK. The PN sequence is an m-sequence [11–13] with the 
length P = 31 and with a generator polynomial f(x) = 1 + x2 + x5. The SNR 

5dB.γ = −  When k = 0, the spectral norm has a peak. Note that the more samples, 

the more accurate estimation of 0Ŷ in (17.23) can be achieved.  
 
 

 
 

Figure  17.6 Theoretical and simulated spectral norm, 
2

,
k

y


in (17.23) with P = 31 and γ = –5 dB. 
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17.4.2 Symbol Estimation 
 
After symbol synchronization, we need to remove the spread sequence in (17.17) 
to estimate the information symbol al from the synchronized signal 0

ly


in (17.18). 

With the property of strong self-correlation and weak cross-correlation of spread 
spectrum, we use a method based on a cross-correlation between a test column, 
say 0

t ,y


 and a column of a data symbol al, say 0 ,ly


 of the synchronized signal in 

(17.18). Then we have 
 

 
*

0 0
t

0 0
t( ) ( )

l
ly y

C y yτ = τ 
 

 (17.24) 

 

If the spread sequence is an m-sequence [11, 13], 0 0 0 0
t t0 0

( ) ( ) .
l ly y y y

C C
τ= τ≠

τ ≥ τ    Then  

 

 0 0
t

1
*

t , ,
0

( )
l

P

k l ky y
k

C y y
−

=

τ =   (17.25) 

 
Now we can estimate the symbol al from (17.25) as follows 
 

 0 0 0 0
t t

ˆ sgn Re{ (0)} sgn Im{ (0)}
l l

l y y y y
a C j C   = +        (17.26) 

 
where Re{}⋅ takes the real part and Im{ }⋅  takes the imaginary part of a complex 

number. sgn(x) is the sign function 
 

 
1, 0

sgn( )
1, 0

x
x

x

+ >= − <
 (17.27) 

 
Note that the estimated symbol ˆla in (17.26) is estimated up to an unknown 

multiplicative factor. Therefore, the sign of the symbol in (17.26) can be reversed 
by this multiplicative factor.  

The BER of estimation of the symbol al can be determined to be 
 

 b 2

1
erfc

2 2
a P

P
ς

 
=  

 σ 
 (17.28) 

 
where 
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2 2 42ςσ = σ + σ  

when 
2

2 n
2

kc

σ
σ =  

0, ,k k l kc h h= =  
2
nσ is the variance (power) of the AWGN. 

 
17.4.3 Spread Sequence Estimation 
 
To recover the PN sequence in (17.17), we use a matched filter operation between 
the synchronized intercepted signal 0Y in (17.18) (one row at a time) and the 
estimated data symbols â


in (17.26). That is 

 
 0ˆ ˆsgn( , )c a= < >Y

 
 (17.29) 

 
Where ,< ⋅ ⋅ >  denotes the inner product,4 T

0 1
ˆ ˆ ˆ[ ]La a a −=   is a vector of the 

estimated symbols, and T
0 1

ˆ ˆ ˆ[ ]Pc c c −=  denotes a vector of the estimated 

spread sequence. The sign of the sequence in (17.29) can also be reversed by a 
multiplicative factor in (17.26). 

To analyze the performance of the sequence estimator in (17.29), it is 
rewritten as follows 

 

 
1

,
0

ˆ ˆ
L

k l k l
l

c y a
−

=

=   

 
1

, ,
0

ˆ( )
L

l l k l k l
l

a h n a
−

=

= +  (17.30) 

 
Let , , ˆl k l k lw y a= and ,l k kh c= for simplicity.  

The probability of error c
bP in estimation of the sequence ck can be determined 

to be 
 

 c
b 2

1
erfc

2 2 w

L
P

 
=   σ 

 (17.31) 

                                                           
4 The inner product of two vectors of dimension M, 1 2

T
[ ]Ma a a a=  and

1 2
T

[ ] ,Mb b b b=


  is 1 1 2 2
T

, .M Ma b a b a b a b a b a b< > = = = + ++
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where 
 

2 2 4 63 3wσ = σ + σ + σ  

 2 2
n /σ = σ ε  

2
.laε =  

 
Note that the probability of error in (17.28) and (17.31) does not account for the 
possible polarity error. We will address this problem in the next section. 

 
17.4.4 Identification of Generator Polynomial 
 
Hundreds or thousands of sequence bits, say T

0 1
ˆ ˆ ˆ[ ] ,Pc c c −=  must remain in 

the memory of the eavesdropper. This motivates us to estimate a generator 
polynomial of the estimated spread sequence from (17.29). 

Shift registers are the practical and efficient implementation for the spread 
sequence. We considered a linear feedback shift register (LFSR) as the 
implementation technique for PN sequences. The correct selection of the n-tuple 
tap-weights (or n feedback stages) will result in a maximal sequence of the length 
N = 2n – 1 [13]. 

Let ( ),GF q=F where q is a prime or a power of a prime, and GF denotes a 

finite field;5 q is called the order of the field F [14]. If the feedback function 

0 1( , , )nf x x − is a linear function—that is, if it can be expressed as 

 
 0 1 0 0 1 1( , , ) ,n n n if x x w x w x w− − −= + + ∈  F  (17.32) 

 
where wi denotes a tap weight of the LFSR for 0, , 1i n= − over F, then 
sequences have the linear recursion relation 
 

 
1

0

, 0,1, 2,
n

n k i k i
i

c w c k
−

+ +
=

= =   (17.33) 

If we have 2n successive sequence bits, we can estimate the generator polynomial 
of sequence 0 1( , , )Pc c c −=  over ( ).GF q=F We may rewrite the recursion 

relation (17.33) into the following matrix representation 
 
 

                                                           
5 Finite fields are also called Galois fields. 
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0 1 1 0

1 1 2 1

2 1 1 2 2 1

n n

n n

n n n n n

c c c c w

c c c c w

c c c c w

−

+

− − − −

     
     
     =
     
     
     




    


 (17.34) 

 
We can solve the recursion relation in (17.34) over GF(q) to obtain tap 

weights 0 1( , , ).nw w w −=  The next successive sequence bit can be generated and 

tested with the estimated tap weights ŵ and n successive sequences using 
transform matrix M of an LFSR as follows 

 

 

0

1

1

ˆ0 0 0

ˆ1 0 0

ˆ0 0 1 n

w

w

w −

 
 
 =
 
 
 

M




   


 (17.35) 

 
and 
 
 1

1 2 0 1 1ˆ ˆ ˆ ˆ ˆ ˆ( , , , ) ( , , , ) k
k k k n nc c c c c c +

+ + + −= M   (17.36) 

 
Note that 0ˆdet( ) ( 1)n w= −M  and thus M is invertible if and only if 0ˆ 0.w ≠  

In [6] a procedure is presented for determining the generator polynomial 
primarily based on (17.34) and (17.36) from the estimated sequence ĉ


in (17.29), 

and also corrects the polarity error in the estimated sequence ĉ


and data symbol ˆ.a


The resulting estimated sequence is denoted by signcorrected
ˆ .c


 

The method presented can also be applied to Gold codes. Some pairs of m-
sequences with the same degree can be used to generate Gold codes by linearly 
combining two m-sequences with different offsets in a Galois field. If the 
estimated generator polynomial can be decomposed into two preferred pairs of m-
sequences, we can decompose the estimated generator polynomial into two m-
sequences. For example, a Gold code generator f(x) = 1 + x + x2 + x3 + x4 + x5 + x6 
can be factored into f1(x) = 1 + x + x3 and f2(x) = 1 + x2 + x3. 

We use a matched filter operation between the intercepted signal sy


 and the 

sign-corrected estimated sequence signcorrectedĉ


 to estimate the symbol ˆ.a


That is 

 

 0
signcorrected signcorrected

ˆ ˆsgn( , )a y c= < >  
 (17.37) 

 
However,  
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 0
w/osigncorrection

ˆ ˆsgn( , )a y c= < >  
 (17.38) 

 
To find the probability of error of the estimator in (17.37), we first find the 

probability of error of the symbol detector without the estimator of (17.38). After 
that, the probability of the symbol detector by the estimator (17.37) is analyzed. A 
symbol detector of a cooperative receiver (Rx) can be written as follows 
 
 ˆ sgn( , ) sgn( , )a y c ca n c= < > = < + σ >     

 

 sgn( , , )a c c n c= < > +σ < >    
 (17.39) 

 
where ~ (0,1).n 


Then the SNR of the cooperative receiver, 

xRγ is 

 

 
x

2

R 2 22

,c c P

c

< >γ = =
σσ

 
  (17.40) 

 
Therefore, the probability of error of the cooperative receiver with the known 
spread sequence c


is [15] 

 

 
xb,R 2

1
erfc

2 2
a P

P
 

=   σ 
 (17.41) 

 
However, the SNR of the eavesdropper, eγ  is 

 

 
2 2

e 2 2
2

ˆ ˆ, ,

ˆ

c c c c

Pc

< > < >γ = =
σσ

   

  (17.42) 

 
Let K denote the number of errors in the estimation of the spread sequence c



of the length P. Then b~ ( , ).cK P P  6 The probability of error in the estimation of 

symbols with the estimator b,signcorrected
aP is then 

                                                           
6 If the random variable X is characterized by the binomial distribution with parameters n and p, we 
write X ~ (n, p). The probability of getting exactly k successes in n trials is given by the pdf (since X 

is discrete, this is more accurately entitled a probability mass function): 

 ( ; , ) Pr( ) (1 )
k n kn

f k n p X k p p
k

−= = = − 
 
 

 

for k = 0, 1, 2, ..., n, where 
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1

b,signcorrected 2
0

1 1
erfc ( 2 ) Pr{ }

2 2

P
a

k

P P k K k
P

−

=

 
= − = σ 
  

 
2

1
erfc Pr{ }

2 2

P
K P

 
+ =  σ 

 (17.43) 

 
17.4.5 Verification and Validation 
 
In this section, simulation examples are presented to illustrate the performance.  
 

Example 17.3: We consider information symbols modulated by 
an m-sequence with the generator polynomial f(x) = 1 + x2 + x5 
of length N = P = 31. The signal constellation is BPSK and the 
number of data symbols is L = 128. The received signal is 
corrupted by AWGN with γ = –10dB. We assume the sampling 
rate of an eavesdropper is the chip rate Tc, but this is not 
required. 

First, we need to determine a synchronized version of the 
intercepted signal by (17.23). Figure 17.7(a) shows a 
desynchronized signal 26ky = delayed by 26Tc. Therefore, a 

sample window 26
1

ky =
−


contains the end of a symbol a–1 for a 

duration of 5Tc followed by the beginning of the next symbol 
signal a0 for a duration 26Tc. A synchronized signal 0

0
ky = by 

(17.23) is shown in Figure 17.7(b). Note that the desynchronized 
samples that belong to a–1 are truncated. Figure 17.7(c) shows 
two synchronized sample windows for the purpose of 
comparison. 

 

                                                                                                                                     

 !

!( ) !

nn

k k n k
=

−
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Figure 17.7 Symbol synchronization by the spectral norm where € denote 1,a−


 • denote 0 ,a


 and ∗

denote 1,a


respectively. (a) Desynchronized signal 26
0 ,
k

y
= (b) synchronized signal 0

0 ,y


and (c) true

signal .y
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Figure 17.8 Data symbol estimation by (17.26): (a) estimated data symbols ˆ ,a

 and (b) true data

symbols .a
  

 
 
Figure 17.9 Spread sequence estimation by (17.29): (a) noisy estimated sequence ˆ ,c

 (b) estimated

sequence ˆsgn( ),c
 and (c) true sequence .c
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Second, estimations of data symbols and spread sequences 
are followed by the symbol synchronization. Figure 17.8 shows 
the first 62 estimated data symbols â


by  (17.26). Figure 17.9(b) 

shows the noisy estimated sequence ĉ


by (17.29). Note that the 

estimated data â


 in Figure 17.8(a) and the estimated sequence  
in Figure 17.9(b) are sign reversed versions of the true symbol a 
and the true sequence ,c

 respectively. Therefore, ˆ, .c c P< > = − 
 

We can correct polarity errors in the estimated data symbol â


 

and the spread sequence ĉ


by the proposed estimator.  
Third, we can correct polarity errors in the estimated data 

symbol â


and the spread sequences ĉ


by the estimator. The 
estimator in Section 17.4.4 searches and tests a generator 
polynomial from the estimated sequence ĉ


by the recursion 

relation in (17.34) and the transform matrix in (17.35). Figure 

17.10 shows the sign-corrected sequence signcorrectedĉ


and data 

symbol signccorrectedâ


by the estimator. 

A simulation to evaluate the performance of the proposed 
estimator was performed. The generator polynomial used in this 
simulation is an m-sequence with f(x) = 1 + x + x11 + x12 + x14 
and the sequence is truncated, P < N = 2n – 1   for comparison. 
Initial conditions were randomly seeded and randomly generated 
data symbols were corrupted by AWGN. The signal 
constellation was BPSK. Ten thousand simulation trials were 
carried out and averaged. 

We compare ˆPr{ , }c c P< > = 
with the estimator and 

without the estimator. Figure 17.11 shows ˆPr{ , }c c P< > = 
with 

different combinations of the number of data symbols L and the 
length of the spread sequence P. Note that the ˆPr{ , }c c P< > = 

corresponds to Pr{K = 0} without the estimator and Pr{K = 0} + 
Pr{K = P} with the estimator. ˆPr{ , }c c P< > = 

increases as the 

number of the intercepted symbols L increased and also 
increases as the length of the spread sequence P increased. 
Therefore, ˆPr{ , }c c P< > = 

 obtained by the estimator is almost 

two times greater than that without the estimator. 
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Figure  17.10 Sign corrected: (a) sign-corrected sequence ˆ ,c


and (b) sign-corrected data symbol ˆ.a


 

 
 
Figure 17.11 Comparison of the probability of correct estimation of the spread sequence: (a) P = 64,
and (b) L = 512. 
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17.4.6 Summary 
 
In this section, we considered the implementation of a receiver for eavesdropping 
on an adversary’s communication system that uses DSSS. To intercept such a 
system we need to 
 

• Determine the symbol duration, which also serves as the method for 
detecting the presence of the DSSS signal. This is done by measuring the 
fluctuations of the signal. 

• Identify the start position of a data symbol in the spread signal for symbol 
synchronization purpose. 

• Remove the PN sequence. 
• Estimate the PN sequence. 
• Estimate the generator polynomial to determine the correct polarity of the 

spreading sequence. 
 
We discussed effective methods to address these last four problems. 

To identify the start position of a data symbol, a method was presented that 
uses the spectral norm of the sample covariance matrix. After symbol 
synchronization, a method based on the cross-correlation was used to estimate data 
symbols up to an unknown multiplicative factor. These estimated symbols were 
used by a matched filtering operation for identifying the PN sequence from the 
intercepted signal. In addition to obtaining the PN sequence and the data symbols, 
we considered an estimator to identify the PN code generator polynomial and to 
identify the polarity in the received signal.  

We also analyzed the probability of error of the estimator in terms of SNR, 
the number of intercepted data symbols, and the length of the spread sequence. 
Our validation by simulation and theoretical analysis shows the effectiveness of 
the receiver topology. 
 
 

17.5 Concluding Remarks 
 
From the discussions in this chapter it is fairly obvious that blind, noncooperative 
interception of DSSS signals requires labor-intensive processes. The main 
requirement of a DSSS receiver is determining the spreading sequence of the 
spread signal. This is normally not known by a noncooperative EW system, so it 
must be estimated. We presented two methods for estimating this sequence; both 
begin with an estimate of the covariance matrix of the received data. Once the 
spreading sequence is determined, it can be used as the code in a DSSS receiver. 
 It should be noted that both of the techniques described in this chapter assume 
that the DSSS system employs short codes. 
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Chapter 18 
 
 

Receivers for Frequency Hopped Spread 
Spectrum Intercept 
 
 

18.1 Introduction 
 
Frequency hopping countermeasures are found in many VHF and UHF radios in 
use by military forces worldwide, including non-developed countries. As such, 
they become targets of concern for EW systems. 

There are two basic needs to be fulfilled to intercept any signal successfully. 
First, the signal must be present within the detection band of the intercept receiver; 
second, the SNR must be adequate for the detection process to be successful. The 
first need is significant when the signal is a frequency hopper that occupies a small 
portion of the RF spectrum for a short time. A typical FH target may use 25 kHz 
of a 100 MHz band for as little as 2 msec before hopping to another frequency in 
the band. The hop period is normally fixed, while the sequence of hop frequencies 
is pseudo-random. 
 
18.1.1 Signal Detection 
 
The fundamental problem we are addressing here is the detection of the presence 
of an SOI and, in particular, an FHSS SOI. This is as opposed to the other 
detection problem in EW systems of detecting which symbol was transmitted; this 
is the information content problem. Detecting the presence of a signal is a signal 
externals problem. We have no interest in the content of the signal at this time. 
 Detecting signals in the presence of noise, and noise is always present in any 
realistic EW RF signal situation, can lead to erroneous decisions. Noise can occur 
that is of sufficient energy that it appears that a signal is present even when one is 
not. Likewise, the noise energy can be of a nature that it destroys the signal even 
when it is present (phase relationships have much to do with this). Thus, the 
problem is stochastic and can only realistically be dealt with in statistical terms.  
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Signal detection (perhaps incorrectly) occurs when the decision variable 
exceeds a detection threshold η. The two relevant hypotheses are given by 
 

 0

1

: ( ) ( )

: ( ) ( ) ( )

H r t n t

H r t s t n t

=
= +

 (18.1) 

 
When the decision variable is denoted by Rij (the purpose of the i, j subscripts will 
become clear shortly), then detection occurs when 1 .ijR H> η On the other hand, 

a false alarm results when 0 .ijR H> η When 1ijR H< η then a missed detection 

occurs. Last, when 0 ,ijR H< η then a correct decision is made as to no signal 

present. 
 This chapter is arranged as follows. We first present optimal architectures for 
implementing receivers for SFHSS targets and FFHSS targets. Being optimal, 
these receivers are not practical for actually constructing receivers due to their 
complexity. They do, however, form a basis against which other configurations 
can be measured. We next discuss the filter bank combiner (FBC) as a method for 
constructing FHSS receivers, including using the radiometer as the optimal 
detector for the FBC. Next we consider the scanning narrowband superheterodyne 
receiver that can be used for FHSS interception. Last, we discuss the CxRx as a 
fast-scanning wideband receiver. The CxRx presents a realizable, high-
performance wideband receiver for FHSS intercept, both SFHSS and FFHSS. We 
present simulation and/or analytical results for all of the configurations considered. 
 
 

18.2 Optimal Receivers for Frequency Hopped Spread 
Spectrum Interception 
 
In the early 1990s JPL, under sponsorship of the U.S. Army, developed the 
architectures for receivers that optimally intercept FHSS signals [1–9]. 
 The optimal average likelihood ratio (ALR) receiver for SFHSS signals is 
shown in Figure 18.1. In SFHSS, many ( 1)> code symbols (typically MFSK, 

where M = 2) are transmitted on each hop of the carrier signal. These symbols can 
be coherent or incoherent. The ALR receiver implements a separate radiometer for 
each possible symbol pattern, given by ( , ),ld tϕ at each possible carrier frequency 

as shown in Figure 18.1. 
 The optimal ALR receiver for receiving FFHSS signals is shown in Figure 
18.2. In FFHSS, each symbol is transmitted many times (> 1) on multiple carrier 
frequencies. Therefore the optimal MSE receiver consists of many parallel 
channels of radiometers, each one corresponding to each possible data sequence as  
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Figure 18.1 Optimal ALR SFHSS receiver. 
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Figure 18.2 Optimal ALR FFHSS receiver. I0 is the modified Bessel function of first kind and 0th
order. 
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shown in Figure 18.2. These receivers optimally detect the presence of FHSS 
signals in an ALR sense.  

These receiver architectures do not represent practical implementations, but 
rather exhibit the optimal architectures against which other realizations can be 
compared. The FFH architecture shown in Figure 18.2, for example, has a receive 
path for each possible data pattern. There are, however, suboptimal configurations 
based on these optimal topologies that perform almost as well and are 
considerably less complex (the FBC, discussed shortly, is one of these). 
 The performance of the optimum receivers as well as some other architectures 
are compared in Figure 18.3. These configurations are explained in the sections to 
follow. The SNR in Figure 18.3 uses the complete hopping range as the noise 
bandwidth. For example, if the hopping range is 10 MHz, and considering 25 kHz 
channels, then the narrowband (per hop) SNR corresponding to –42dB is 

7 3
10 1042 10log 10 10log 25 10 16dB.− + − × = −  

 The total SS bandwidth is denoted as Wss (Hz), and the hop rate is specified as 
Rh (hops per second). The hop swell time is given by Th = 1/Rh. The dwell 
bandwidth is given by Wm = Wss/Nc, where Nc denotes the number of channels of 
width Wm in Wss. The detector observation window is given by (0, T) and it is 
assumed that the observation interval contains an integral number Nh = T/Th of 
complete hops. 
 
  

 
 
Figure 18.3 SFH performance. Wss = 10 MHz, Rh = 100 hps, RS = 10k sps,  T = 0.2 sec, Nh = 20
consecutive hops, NS = 100 sph.  ALR: average likelihood ratio, MLR: maximum likelihood ratio,
FBC: filter bank combiner. 
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18.3 Detection of Frequency Hopped Spread Spectrum 
Signals with Filter Bank Combiners 
 
18.3.1 Introduction 
 
We examine the performance of an FBC for the detection of FHSS signals in this 
section. The classical FBC [10, 11] uses an array of bandpass receivers to measure 
the received energy within each frequency channel over each hypothesized hop 
(referred to as a frequency-time cell) (Figure 18.4). The detectors can be of many 
varieties, two of which are shown in Figure 18.5. The radiometer is the most 

 

 
 
Figure 18.5 Detectors: (a) radiometer and (b) envelope detector. 

 
 
Figure 18.4 Filter bank combiner. 
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popular type of detector in common use and that’s the configuration upon which 
we will concentrate. The FBC then compares each of these measured energies with 
a preselected threshold to make hard (1-bit) decisions as to whether a given 
frequency-time cell contains signal plus noise, logically ORs these bits over all 
frequency bins within each hop, and sums these outputs over all observed hops. 
The sum is then compared with a second threshold to decide between H0 and H1. 
The two thresholds must be jointly optimized to minimize Pm for a particular PFA 
and received SNR.  

The FBC is a suboptimal FH detector because it makes hard decisions within 
each frequency-time cell. However, it is operationally practical and performs 
almost as well as the optimum channelized receiver in the absence of a priori data 
modulation information that can be exploited for improved performance [12]. 
 The term channelized receivers is frequently used to refer to the FBC. We will 
use both terms here, as they refer to the same topology. Also, when the FBC is 
implemented with radiometers, the term channelized radiometer is sometimes 
used. 

The basic idea in channelized receivers is to use several parallel narrowband 
receivers simultaneously. The channelized radiometer uses multiple radiometers—
that is, it integrates energy in many frequency bins simultaneously. It can be used, 
for example, for detection of an FHSS signal. Figure 18.6 shows the structure of a 
channelized radiometer-based detection system. The system has NC radiometers, 
which form a channelized radiometer, each with bandwidth WR and integration 
time TR. The descriptions of the alarm topologies are addressed shortly. Basically, 
the local or preliminary decisions from the individual radiometers are combined 

 
 
Figure 18.6 Channelized radiometer flow diagram. 
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using, for example, a logical-OR operation. It is possible to sum several combined 
outputs to smooth the noise. These combined outputs from different integration 
intervals are summed. The output is compared with the second threshold ηM. 

In a practical channelized radiometer implementation, instantaneous 
bandwidth may be smaller than the signal bandwidth. This may happen especially 
when the signal to be detected is an SS signal—for example, an FHSS signal. On 
the other hand, in some implementations, the number of radiometers may be 
limited. In systems with limited bandwidth, the simplest possibility is to use the 
same center (carrier) frequency at all times. Another possibility is to change the 
center frequency of the receiver—that is, to perform frequency sweeping. Rapid 
sweeping has been used for detecting SFHSS signals. Here, rapid sweeping refers 
to a situation where the duration that the receiver stays at a certain frequency is 
small relative to the time that the signal frequency is unchanged.  

A radiometer is an energy (or power) measurement device, which was 
originally used and analyzed for (deterministic) signal detection [13]. It integrates 
energy (square of a voltage waveform) in a frequency band with bandwidth WR 
and alerts when the energy V integrated over last TR seconds exceeds a threshold. 
When the radiometer is configured as integrate-and-dump, the radiometer output V 
is sampled every TR seconds [14].  

A channelized radiometer integrates energy in many bands simultaneously by 
using multiple parallel radiometers. A logical-OR function [10] to combine 
different radiometer outputs followed by summation of the last M OR outputs is 
typically used for detection. This summing is sometimes referred to as binary 
integration. In block-by-block detection, summing is done over non-overlapping 
intervals. A final decision is made by comparing the sum value against another 
threshold ηM. It is also possible to use a sum instead of a logical-OR function to 
combine different radiometer outputs [7]. This is a good choice in a situation 
where multiple signals are expected to be present. If only one signal is present the 
system using a logical-OR has slightly better performance. In binary moving-
window (BMW) detection, the summing is done in overlapping blocks. 

In this section we examine interception and detection of SFHSS signals using 
a sweeping/stepping channelized radiometer. Two methods to combine the 
channelized radiometer outputs are analyzed: logical-OR-sum and max-sum. The 
first of these is a suboptimal FBC while the latter does not hard limit the 
radiometer decisions. 
 
18.3.2 Receiver Structure 
 
The signal to be detected is an SFHSS signal with Nc non-overlapping hop 
channels. The hop bandwidth is Wh, the hop rate is Rh, and the hop duration is 

h h1 / .T R= The transmission could use, for example, BFSK modulation [2], which 

is a widely used type. The noise is assumed to be a white Gaussian process with 
two-sided psd N0/2. The intercept receiver employs N radiometers that form the 
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channelized radiometer, each with bandwidth matched to the SOI, WR = Wh. The 
detector steps the received frequency band K times within each hop such that the 
POI is increased. For example, if Rh = 100 hps (Th = 10 ms), then the detector may 
be hopped in 1 ms increments corresponding to K = 10. For simplicity, we assume 
synchronization with the hop timing and that the frequency ranges of the 
individual radiometers match those of the hop channels. In practice, there is 
random splitting of the signal energy in both time and frequency. This can be 
approximately taken into account by adding energy loss Lt+f  (dB) to the required 
SNR found assuming no splitting; see [14] for a detailed analysis. 

The total number of radiometer outputs within a hop duration is given by Neff 
= KN. The output of a radiometer is the energy of the signal at the input within the 
bandwidth of the radiometer. These outputs are indexed so that in the first phase 
the outputs have indices 1, 2, . . . , N; in the second phase the outputs have indices 
N + 1, N + 2, . . . , 2N, and so on. This detection structure is analytically equivalent 
to Neff radiometers with bandwidth Wh and integration time Th/K. Figure 18.7 
illustrates the detection structure for the case of K = 3 detection phases per hop 
duration and N = 4 radiometers. Sweeping makes the instantaneous bandwidth 
large, but the integration time is reduced. The total number of hops observed 
before a decision is made is given by M. Since the hop position is random, the 
probability of intercept per hop is pI = Neff/Nc  ≤ 1. In the case shown in Figure 
18.7, pI = 80%. The energy due to the signal in the time-frequency cell of the 
radiometer within which the signal occurs is given by Eij = Eh/K, where Eh is the 

 
 
Figure 18.7 The detection structure in the synchronous case, 15 possible hop channels, 4 radiometers,
3 detection phases, signal intercepted in the first phase by radiometer 3, Neff = 12. 
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received energy per hop, i is the hop index, {1, 2, , },i M∈  and j is the radiometer 

output index, eff{1,2, , }.j N∈  Thus the i, j subscripts in the explanation after 

(18.1). In practice, this assumption is an approximation, since the signal may leak 
some energy also to adjacent radiometers. The time-frequency product of each 
individual radiometer is TRWR = (Th/K)Wh and the instantaneous bandwidth 
considering all radiometers is WhN. In the following, it is assumed that TRWR is an 
integer or that it is rounded to an integer. The normalized radiometer output is 
given by Rij = 2Vij/N0, where Vij is the measured energy including the energy of the 
noise. 
 
18.3.3 Radiometer Output Distribution 
 
It is well known that under H0, the distribution function of Rij can be approximated 
by the chi-square distribution with 2TRWR degrees of freedom [15, 16]. In the 
deterministic signal-and-noise case, the distribution can be approximated by the 
noncentral chi-square distribution with 2TRWR degrees of freedom and 
noncentrality parameter λ = 2Eij/N0.  

The probability of false alarm, Pf, is the probability that the radiometer output 
exceeds a threshold when only noise is present. Individual radiometers have the 
probability of false alarm given by 
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where η is the threshold and Γ is the gamma function. Based on (18.2) we can 
calculate the threshold for the required probability of false alarm.  

The probability of detection is the probability that threshold is exceeded under 
H1—that is, d 1Pr{ }.ijP R H= > η  The probability of detection assuming a 

deterministic signal is 
 

 ( )R Rd 1 0Pr{ } 2 / ,ij T W ijP R H Q E N= > η = η  (18.3) 

 
where QL is the generalized Marcum’s Q function with parameter L given by 
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where IN(u) is the modified Bessel function of the first kind. The SNR required for 
a given probability of detection can be approximated by 
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where Q−1 is the inverse of the tail integral of the normal distribution. This result is 
an accurate approximation, especially when Pd is relatively high. 
 
18.3.4 Channelization Techniques 
 
An FFT can be used to approximate an ideal channelized radiometer. In such a 
case, an N-point FFT is taken every 1/Wh seconds so that the bin spacing 
corresponds to the FH channel separation [17]. There are Wh(Th/K) N-point FFTs 
per detection phase. Squared magnitudes of FFT bins corresponding to the same 
frequency are summed to get the channelized radiometer outputs. In this case, 
when only noise is present, the chi-square distribution is the exact result. If 
windowing is not used, there is a significant leakage—that is, narrowband signals 
leak energy to multiple FFT bins. If windowing is used, correlation arises between 
FFT bins so that there is also correlation between the final radiometer outputs, 
making analysis more awkward. Here the results are given for an ideal channelized 
radiometer. 
 
18.3.5 Logical OR-SUM Channelized Radiometer 
 
When hard 1-bit limiting is applied to the output of the radiometers, the outputs of 
the comparators will be a logical 0 or logical 1. A logical-OR operation can then 
be used to combine all Neff individual radiometric decisions in a hop. If any of the 
outputs exceeds the threshold, then its output will be a 1; all other outputs (subject 
to noise considerations) will be 0. If none of the radiometer outputs exceeds the 
threshold, then they all will be 0 (again, subject to noise considerations). The 
resulting probability of false alarm per hop when using logical-OR detection is 
 

 eff
0 f1 (1 )Np P= − −  (18.6) 

 
because false alarm occurs if at least one radiometer output exceeds the threshold. 
The probability of detection per hop is 
 

 eff 1
1 I d f I 01 (1 )(1 ) (1 )Np p P P p p− = − − − + −   (18.7) 

 
because at most one time-frequency cell (radiometer output) can have signal 
energy. The probability of this occurring is the probability of intercept, pI. That is, 
pI is the a priori probability of the SOI being on any frequency in Th. If the signal 
is not intercepted, the probability of detection is the false alarm probability. The 
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total probability theorem can be applied to combine these two mutually exclusive 
events to get the result (18.7). Since the hop positions are independent, the overall 
probability of false alarm is [11, 18] 
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where ηM is the final threshold that is used after summing the last M logical-OR 
outputs (see Figure 18.6). The overall probability of detection is 
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  (18.9) 

 
 
18.3.6 MAX-SUM Channelized Radiometer 
 
A maximum-based intercept receiver sums per hop maxima [19, 20] 
 

 
1

M

i
i=

χ = χ  (18.10) 

 
where χi = maxj{Rij}. No threshold is applied directly at the output of the 
radiometers. In general, the maximum-based receiver is the best of the practical 
receivers considered in this section, assuming that the probability of intercept is 
sufficiently high. The optimal threshold does not depend on the SNR. Because the 
conditional pdfs under H1 and H0 are known [20, 21], we can calculate the 
corresponding raw moments.1 Let 0 { }k k

iμ = χ denote the kth raw moment under 

H0 and 1 { }k k
iμ = χ  denote the kth raw moment under H1. Under H0 the mean κ1, 

variance κ2, and third central moment κ3 of the per hop maximum are 
 
 1

1 0κ = μ  

 2 1 2
2 0 0( )κ = μ − μ  

 1 3 1 2 3
3 0 0 0 02( ) 3κ = μ − μ μ + μ  

 

                                                           
1 The raw moments are the moments of a stochastic variable assuming the mean is zero. The central 
moments of a random variable are those taken about the mean (i.e., the mean is not assumed to be 
zero). 
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 The raw moments of the per hop maximum, when taking the POI per hop (pI) 
into account, are given by 0 I 1 I 0(1 ) .k k kZ p p= μ + − μ The mean, variance, and third 

central moment can be calculated in a similar way as in the noise-only case. Now  
we know the mean, variance, and the third central moment of the sum (18.10) 
under H0 and H1, taking the POI into account. The shifted log-normal 
approximation that is matched to the first three central moments of the sum [22] 
was used. The shifted log-normal approximation is first used to obtain the 
threshold and then to obtain the probability of detection. The shifted log-normal 
approximation is especially useful when the number of observed hops is relatively 
small. Figure 18.8 shows a comparison of shifted log-normal and normal 
approximations.  
 
18.3.7 Verification and Validation  
 
For specificity, we assume that the target SOI has some parameters similar to 
those of the SINGCARS radio; namely, Wh = 25 kHz, Th = 0.01 sec, and Nc = 2320 
channels. Other parameters used here are Pf = 10−3 and N = 464 channels in the 
receiver. The POI for these parameters is pI = KN/Nc = 0.2K. For example, when  
K = 1, so that no sweeping is performed, pI = 0.2. The other values examined are 
0.4, 0.6, 0.8, and 1. We assume that the number of hops observed per decision 
correspond to a 3 sec transmission so that M = 300. The required SNR for a logical 
OR-sum-based channelized radiometer was calculated using procedures similar to 

 
 
Figure 18.8 Theoretical (Gaussian and shifted log-normal approximations) and simulated miss
probabilities for the maximum-based channelized radiometer, 100 hops observed, 464 radiometers in
the receiver, the signal has 2320 FH-channels, K = 1 (POI 20%), Pf = 10–3, and the time-frequency
product of the radiometers TRWR = 250. 
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those in [18]. Optimal thresholds were found with search. The required SNR for 
the maximum based receiver was determined by using the shifted log-normal 
approximation. 

For comparison purposes, the hard decision envelope detector was examined. 
In this case, the normal approximations were applied. After analytically solving 
(18.2) and (18.3) for Pf and Pd, binomial inversion was used to obtain the required 
probabilities for individual envelope detector outputs. For simplicity, we assumed 
that each envelope detector output containing signal had equal signal components, 
although in practice, the strength of the signal components varies. When pI = 0.4 
the required SNR per FFT bin was –4.0466dB. The result is –4.05dB. 

 Figure 18.9 shows the required energy per hop to have PD = 0.999 with an 
envelope detector, logical-OR-sum-based channelized radiometer, and maximum-
based channelized radiometer. We observe from Figure 18.9 that the envelope 
detection is about 1 dB worse than the radiometer-based solutions. The maximum-
based intercept receiver is the best of the receivers discussed here, except when 
POI is 20%. We can see that when the number of hops observed is large, sweeping 
does not increase the probability of detection. However, if the frequency band of 
the transmitter is unknown, some type of frequency sweeping (at least at the hop 
level) should be used. Otherwise, the POI can be vanishingly small. 
 
18.3.8 Summary 
 
In the previous sections we analyzed the logical-OR-sum channelized radiometer 
and max-sum channelized radiometer using frequency sweeping, so that there are 
multiple detection phases within each hop. The numerical results presented here, 

 
 
Figure 18.9 Required hop SNR (Eb/N0). Wh = 25 kHz, Th = 0.01s, Nc = 2320, M = 300, Pd = 0.999,    Pf

= 10–3. 
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for a slow frequency hopping signal having parameters similar to those of the 
SINGCARS radio, support the following conclusions: 
 

• If the number of hops observed per decision is large, frequency sweeping 
decreases the performance compared to a system that does not apply 
frequency sweeping. 

• The maximum-based intercept receiver has the best performance of the 
receivers discussed here unless the POI is small. 
 

18.3.9 Partial-Band Detection 
 
The implementations of wideband receivers as discussed in the previous section 
can be quite complex and therefore expensive for EW applications. Therefore, in 
practical implementations, hardware or real-time computational signal processing 
considerations may limit the detector bandwidth to 0 ss ,Wρ or, equivalently, 0Gρ
FH channels, where ρ0 < 1. Under this partial-band detection (PBD) limitation, 
only ρ0 of the hops will be intercepted, assuming that all hops are equally likely. If 
the FH detection decision were only based on a single possible received hop, the 
probability of a miss, m 0 1Pr{ },P H H= could never be less than 1 – ρ0. However, 

the detector usually observes many received hops, Nh >> 1, under H1 so Pm might 
still be acceptably small for a specified probability of false alarm, 

FA 1 0Pr{ }.P H H= This leads us to the concept of a reduced-complexity FBC that 

observes only part of the SS band [23]. 
 Consider the case when the receiver front end can be tuned so that the 
measured frequency band can be located anywhere within the total FH band. This 
allows several alternative operating modes ranging from minimum PBD to full-
band detection. For example, assume that the receiver is consecutively tuned to K 
non-overlapping bands (all within the received FH band assuming that the PBD 
factor or fraction of the entire SS band is covered, 0 1)Kρ = ρ ≤ for 1/K of each 

hop duration. If it is assumed that ρ0 is an exact integer sub-multiple of 1 (i.e., 1/ρ0 
is an integer), the possible discrete PBD factors are 0 0, 2 , ,1.ρ = ρ ρ   

 The implied PBD tradeoffs can be illustrated by considering the two extreme 
cases. As noted earlier, in the minimum PBD mode 0 ,ρ = ρ where the FFT band 

remains fixed, only ρ0 of the hops are intercepted. But when a hop falls into the 
FFT band, the detection metric can process the received signal energy over the 
entire hop. In particular, if hard decisions are made within each frequency-time 
cell as in the FBC structure, those hops that are intercepted will be detected more 
reliably than in the other candidate modes. However, the ultimate decisions as to 
whether an FH-hop signal has been received are based on an average of only 

0 hNρ intercept hops. By comparison, in PBD mode ρ = 1, the receiver covers the 



Electronic Warfare Receivers and Receiving Systems 688 

entire FH band. An FBC type of detector makes less reliable hard decisions within 
each frequency-time cell since these are based on the received signal energy in 
only ρ0 of the hop, but all Nh hops are intercepted. 
 We consider here a modified implementation of an FBC, which is motivated 
by practical implementation considerations. We consider the PBD tradeoff issue in 
the context of hard-decision channelized receivers similar to a FBC with some 
significant differences. In place of the FBC array of radiometers, the 
channelization is achieved by an FFT preprocessor. The FFT frequency bin 
spacing Δf corresponds to the FH channel separation Wss/G, which implies that a 
new FFT is generated every interval 1/Δf. The signal of interest is assumed to have 
M-ary FSK (MFSK) data modulation with an FFH carrier such that there is a 
single MFSK tone per hop in one of the G possible FH channels. For hop-rate Rh, 

s h/N f R= Δ FFT samples are generated in each frequency band over each hop. 

Since this system parameter is independent of the FFT bandwidth 0 ss ,Wρ the 

performance would always be best at ρ0 = 1. However, as argued earlier, this is not 
always a real-world option and it is assumed that ρ0 is restricted to be an integer 
submultiple of 1. 
 Also unlike the FBC, to further reduce the computational load, the FFT 
amplitude samples are hard-quantized by comparing each with a threshold η1. As 
in the FBC, though, hard decisions are made regarding the presence of the FH 
signal within each frequency-time cell. For PBD factors 0 ,Kρ = ρ these decisions 

are based on Ns/K (more precisely, the integer part thereof) successive FFT 
samples. It has been shown that the asymptotically optimum classical ALR test 
(ALRT) detection metric [24] for producing these frequency-time cell hard 
decisions in the limit of small received SNR is to compare the Hamming weight of 
the sequence of Ns/K FFT amplitude bits with a second threshold η2 [25]. 
 Some traditional idealized detector assumptions are employed to simplify the 
analysis. It is assumed that the FFT frequency bands coincide exactly with the 
possible received FFH/MFSK tones, so that when a hop is intercepted, all of the 
signal energy falls into a single FFT bin. It is also assumed that the receiver has 
perfect hop epoch timing information; that is, it knows when the received FH hop 
transitions occur. This allows statistically independent (SI) decisions to be made 
within each hop, which permits the performance to be determined analytically. 
Without this hop-timing assumption, a moving window Hamming metric has to be 
used in each FFT frequency bin resulting in correlated observables, the 
performance of which must be determined by computer simulation techniques 
[25]. 
 Once hard decisions have been made in each frequency-time cell, a final 
decision regarding hypotheses H0 and H1 must be made based on the ρG observed 
frequency channels and Nh possible received hops. ALRT analytical techniques are 
used to derive the asymptotically optimum detection rule for low SNRs resulting 
in yet a third threshold η3. All three thresholds must be jointly optimized to yield 
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the minimum Pm for a given PFA and SNR. It can be shown that this approximate 
ALRT metric replaces the OR in the FBC by the Hamming-weighted sum of the 1-
bit frequency-time cell decisions over all observed frequency channels, although 
this distinction may not be significant if η2 is large enough to minimize the 
likelihood of exceeding this threshold in pure noise. 
 Finally, the detection performance is compared for all possible discrete PBD 
factors between ρ0 and 1 to determine the optimum mode. 
 
18.3.9.1 Verification and Validation 
 
To illustrate the results of the analysis in [6], we use an example with 
characteristics similar to the SINCGARS system. In particular, Wss = 58 MHz,     
Δf =  25 kHz, and Rh = 100 hps. Thus G = 2320 FH channels and Ns = 250 FFT 
samples/frequency bin/hop. When 0 0.2,ρ = we have 0 ss 11.6 MHzWρ = or 

0 464Gρ =  frequency bins at a time. We assume that one third of each hop time is 

spent on each dwell, which is equivalent to examining 1392 channels at a time. 
When we observe a 3 second interval and must make a determination as to 
whether a signal is present or not, we have Nh = 300 hops. 
 We should note that the expressions for the PBD performance are a function 
of the SNR and the three thresholds η1, η2, and η3. As noted, determining the 
optimum performance over all three thresholds requires that Pm be jointly 
minimized over all three thresholds for each SNR and PFA. It turns out that the 
optimum solutions are saddlepoints, meaning that they are independent of the 
order in which they are optimized. Furthermore, for a given choice of ρ, there are 
only minor variations in the set of optimizing thresholds over a wide range of 
Es/N0 and PFA. 

 
 
Figure 18.10 PBD performance when PFA = 10–2. 
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Performance results are shown in Figure 18.10 in the form of Pm versus the 
sample SNR for various subband factors ρ when PFA = 10–2. We can see that the 
best PBD strategy in terms of receiver sensitivity (the minimum SNR for the 
desired performance) is to use the minimum PBD factor, 0 .ρ = ρ  In addition, we 

can see that the performance is extremely sensitive to the received SNR—that is, 
for a given PFA, Pm changes by several orders of magnitude for a 1dB variation in 
Es/N0. The optimizing thresholds for a given PBD mode lie in the range 

11.85 1.86,≤ η ≤ 271 73,≤ η ≤ and 33 7≤ η ≤ for the 0 0.2ρ = ρ = curves in Figure 

18.10. Similarly, for 1,ρ = the threshold ranges are 11.97 1.99,≤ η ≤ 2 19,η = and

324 38.≤ η ≤  

 The required sample SNR is shown in Figure 18.11 plotted versus the 
fractional bandwidth factor ρ for two values of Pm and for PFA = 10–2. The 
superiority of the fixed FFT band (i.e., 0 )ρ = ρ approach is clearly evident, with 

SNR sensitivity advantages of approximately 1.1 to 2.6 dB over the available 
swept-FFT modes. Recall that the principal tradeoff between the PBD modes is the 
number of FFT samples and corresponding hard-decision reliability within each 
frequency-time cell (both highest at 0 )ρ = ρ versus the number of hops intercepted 

(highest at ρ = 1). Therefore, we can say that for the assumed architecture in which 
independent hard decisions are made on each FFT sample and each frequency-
time cell prior to the final asymptotically optimum ALRT decision between H0 
and H1, it is more important to make reliable intermediated decisions on those 
hops that are intercepted than to try to intercept all of them. 
  

 
 
Figure 18.11 PBD performance SNR versus ρ when PFA = 10–2. 
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The sample SNR required is shown as a function of the number of observed 
hops, Nh in Figure 18.12 for two values of Pm and when ρ = 1 and PFA = 10–2. The 
case for Nh = 1 is particularly important for EW applications because a decision 
must be made on each and every hop as to the presence of a signal or not in order 
to apply resources (monitor receivers) to copy the transmission. Note that these 
monitor receivers need not necessarily be separate units, but could be digital 
receivers applied to the stored and delayed version of the intercepted signal in a 
frequency-time bin. Such architectures were explored in Chapter 7. Even in this  
case, however, in order to provide copy in real time, a signal-present decision must 
be made on each hop. 
 
 

18.4 Scanning Superhet for Frequency Hopped Spread 
Spectrum Target Detection 
 
18.4.1 Scanning Narrowband Receiver 
 
The simplest automated signal search scheme is probably the scanning 
superheterodyne receiver, which is simply a superheterodyne receiver whose 
frequency is linearly changed with time. Most modern tuned superheterodyne 
receivers are digitally controlled for maximum flexibility. They can be controlled 
directly with an RCU or via computer as required. These receivers actually dwell 
on a frequency channel as opposed to scanning as in an analog equivalent. The 
scanning detector structure in this case is as illustrated in Figure 18.13 when K = 3. 

 
 
Figure 18.12 PBD performance SNR versus number of hops when PFA = 10–2. 
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This type of receiver is used for scanning the frequency spectrum, looking for 
energy in channels. Thus, frequencies of SOIs as well as estimates of their 
amplitudes can be determined.  Scanning receivers of this type have long been 
used to implement spectrum analyzers, a common piece of RF electronic test 
equipment.   

 
18.4.1.1 Analog Scanning Narrowband Receivers 
 
A flow diagram of such an analog receiver is shown in Figure 18.14.  The 
frequency of the VCO is controlled with a linearly increasing sawtooth waveform. 
Torrieri [26] provided a detailed analysis of this receiver. 

 The mixer combines the incoming RF signals with the signal from the 
sweeping LO.  The preselector filters must also be tuned along with the LO.  A 
narrowband signal at the input will be mixed whenever the LO tunes to the IF 
offset from the signal (recall that the mixer output is a constant frequency).  At 
that point in time the AM detector will detect the peak amplitude of the signal and 
the peak detector will measure the amplitude. By measuring where the peak occurs 
in time, that time can be compared with where the scanning LO is at that time so a 
frequency estimate can be computed. 

 

 
 
Figure 18.14 Simplified flow diagram of a scanning analog superheterodyne receiver. 

 
 
Figure 18.13 Scanning detector structure for a single channel receiver. 
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As derived in [26], if μ represents the scanning rate of the receiver in Hertz 
per second and W represents the 3dB bandwidth of the bandpass filter after the 
mixer, the normalized peak value α (normalized relative to the amplitude of the 
input signal) is given by 
 

 
1/ 42

4
1 0.195

W

−
 μα = + 
 

 (18.11) 

and the frequency resolution is given by 
 

 
1/22

4
1 0.195W

W

 μΔ = + 
 

 (18.12) 

 
These expressions are plotted in Figures 18.15 and 18.16 when the bandpass 
bandwidth is 25 kHz.  Thus the normalized amplitude peak value decreases as the 

 
 

Figure 18.16  Scanning superheterodyne receiver frequency resolution when W = 25 kHz. 

 
 

Figure 18.15  Scanning superheterodyne receiver normalized peak value when W = 25 kHz. 
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scan rate increases while the resolution increases in bandwidth (decreases in 
selectivity).  In a dense RF environment, a resolution bandwidth of less than         
50 kHz or so is desirable in order to minimize adjacent channel interference.  Thus 
in the military VHF range where the signals typically have a bandwidth of 25 kHz, 
the scanning rage must be kept at about 3 GHz per second or less in order to 
maintain the required resolution. 
 
18.4.1.2 Digital Stepping Narrowband Receivers 
 
The frequency resolution achievable with a digitally tuned narrowband receiver is 
inversely proportional to dwell time. For example, if the receiver dwells at a 
frequency for 10 ms and the instantaneous bandwidth of the receiver is 200 kHz, 
then the maximum channelization possible is to divide the 200 kHz bandwidth into 
200 1 kHz cells. 

The simplified flow diagram for the digital superheterodyne receiver is shown 
in Figure 18.17. As shown, the waveforms that control the instantaneous 
frequency appear to be a sawtooth. With an analog receiver, these may actually be 
sawtooth waveforms, but with modern, digitally controlled receivers, they are 
approximations to sawtooths as shown in Figure 18.17. The LO is tuned to a 
frequency and dwells there for a period of time before moving to the next 
frequency. In fact, with digitally controlled receivers, the sequence of frequencies 
need not be linear as implied by the sawtooth but could be anywhere in the 
frequency spectrum covered by the receiver. 

 The receiver frequency versus time is thus shown in Figure 18.18(a). The 
digital stepping superheterodyne receiver measures the energy at a single 
frequency bin at any given time. Detection occurs if and only if there is 
coincidence between the scanning frequency and the frequency of the FHSS 
system. One of these coincidences is shown in Figure 18.18(b). The details of a 
coincidence are illustrated in Figure 18.18(a), where offsets in time and frequency 

 
 
Figure 18.17 Simplified flow diagram of a scanning digital superheterodyne receiver. 
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are illustrated. The receiver has a finite bandwidth for each dwell as does the SOI 
FHSS system. In addition, the timing of the receiver dwell in general is not the 
same as the FHSS dwell timing. It is generally assumed that these offsets are 
negligible in order to make analysis tractable. We assume here that the overlap of 
the receiver dwell and FHSS dwell are sufficient so that reliable detection results 
when coincidence occurs. 

The biggest performance difference in the analog and digital implementation 
of scanning/stepping is the resolution reduction characteristics as the sweep speed 
increases. The characteristic for analog receivers is illustrated in Figure 18.16 
while the resolution reduction for stepping digital receivers is shown in Figure 
18.19. The faster the receiver steps (shorter dwell time per frequency), the  
frequency resolution decreases (the resolvable bandwidth increases). 
  There is obviously a dependence on the hop rate that is detectable with 
stepping superhet with a given dwell time. For example, if the dwell time is 1 ms, 
the frequency resolution is approximately 1 kHz, but there are 2400 25 kHz 
channels between 30 and 90 MHz. It would take 2.4 sec to scan this entire range at  
a 1 ms dwell time rate, clearly too slow to track even the slowest hopping radios. 
 
18.4.2 Performance of Scanning Superhet Receivers 
 
We will assume that the scanning/stepping superheterodyne receiver is the RF 
portion of the FHSS detection receiver, which is followed by a radiometer for 

 
 
Figure 18.18 Coincidence of pulse trains. 
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signal detection processing (Figure 18.20). The performance of such a scanning 
superheterodyne receiver with a radiometer measuring its predetected output is 
indicated by the above results for the channelized radiometer when the number of 
channels is equal to one, as this is the number of channels available at any instant. 

As above, using the logical OR-SUM approach with Neff individual 
radiometric decisions in a hop, the probability of false alarm per hop is 
 

 eff
0 f1 (1 )Np P= − −  (18.13) 

  

 
 
Figure 18.20  A radiometer embedded in a stepping receiver. (Source: [29], ©Artech House, 2011.
Reprinted with permission.) 

 
 

Figure 18.19  Digital stepping superheterodyne receiver frequency resolution. 
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 The probability of detection per hop is 
 

 eff 1
1 I d f I 01 (1 )(1 ) (1 )Np p P P p p− = − − − + −   (18.14) 

 
because at most one time-frequency cell (radiometer output) can have signal 
energy. The probability of this occurring is the probability of intercept, pI. Again, 
the total probability theorem can be applied to combine these two mutually 
exclusive events to get the result (18.14). The final probability of false alarm is 
 

 
M

FA 0 0(1 )
M

m M m

m

M
P p p

m
−

=η

 
= − 

 
  (18.15) 

 
where ηM is the final threshold that is used after summing the last M logical-OR 
outputs (see Figure 18.6). The final probability of detection is 
 

 
M

D 1 1(1 )
M

m M m

m

M
P p p

m
−

=η

 
= − 

 
  (18.16) 

 
 The results for the parameters shown in the caption of Figure 18.21 are 
illustrated in the figure. This example would correspond to a 1000-channel SFH 
(100 hps) FHSS system where the receiver dwells at each bin for 1 ms. We can see 
that for the parameters used, the detection probability is less than 1% for all values 
of Pd considered. While a scanning narrowband receiver is a viable method for 
searching and detecting single channel communication systems, it is obvious from 
Figure 18.21 that it is inadequate for intercept of FHSS systems. 
 
18.4.3 Sequential versus Nonsequential Scanning  
 
It is to be noted that the strategy of linearly scanning the receiver through the 
frequency cells may not be the best strategy. Krasner showed that an optimum 
strategy based on linear programming can produce better (shorter time) detection 
results [27]. This is illustrated in Figure 18.22. 
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Figure 18.22 Pd for optimal dwell times and equal dwell times. Input SNR = –10 dB, a priori 
probability = 0.04, total search time = 250,000, α = 5, yielding PFA = 10–5. (Source: [30]. ©Artech 
House, 2011. Reprinted with permission.) 

 
 
Figure 18.21 Scanning performance when Nc = 1000, M = 100, K = 10, Pf = 10–2, N = 1. 
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18.5 Compressive Receivers for Frequency Hopped 
Spread Spectrum Interception 
 
18.5.1 Compressive Receiver 
 
A compressive receiver (CxRx) is an alternative to channelized receivers. Its use 
for detecting FFH signals has been examined by Snelling and Geraniotis [28] and 
we include their relevant characteristics here. As discussed in Chapter 6, in a 
CxRx, the signal is mixed with a chirp-type signal (linearly increasing or 
decreasing in frequency) and is filtered with a matching pulse compression filter. 

Figure 9.1 is the flow diagram of a CxRx. The SLO expands the signal over a 
band equal to  the width of the sweep. The DDL, with a delay versus frequency 
slope that is the inverse to the sweep (μ), compresses the expanded signal, 
producing pulses at times and amplitudes proportional to the spectral components 
of the input signal. That is, the output time axis corresponds to the input frequency 
axis while the output amplitude axis corresponds to the input amplitude axis. A 
logarithmically detected display of the output appears like that of a typical 
spectrum analyzer display.  
 Using the typical signal previously described for illustration, the CxRx must 
sweep 100 MHz (Ws) in 2 msec (Ts) to guaranteee that the signal will appear in the 
CxRx no matter what the frequency is during that time.2 This implies a sweep rate 
of μ = 50 MHz/ms = 2π × 50 × 109 rad/s2. 

If we wish  to distinguish each hop—it is important to recognize that  a signal 
is a hopper—then the CxRx must have a resolution of 25 kHz or less (low VHF 
channelization is 25 kHz). The resolution will be determined by the DDL’s 
dispersion and weighting functions. An unweighted line results in a resolution 
equal to the inverse of the dispersion time (TD). Common weighting (used to 
reduce the sidelobe responses of the delay line that appear in nearby channels) 
results in approximately a 50% decrease in resolution by widening the width of the 
response (Table 9.3). These weighting functions are also called window functions 
and are normally applied in the time domain. Therefore, to achieve 25 kHz 
weighted resolution an unweighted resolution of 6.7 kHz would be needed, which 
results from a dispersion of 60 μsec. [Resolution 61 / (60 10 ) 1.5.]−≈ × ×  

  It is necessary to calculate the bandwidth required of the DDL so that it can 
be determined that the line can be built and what integration gain will be realized. 
The DDL bandwidth (WD) is the product of the sweep rate and the dispersion, 

                                                           
2 This timing, of course, neglects any time that may be necessary to process the signal, such as for 
parameter extraction. When this is included the scan speed will be considerably faster. Alternately, a 
separate receiver module can be tuned, based on the CxRx signal detection, to extract such parameters, 
which reduces the speed requirements on the CxRx. The receiver module synthesizer tuning speed (and 
settling time) must also be included in that case. 
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which for our example results in a bandwidth of 3 MHz. A 3 MHz by 60 μsec line 
is well within the realm of producibility. 
 The processing gain given by 10 D D10log ( )T W is 

 
6 6

1010 log (60 10 3 10 ) 23dB−× × × =  

 
This probably is not acceptable, because the target receiver will have a processing 
gain of 36 dB on the basis of noncoherent bandwidth reduction alone 

6 3
10[36 dB 10 log (100 10 / 25 10 )].= × × (This is called the FHSS processing gain.) 

This implies the eavesdropper will be at a 13dB range disadvantage. Since ground-
ground signal propagation causes about 12dB/octave (doubling of distance) signal 
level loss, the target network will have about a 2 ×  range advantage.3 CxRx 
processing gain can be increased by choosing a DDL with greater bandwidth and 
sweeping the DDL faster. Table 9.1 lists the typical characteristics of a CxRx that 
would easily fulfill the receiver requirements to intercept this signal. In fact, this 
receiver could intercept a signal hopping at a 2k Hz rate. 
 
18.5.2 Noise and Signal 
 
18.5.2.1 Input Signal Model 
 
The FHSS waveforms have the form 
 

 
h

1

( ) ( )
N

i
i

s t v t
=

=  (18.17) 

 
where 
 

( ) 2 sin( )i k iv t S t= ω + θ  for ( 1)h hiT t i T≤ ≤ +  

 

1{ }K
k kw =  is a family of known frequencies within the SS 

{ki}  are integer valued, independent, uniformly distributed random variables 
ranging between 1 and K inclusively 
{ }iθ  are continuous, independent, uniformly distributed random variables 

ranging between 0 and 2π that represent carrier phase 
S   is the average signal energy 

                                                           
3 Airborne targets against ground-based interceptors, and vice versa, have about a 9dB/octave loss and 
air-to-air target interceptor links have about a 6dB/octave loss. 
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Th  is the epoch, or time duration, of each hop 
Nh  is the number of hops during message transmission 
 
 As above, the signal detection problem is a composite hypothesis problem. 
Specifically, given the observation r(t), the problem is one of choosing between 
H0, which is the hypothesis that an FHSS waveform is not present, and ' ,H γ which 

is the hypothesis that an FHSS waveform is present with SNR ′γ greater than 

some minimum SNR γ. The model is precisely 
 

 
0

'

: ( ) ( )

versus

: ( ) ( ) ( ), '

H r t n t

H r t s t n tγ

=

= + γ > γ
 (18.18) 

 
where the frequency-hopped waveform s(t) is given by (18.17) and n(t) is 
stationary colored Gaussian noise with variance 2

iσ and autocorrelation function 
2
i i ( )R tσ (the subscript i means “input” as will become relevant later). The 

hypothesized SNR ′γ is related to the other model parameters by 2
h i' / ,STγ = σ

while similarly the minimum SNR 2
h i/ .STγ = σ  

 The signal model allows for colored noise and is, therefore, quite general. 
Note that the model assumes that all signal parameters (especially timing epoch), 
except for amplitude and hop frequency, are known. 
 
18.5.2.2 Receiver Model 
 
The model of the compressive receiver we use for this analysis is shown in  Figure 
18.23. The compressive receiver mixes the input signal yi(t) with a linearly 
frequency-modulated signal 
 
 2

0 s( ) cos( ), 0t t t t Tα = ω − μ ≤ ≤  (18.19) 

 
 
Figure 18.23 Compressive receiver model. 
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( )tα scans downward in frequency from ω0 to ω0 –2μTs, where Ts is the scan time. 

The scanned waveform is input to a pulse compression filter whose impulse 
response, h(t), is given by 
 
 2

0 c( ) cos( ) ( ), 0h t t t w t t T= ω + μ ≤ ≤  (18.20) 

 
where w(t) is a weighting function used to minimize energy spillover into adjacent 
and nearby RF channels [w(t) is assumed piecewise continuous and of bounded 
variation]. The output of the compressive receiver is then given by 
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 (18.22) 

 
where 
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o i c s
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T

s t t s t h d T t Tα − τ − τ τ τ ≤ ≤  (18.23) 

 
c

o i c s

0

( ) ( ) ( ) ( ) ,
T

n t t n t h d T t Tα − τ − τ τ τ ≤ ≤  (18.24) 

 
18.5.2.3 Output Due to Signal 
 
Using (18.19), (18.20), and the commuted version of (18.23), the output of the 
compressive receiver can be expressed as 
 

 
c

2 2
o 0 0( ) ( )cos( )cos[ ( ) ( ) ] ( )

t

t T

s t s t t w t d
−

= τ ω τ − μτ ω − τ + μ − τ − τ τ  (18.25) 

 
whenever c s .T t T≤ ≤  

 
18.5.2.4 Output Due to Noise 
 
If 
 

0 s c2 T Tω > μ + μ  
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the normalized autocorrelation (normalized to 2
i )σ of the compressive receiver 

output when the input noise is white,4 that is, 
 

2
i i 0( ) ( ) / 2R t t Nσ = δ  

 
then the output noise is stationary and has autocorrelation [28] 
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1
( ) cos[ ( )]

16 2 2

T d
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u d u d
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  (18.26) 

 
Furthermore, under these same conditions and if the window function w is 
rectangular, then the output noise is stationary and has autocorrelation 
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 (18.27) 

 
18.5.3 Low SNR Detector 
 
The goal is to develop a detector of FHSS waveforms that is valid at low SNRs, 
based on a CxRx output. Since the optimal detector of FHSS waveforms integrates 
coherently over a single hop period, we expect that an optimally configured CxRx 
should integrate over a period commensurate with the hop epoch Th. But we also 
want to avoid interhop interference. Thus, we choose Ts = Th, and assume that the 
CxRx is synchronized to frequency-hopping epochs. This is not a realistic 
assumption in reality but one that leads to an optimum detector, whose 
performance degrades gracefully upon relaxing this assumption. 
 Because the interfering noise is typically of much larger bandwidth than the 
hop rate, the correlation between hops is negligible, and so the optimal multihop 
detection statistic is some kind of combination of single-hop detection statistics. 
We thus confine ourselves to the problem of using the CxRx to optimally detect, 
given an observation period of Ts, a sine wave of unknown amplitude and phase 
and whose frequency is one of the known hop frequencies. 
 Based on the above assumption, the detection problem is now 
 
 0 i i: ( ) ( )H r t n t=  

                                                           
4 Since the variance of a white noise process is undefined, letting 

2
i 0 ,Nσ = where N0/2 is the two-

sided density of the white noise process, makes the SNR, γ, consistent with other definitions in the 
literature. 
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' i i

versus

: ( ) 2 sin( ) ( )kH r t S t n tγ = ω + θ +
 (18.28) 

 
where S corresponds to the average signal energy corresponding to the minimum 
SNR, and 'γ < γ and c s .T t T≤ ≤ The parameters θ, ,′γ  ωk, and ni(t) are as defined 

in Section 18.5.2.1. 
 The detection problem based on the output of the compressive receiver is thus 
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For 'γ < γ and c s ,T t T≤ ≤ where no(t) is stationary, colored Gaussian noise with 

autocorrelation function Ro(d) is defined by (18.26) and 
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For low SNR conditions, the conditional log-likelihood function for this 

problem is 
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 (18.32) 

 
where the functions gc(t, ωk) and gs(t, ωk) are defined by the integral equations 
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for c s .T t T≤ ≤  Averaging (18.32) over θ and ωk yields 
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Where 0[ ]I  is the modified Bessel function of the first kind and zero order and the 

complex-valued function Gk(t) is defined as 
 
 c s( ) ( , ) ( , )k k kG t g t jg tω + ω  

 
For small γ, noting that 2

0 ( ) 1 / 4,I x x≈ + (18.35) becomes 
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Figure 18.24 Low SNR single-epoch detector. 
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where the scale factor 2
i h1 / Tσ is added for later use. Figure 18.24 shows the flow 

diagram for (18.36).  
To complete the detector, Γ is compared against a threshold η, whose value 

determines the probability of false alarm PFA. 
 
18.5.4 Simple Filter Detectors 
 
The optimum detector derived in the previous section and shown in Figure 18.24 
is quite complicated, partially negating the simplicity of the compressive receiver 
for the FHSS detection problem. Snelling and Geraniotis considered four types of 
simple detectors [28] to simplify the optimum detector derived in the previous 
section while attempting to maintain close to the optimum performance envelope. 
The general form of these detectors is shown in Figure 18.25. These detectors are: 
(1) the time-multiplexed detector, (2) the time-averaged detector, (3) the time-
typical detector, and (4) the truncated detector. We consider the time-multiplexed 
detector here. 
 The simple filter detector is depicted in Figure 18.25. It consists of a complex 
filter, with impulse response h(t), whose squared outputs are sampled at times 

s ( 1)t T k T= + − Δ for k = 1, 2,…, K and then summed and scaled by 2
i h1 / Tσ to 

produce the test statistic Γ̂ given by 
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The matched filter with impulse response h(t) is determined by Gk(t) as 
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which, by defining 
 

 
 

 
Figure 18.25 Simple filter detector. 
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 s c s
ˆ ( ) [ ( 1) ] forkG t h T t k T T t T− + − Δ ≤ ≤  (18.39) 

 
yields the alternate expression 
 

 
s

c

2

o2
1i h
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k
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s G d
T =

Γ = τ τ τ
σ    (18.40) 

 
To find the filter response of the time-multiplexed detector as a function of the 
pseudo-signals Gk(t), we form 
 

 s
1

( ) [ ( 1) ]
K

j
j

h t G T t j T
=

= − + − Δ  (18.41) 

 
This transforms (18.39) to 
 

 
1

ˆ ( ) [( ) ]
K

k j
j

G t G j k T t
=

= − Δ +  (18.42) 

 

which, for s cT T TΔ ≥ − implies ˆ ( ) ( ),k kG t G t= since the Gjs are zero outside the 

range c s .T t T≤ ≤  

 
 
18.5.5 Verification and Validation 
 
The performance of the low SNR CxRx detector is shown in Figure 18.26. A 
performance comparison of the low SNR detector to the time-averaged detector is 
shown in Figure 18.27. These are simulated results where the parameters chosen 
are given in the caption. We can see that after only 100 ms (1000 hops at 10 
khop/sec), reliable detection is possible with Pf ~ 0.1 even for SNRs below zero. 
 
18.5.6 Summary 
 
We have considered the use of a CxRx for the detection of FHSS signals in this 
section. The CxRx structure is simple, yet the optimum receiver based on the 
CxRx is rather complicated. We examined some simpler filter structures that are 
not optimum but provide slightly less performance for considerably less 
complexity. 
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18.6 Concluding Remarks 
 
We considered some receiver topologies for intercepting FHSS signals in this 
chapter. We presented two optimal configurations—one for SFHSS signals and 
one for FFHSS signals and indicated that these are not practical receivers due to 
their complexity. We then discussed the FBC with radiometric detectors and 
showed that this is a practical implementation for FHSS receivers, especially when 
FFT methods are used for implementation where many narrowband channels can 

 
 
Figure 18.27 CxRx performance comparison. Performance of low SNR detector compared to the
simple filters considered. In this case, Tc = 50 μsec, Ts = 100 μsec, ω0 = 2πx40 MHz, 100 hop
frequencies between 2.33 MHz and 4.33 MHz, 10 khops/s, with 1000 hop observations,
ΔT = (ω2 – ω1)/2β). 

 
 
Figure 18.26 Performance of low SNR detector. Performance of low SNR detector based on CxRx
observations versus optimal, FBC based on direct observations. In this case, Tc = 50 μsec, Ts = 100
μsec, ω0 = 2πx40 MHz, 100 hop frequencies between 2.33 MHz and 4.33 MHz, 10 khops/s, with 1000
hop observations, ΔT = (ω2 – ω1)/2β. 
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be readily accommodated. The scanning narrowband superheterodyne receiver 
was considered next as a candidate for an FHSS receiver and we showed that it 
does not lead to realistic performance against most FHSS targets. 
 We considered the resolution of some scanning/stepping architectures and 
discussed the resolution degradation that occurs when they are sped up. Note that 
this resolution is not the same as frequency accuracy. The latter is primarily 
determined by the various timing sources in the receivers such as the LOs and 
timing clocks in digital receivers. 
 Last, we discussed the CxRx as an implementable FHSS receiver. These 
receivers have excellent performance in many cases, especially when the target 
environment is not overcrowded and the high sidelobe levels can be tolerated.  
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Chapter 19 
 
 

Receivers for Time-Hopped Spread 
Spectrum Intercept1 
 
 

19.1 Introduction 
 
Time-hopping spread spectrum systems provide covertness to transmissions by 
transmitting energy at pseudo-random intervals determined by properly designed 
codes. A noncooperative receiver dwelling at the appropriate place in the 
frequency spectrum will, for the most part, be observing noise. The pulses that 
carry information arrive very infrequently. This causes the SNRs involved to be 
quite low, making detection extremely difficult. 

The practical THSS communications available all employ UWB signaling, as 
discussed in Chapter 13. Therefore, in this chapter we will scrutinize receiver 
topologies for UWB intercept and examine their performance. 

UWB systems transmit information with very short-duration pulses rather than 
by modulating a carrier to move the information signal elsewhere in frequency. 
The large bandwidth of a UWB system is determined by the pulse shape and 
duration. This large system bandwidth relative to the information bandwidth 
allows UWB systems to operate with a (very) low power spectral density. A low 
power spectral density implies an inherent covertness of UWB, due to the fact that 
the UWB signal may be near or below the noise floor of an EW receiver, much the 
same as DSSS signals can be. 

We investigate the detectability of UWB systems with noncooperative EW 
systems in this chapter. UWB signals are hard to detect because a limited amount 
of power is distributed across a very wide bandwidth. This is not the primary 
reason for a communicator to use UWB signaling, however. It is principally a 
technique for sharing common bandwidth among many users. 

                                                           
1 Much of the material in this chapter is extracted from [1]. Reprinted with permission. 
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Since the details of the modulation process are not known to a noncooperative 
EW receiver, the interceptor cannot use a matched filter or a correlator and must 
treat the signal as a random process and base its detection on the presence or 
absence of energy compared to the background noise. As described in Chapter 2, 
the module that does this is an energy detector. 

 
 

19.2 Detecting UWB Signals 
 
We examine the detectability of UWB signals in this section. Two measures of 
detectability will be described. The first measure computes PD versus the SNR 
required to achieve some measure of performance, usually PFA and PD. The second 
measure is the ratio of the distance an intercepting interloper must be to the 
distance between the target transmitter and receiver to achieve a measure of 
performance, again usually PD and PFA. 
 
19.2.1 Modulations 
 
The UWB system considered here employs time hopping as an LPD/LPI 
technique. The signal transmitted by the lth user is given by 
 

 ( ) ( ) ( )
f c( )l l l

i i
i

s t w t iT c T d = − − −   (19.1) 

 
where t is the transmitter clock time. The frame time Tf typically is a hundred to a 
thousand times the pulse width resulting in a signal with a very low duty cycle. 
The superscript (l) represents the lth user, Ns is the number of pulses used to 
represent one data symbol, w() is the pulse shape with normalized energy, ( )l

ic  is a 

pseudo-random, repetitive time-hopping sequence, Tc is the time-hop delay, and 
( )l
id is a function of the data sequence. n(t) is AWGN. w(t) typically is the 

Gaussian monocycle. 
Possible modulation schemes that have been proposed for UWB 

communications systems are PAM, OOK, bipolar signaling, PPM, and various 
combinations of these. An M-ary PPM scheme, bipolar signaling, and an M-ary 
combination of bipolar signaling and PPM (biorthogonal signaling) are considered 
here.  

For the M-ary PPM, the data is contained in one of M possible time delays, so 
( ) 0,1, , 1.l
id M= − For bipolar signaling, the data is contained in the polarity of 

the transmitted pulses, so ( ) 0.l
id =  For biorthogonal signaling, the data is 

contained in the polarity of the pulse and one of M/2 possible time delays, such 
that ( ) 0,1, , / 2 1.l

id M= −  
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19.2.2 Required SNR Measure of Effectiveness 
 
19.2.2.1 Radiometer Detectors 
 
We will use the radiometer as the architecture to examine the detectability of 
UWB signals. We discussed radiometers at length in Chapter 2 where, in 
particular, the fundamental radiometer shown in Figure 19.1 was characterized. 
This section describes a wideband radiometer system and introduces the multi-
radiometer detector in the form of a time-channelized radiometer. 

As pointed out in Chapter 13, the optimal receiver for detection of a signal in 
AWGN is the energy detector or the radiometer. It is easily implemented in 
hardware and can be used to detect SS signals. Detection is accomplished by 
calculating the energy of the received message and comparing with a 
predetermined threshold. As illustrated in Figure 19.1, it consists of a bandpass 
filter of bandwidth W, a squaring device, and an integrator with an integration time 
T set equal to the observation time interval. 

The performance of the radiometer is characterized by the probability of 
detection PD when the signal is present (along with the noise, of course) and the 
probability of false alarm PFA when only noise is present. The SNR psd, S/N0, is 
usually the parameter specified to achieve the PD and PFA goals. We will use S/N0 
as a measure of the covertness of the communication system under consideration 
(γ denotes the SNR). 

When the signal is absent and the input to the radiometer is strictly noise, with 
two-sided psd N0/2 the normalized random variable Y = 2V / N0 has a central chi-
square distribution with v = 2TW degrees of freedom, where T and W are the 
observation time interval and the filter bandwidth of the radiometer, respectively, 
as illustrated in Figure 19.1. The PDF of Y is given by [2] 

 

 ( 2)/ 2 / 2
n

/2

1
( ) , 0

2
2

v y

v

p y y e y
v

− −= ≥
 Γ 
 

 (19.2) 

 
When the signal is present at the input to the radiometer with energy E 

measured over time T, then the random variable Y has a noncentral chi-square 

 
 
Figure 19.1 Radiometer UWB detector. 
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distribution with 2v TW= degrees of freedom and noncentrality parameter 

02 / .E Nλ = The pdf of Y can then be written as [2] 
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 (19.3) 

 
where In(z) is the nth order modified Bessel function of the first kind. The PFA and 
PD values of the radiometer can be determined by integrating (19.2) and (19.3), 
respectively, as 
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FA n
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N
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=   (19.4) 

 
and 
 

 
0

D s+n

2 /

( )
N

P p y dy
∞

η

=   (19.5) 

 
where η is the detection threshold. 

The threshold η and the S/N0 are determined in order to satisfy the 
performance criteria of the radiometer, given in (19.4) and (19.5). However, 
closed-form solutions for (19.4) and (19.5) are not available so they must be 
evaluated numerically.  For large TW, the chi-square and the noncentral chi-square 
density functions asymptotically converge to a Gaussian by the central limit 
theorem. 
 
Probability of Error 
 
Assuming that Nu users are active in the system, the received signal r(t) can be 
expressed as [2, 3], 

 

 
u

( ) ( ) ( )

1

( ) [( ] ( )
N

l l l

l

r t s t n t
=

= α − τ +  (19.6) 

 
where α(l) is the attenuation of the signal over the channel and τ(l) represents the 
timing mismatch between the transmitter and the receiver. Under the assumptions 
that the interfering signals have the same power level as that of the target and the 
time offsets of interfering pulses arriving at the receiver are independent and 
uniformly distributed random variables over the frame time [0, Tf), the total 
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interference can be modeled as a zero mean Gaussian random process [2, 3]. The 
probability of error is given as 
 

 
u

2

e u

( )

1
( ) exp

22 N

x
P N dx

∞

γ

 
= − 

π  
  (19.7) 

 
where γ(Nu) is the radiometer output SNR for Nu users and can be expressed as 
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 (19.8) 

 
where mp is the receiver correlator output for a single received pulse, 2

aσ  is the 

variance of the interfering users, 2
nσ is the noise power, and α(l) is the attenuation 

of the signal from the lth user. Without loss of generality, we let α(l) be the 
amplitude for the target signal. The SNR for the single user case can be written as 
 

 
(1) 2

s p
1 2

n

( )
( )

N m
N

α
γ =

σ
 (19.9) 

 
The power of the signal at the output of the energy detector bandpass filter, 

z(t), is 2
z 0 iN Wσ =  in the absence of a signal 0

ˆ( )H  of the filter and
2 2
z signal 0 i( )s N N Wσ + σ = +  in the presence of the signal 1

ˆ( ),H  where Nsignal is the 

psd of the signal and N0 is the one-sided PSD of noise. The signal at the output of 
the square law device with no signal present, u0, is given by 

 
 2

0 ( ), noise onlyu n t=  (19.10) 

 
and with a signal present is 
 
 2

1 [ ( ) ( )] , signal and noiseu r t n t= +  (19.11) 

 
The difference between the expected value of the output of the square law device, 
ud, when no signal is present (u0) and when a signal is present (u1) is how the 
radiometer detects a signal. Assuming zero mean noise, this is given by 
  

 1 0 signal i{ } { }u u u N WΔ = − =   (19.12) 
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The random fluctuations of the energy output of the square law device mask 

the energy difference. This is due to the variance of the random processes. The 
signal to be detected can be expected to cause no variation in the output power 
when measured over the whole bandwidth. The variance depends on the noise psd 
and is given by [4] 
 
 4 2

d z 0 iVar{ } ( )u N W= σ =  (19.13) 

 
The integrator in the radiometer time integrates ud over the observation window T 

in order to make the constant component uΔ visible by smoothing the random 
fluctuations 4

z .σ  For reliable detection, the number of statistical independent 

samples, Ns ≈ WiT, should be large. 
When Ns >>1 the conditional pdf at the integrator’s output is given by Edell’s 

model [4] 
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yielding the probability of a false alarm 
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and the probability of detection [4] 
 

th

1s d1
d 1 1 FA i2

s n

Pr{ } ( ) ( )
N u

P V H p V H dV Q Q Q P q
N

∞
−

η

 η −
 = ≥ η = = = −    σ 

  (19.16) 

 
where qi is given by 
  

 s d
i i2

0s n

N u S
q W T

WNN

Δ
= =

σ
 (19.17) 

 
PFA is a system parameter that is specified by the requirements of the application, 
and it is set in the radiometer2 and the second term is due to the observation 

                                                           
2 Setting the value of PFA is referred to as constant false alarm rate (CFAR) detection. 
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window (WiT) of the radiometer and the UWB psd. We can thus see that the 
probability of noncooperative detection for UWB signals is extremely low as  
S/WN0 is very small due to the ultrawide bandwidth used and low received power 
S. PD is highest when Wi is equal to W, and (6.13) can then be rewritten as 
 

 i
0

T S
q

W N
=  (19.18) 

 
19.2.2.2 Time-Channelized Multichannel Radiometer 
 
The radiometer described above is a wideband radiometer in which a single 
radiometer observes the entire bandwidth Wi over time T. Other radiometer 
architectures improve the total time bandwidth product and thereby the probability 
of detection. One possibility is the channelized radiometer exemplified in Figure 
19.2. M radiometers are used in parallel and each radiometer can observe either a 
different portion of the spectrum or a different time window, reducing the noise 
measured by each radiometer [5]. 

The time interval for each channel of this system is on the same order as the 
pulse duration, Tp, which yields T0W approximately equal to 1. For these 
radiometers, Edell’s model is no longer valid, but other models for a wide range of 
TW are given in [2]. Park’s [6] and Dillard’s [7] models are derived from Barton’s 
radar detector loss function [8], which is based on TW = 1, so we will use them. 
Probability of detection for each channel using Park’s model can be expressed as 

 
 
Figure 19.2 Time-channelized radiometer. 
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 ( )1
d f 2P Q Q P Y− = −   (19.19) 

 
and probability of detection for each channel using Dillard’s model can similarly 
be expressed as 
 

 ( ) ( )d f2 ln 1 1 9.2 /P Q P Y Y = − − + +  
 (19.20) 

 
where 
 

 
2

0
2
0 02.3

i

i

T S
Y

WN S N
=

+
 (19.21) 

 
and where Si is the average received power in the ith channel during one time 
interval, T0. Here Sl is the power received by radiometer l and fP is the probability 

of false alarm for the radiometers, assumed to be the same for all. 
A time-channelized radiometer gives better detection performance for UWB 

signals than a frequency channelized configuration. This is due to the fact that 
UWB systems only transmit a short period of time. The total observation window 
T is divided among the M radiometers, each observing T0 = T / M of the window.3 
The optimum M is when T / M is equal to the pulse duration Tp because increasing 
the time window beyond the pulse duration only increases the noise captured 
without measuring any additional signal energy. 

The detectability of a UWB signal varies depending on what is a priori known 
about the signal. The ideal detector is a multiradiometer system that is perfectly 
synchronized with the received pulse and has prior knowledge of pulse width as 
well as the bandwidth of the SOI. For this case, the bandwidth of the input filter is 
set to the signal bandwidth and the observation intervals to the signal pulse width 
(T0). When less is known about the SOI, less sensitivity ensues and the parameters 
of the multiradiometer system are adjusted according to what is known about the 
SOI.  
 
Single Signal 
 
The overall performance (i.e., the probability of detection PD and the probability 
of false alarm PFA) of the intercept system is a function of the performance d(P and 

the f )P of the individual radiometers. The radiometer analytical models require 

                                                           
3 This configuration of radiometers can be accomplished with suitable sample-and-hold modules and a 
single radiometer. 
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that only one radiometer with a single observation and integration interval is used 
for detection and that there is significant signal energy present for the entire 
duration of the observation interval. Observation intervals of the individual 
radiometers larger than the pulse width result in the signal being limited to only 
part of the observation interval because UWB signals are (very) low duty cycle 
pulses. Furthermore, the Gaussian assumption for the output statistics of the 
radiometer is invalid because for UWB signals, ~ 1.TW  For these reasons, the 
available theoretical models are not applicable, so to determine the detectability 
we must resort to numerical simulation. 

We assume that the individual radiometers in the multiradiometer system 
(FBC) are identical; thus, the parameters fP and dP are the same for each of them. 

PFA and the PD for the overall time-channelized radiometer system can be 
expressed in terms of fP and dP as 

 

 1
D d FA1 (1 )(1 )MP P P − = − − −   (19.22) 

 
and  
 
 FA f1 (1 )MP P= − −  (19.23) 

 
Equations (19.22) and (19.23) are valid for the single user case when there is a 
single pulse to be detected within a frame and with M radiometers in the frame. 

Given PFA and PD for the multiradiometer system, fP and dP can be calculated 

iteratively using (19.22) and (19.23). The threshold for the individual radiometers 
is determined by simulation to meet the fP criterion and then, given this threshold 

value, the S/N0 is found to meet the required dP criterion. We will compare the 

results so obtained with the required S/N0 for CDMA by applying the analytical 
models to the latter since the constraints that render the models inapplicable in 
UWB do not exist in wideband CDMA. 

Since the bandwidth or the pulse width may not be known to the intercept 
receiver, we first consider the performance of the receiver unaware of the SOI 
specifications. The multiradiometer system for this receiver is similar in structure 
to the optimal receiver, but the observation interval, T0, and the bandwidth of the 
input filter will likely not be equal to the actual pulse width or the bandwidth of 
the SOI. We consider the performance when the bandwidth is unknown but the 
pulse width is known and also the case when the pulse width is unknown but the 
bandwidth is known. However, for now, synchronization is assumed. We now 
consider these scenarios in more detail. 
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Bandwidth Unknown, Pulse Width Known. First we consider the case when the 
SOI bandwidth is unknown. For this case, the receiver structure is similar to the 
optimal receiver with the same number of radiometers, M, and the observation 
interval set equal to the pulse width. If the bandwidth of the input filter of the 
radiometer is set to be greater than the SOI bandwidth, then the noise power 
increases. For bandwidths less than the SOI bandwidth the signal power decreases. 
Both cases reduce the available SNR. 
 
Pulse Width Unknown, Bandwidth Known. We assume in this case that the 
observation interval of the intercept receiver is different from the actual pulse 
width of the SOI while we can set the bandwidth to be that of the SOI since it is 
known. As before, an observation interval that is longer than the pulse width 
results in excess noise, while an observation interval smaller than the pulse width 
reduces the signal power. Again both cases reduce the available SNR. Clearly, the 
number of individual radiometers required to cover a frame is a function of the 
observation interval, T0, as is obvious from Figure 19.2. Assuming the observation 
interval of the receiver is TR, then the total number of radiometers per frame is   

f R' /M T T M= ≠ if TR ≠ Tp. In this case, 

 

 ' 1
D d FA1 (1 )(1 )MP P P − = − − −   (19.24) 

 
and 
 
 '

FA f1 (1 )MP P= − −  (19.25) 

 
We have assumed the received signal to be time synchronized with the 

observation intervals of the individual radiometers for the cases considered above. 
For asynchronous signals, there is overlap into adjacent radiometer integration 
intervals. In the worst-case scenario, exactly half the signal overlaps onto the 
observation interval of the following radiometer, since the radiometers are aligned 
in time, thus minimizing signal power in both radiometers. In this case, the signal 
power input to a particular radiometer is reduced by 3dB. As a result the required 
S/N0 to meet performance criteria increases by 3dB-Hz. The actual performance of 
the receiver depends on the amount of signal overlap, and the performance 
(required SNR) increases as 3γ + κ dB-Hz where 0 < κ < 1. However, since our 

objective is to obtain an upper bound on signal detectability, the assumption of 
perfect synchronism is reasonable for our purposes. 
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Multiple Signals 
 
For L active users in the environment there are L pulses, which are pseudo-
randomly shifted within a time frame. The multiradiometer receiver structure is 
still that in Figure 19.2, but because of the presence of more pulses in the system 
and thus more energy per frame, the performance criterion of the individual 
radiometers d( )P can be decreased while meeting the system performance criteria. 

The L pulses may or may not overlap with each other and as a result two cases 
arise. We assume that all the pulses have equal amplitudes. We also assume that 
the intercepting receiver has knowledge of the bandwidth and pulse width of the 
SOI (the most likely case unless there is nothing known about the signal 
environment). 
 
Nonoverlapping Signals. In this case, we are assuming that the pulses occupy 
different time slots within a frame. The multiradiometer system for this case is 
similar to that in the single user case, except that for L users, PD of the overall 
system is related to the individual radiometer d ,P assumed to be equivalent for all 

radiometer channels, by 
 

 D d f1 (1 ) (1 )L M LP P P − = − − −   (19.26) 

  
The fP values of the radiometers are insensitive to the number of users since it is a 

parameter that is obtained assuming no signals are present. Given the performance 
criteria for the individual radiometers, simulation is used to obtain the S/N0 
required for a specific value of d .P  

 
Overlapping Signals. If L users are active in the system and x pulses overlap 
(2 ),x L≤ ≤ then the amplitude increases by a factor of x. The probability of 

detection for the individual radiometers is given by (assuming complete overlap) 
  

 

d f

D d f

d

1 (1 ) (1 ) ,

1 (1 ) (1 ) , , /

1 (1 ) , , /

M

M

M

P P L M

P P P L M x L M

P L M x L M

α −α

β −β

  − − − ≤   = − − − > ≥  


− − > <

 (19.27) 

 
where 1L xα = − + and ( / )( ) 1.M L L xβ = − +  Again, complete overlap of pulses 

is a reasonable assumption since we seek an upper bound on signal detectability. 
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The detectability is dependent on the number of overlapping pulses, x, which 
varies between 2 .x L≤ ≤  Define the average SNR for a given number of users L 
as 

 

 
2

( )
L

L x
x

p x
=

γ = γ  (19.28) 

 
where γL is the SNR for L users and γx is the signal-to-noise  psf ratio S / N0 when 
L users are active and x pulses overlap. p(x) is the probability that x pulses out of L 
pulses overlap. 

Because p(x) is not normally available in closed form, we use numerical 
simulation to evaluate (19.28). When L users are active, each frame has exactly L 
pulses, which are pseudo-randomly placed within the frame. Since a pulse can 
occupy any time slot in the frame with equal probability, the individual user pulses 
are uniformly spread within the frame. The performance for a particular frame 
depends on the maximum overlap. The average for a given number of users is 
calculated by averaging S/N0 over the number of frames, where the maximum 
overlap for each frame is the maximum number of users that overlap in a single 
time slot in the frame. The performance for the CDMA signal is calculated by 
using the analytical expressions given in (19.19) or (19.20) with allowances made 
for multiple users resulting in decrease in performance according to 

 
 1 1010 logL Lγ = γ −  (19.29) 

 
Performance 
 
Numerical results for the UWB signals are obtained using Monte Carlo simulation. 
The users are assumed to be stationary for the duration of the simulation in the 
peer-to-peer network topology. For simplicity we assume that all the pulses at the 
multiradiometer detection system have equal amplitudes. 

The UWB system uses a Gaussian monocycle of center frequency fc = 2 GHz 
and pulse width 10

p 6 10T −= × s. The frame time is 8
f 6 10T −= × sec, resulting in        

M = 100 for the number of time slots in one frame. The bandwidth of the pulse is  
Wp = 4 GHz. 
 
Ideal Multiradiometer. In the ideal case, the multiradiometer system is assumed to 
have complete knowledge of the system specifications (i.e., the bandwidth and the 
pulse width). The performance criteria for the radiometer is assumed to be           
PD = 0.9 and PFA = 0.01. The filter is a fourth-order Butterworth filter with a         
4 GHz cutoff. The observation interval of the radiometer is the pulse width, Tp. 
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The fP and the dP values for the individual radiometers are calculated 

iteratively for the single user case using (19.22) and (19.23). The integrator is reset 
after each observation interval Tp. The threshold is selected to meet the fP

requirements of the individual radiometers. This threshold is then used to calculate 
the required S/N0 to meet the dP criterion. 

The required SNR obtained for UWB in the single user case is compared with 
that for CDMA in Table 19.1. For CDMA we assume a bandwidth of Ww = 5 MHz 
and a chip rate of 3.7 Mcps. As for the UWB system, performance criteria of       
PD = 0.9 and PFA = 0.01 are assumed for this CDMA system. We used the Park 
model of the radiometer to compute these values. We see that UWB is much more 
difficult to detect (by more than 30 dB) than a DSSS CDMA system in the single-
user case. Note that 100dB-Hz corresponds to 

 
 1010 log 100 dB-Hzγ =  

                                                          1010γ =  

 
so in a 4 GHz bandwidth 
 

 
10

10 109

10
10 log 10 log 2.5 3.9dB

4 10
γ = = =

×
 

 
Multiradiometer Performance with Unknown Bandwidth. In this section, we 
evaluate the performance of the multiradiometer detector without prior knowledge 
of the UWB system bandwidth. The other parameters are the same as in the ideal 
case. The dP and the fP of the radiometer are unchanged from the optimal case 

because the observation interval is known. Figure 19.3 shows the probability of 
detection, PD, as a function of S/N0 for bandwidths of W = 4 GHz and 50 GHz. We 
can conclude that the multiradiometer performance is not very sensitive to filter 
bandwidth mismatch. 
 
Multiradiometer Performance with Unknown Pulse Width. The parameters of the 
suboptimal multiradiometer system are similar to those in the ideal case, but the 

fP and the dP  change according to (19.24) and (19.25) because the number of 

Table 19.1 Required SNR for PD = 0.9 and PFA = 0.01 
for the Ideal Radiometer 

 
Target System Required SNR (dB-Hz) 

UWB 107.78 
DSSS CDMA 75.12 

 Source: [9]. 
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radiometers within a single time frame vary with the observation interval. Figure 
19.4 shows PD as a function of the S/N0 for observation periods of the radiometer 
of 0.6 nsec and 60 nsec. For the second case, the observation interval is set equal 
to the frame time; thus a single radiometer occupies the entire frame. This 
represents the extreme case when maximum noise power is input to the 
radiometer. We see that multiradiometer receiver performance is relatively 
insensitive to variations of the observation interval. 
 
Summary 
 
In this section we quantitatively evaluated the UWB detection performance of a 
multiradiometer intercept receiver. We quantified this performance for a few 
variations of the radiometer parameters to evaluate how well they match the 
parameters of the SOI. Results showed that the detector was relatively insensitive 
to prior knowledge about the bandwidth and pulse width of the UWB signal. In 
addition it was shown that UWB signals are considerably more difficult to detect 
than CDMA signals. 
 
19.2.3 Ratio of Distances Measure of Effectiveness 
 
McKinstry and Bueher [10] took a somewhat different approach to evaluate the 
detectability of UWB systems. We briefly describe their approach and some of 
their results here. 

 
 
Figure 19.3 Probability of detection versus the normalized SNR for two filter bandwidths, 4 GHz and 
50 GHz.  
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 The pulse shape assumed here is the Gaussian monopulse (see Chapter 13) 
given by 

 

 

2 2

p p p

16
( ) 1 16 exp 8

3

t t
w t

T T T

      
   = − π − π               

 (19.30) 

 
where Tp is the pulse width (approximately 99.99% of the energy in w(t) is 
contained in the interval –Tp/2 to Tp/2). 

The pulse repetition time is assumed a constant for this system. As above, the 

SOI is assumed to be time-hopping controlled by a pseudo-random sequence. ( )kd  
 

is set to 2Tp to assure orthogonality between possible PPM time shifts. 
 

19.2.3.1 Detection Methods 
 
For radiometers with a large time-bandwidth product, TW, many of the available 
models are very closely approximated by Edell’s model. In that case, the 
probability of detection, PD, is given by 
 

 ( )1
D FA

0

, 1
T S

P Q Q P TW
W N

− 
= − >> 

 
 (19.31) 

 

 
 
 
Figure 19.4 Probability of detection as a function of normalized SNR for two observation intervals,
0.6 ns and 60 ns. 
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where PFA is the probability of false alarm in noise alone, S is the average signal 
power at the radiometer, and N0 is the noise psd. This single radiometer model is 
used in [3] to compare the detectability of a UWB system with more traditional 
wideband DSSS systems. To quantitatively evaluate performance, [11] determines 
the probability of detection versus the relative distance between transmitter and 
interceptor. This assumes a scenario such as that depicted in Figure 19.5. The 
probability of detection can be found as a function of the ratio d/d0, the ratio of the 
distance from the transmitter to interceptor (d) to the distance from the transmitter 
to the intended receiver (d0). The interceptor in this situation is attempting to 
detect the presence of the transmitted signal, not demodulate it. This same metric 
will be used here to compare the detectability of UWB systems and also to 
compare different radiometer configurations. 

The same time-channelized multiradiometer system as above was used, whose 
architecture is shown in Figure 19.2. This system consists of M radiometers, each 
of which detects energy over an interval of T0. This gives an overall observation 
interval of T = MT0. Considered above is the case when T of the radiometer system 
is equal to the frame time, Tf, of the UWB system; however, this is not a necessary 
condition and actually creates some limitations to the performance of the detection 
system. If T is allowed to be greater than Tf, these difficulties are alleviated as will 
be shown. 

As above, the overall desired PFA can be chosen by setting the probability of 
false alarm for each channel, f ,P  to satisfy 

 

 ( )FA f1 1
M

P P= − −  (19.32) 

 
The overall probability of detection of an impulsive UWB signal not known to be 
synchronized with the radiometer cannot be expressed simply, so we use 
numerical simulation to determine this relationship. 

Simulation of UWB systems employing binary PPM, bipolar modulation,     
4-ary PPM, 4-ary biorthogonal modulation, 16-ary PPM, and 16-ary biorthogonal 
modulation were carried out to evaluate BER performance in AWGN. Simulation 
of the binary PPM system using a rate 1/4, constraint length 9 convolutional code 
with Viterbi soft decoding was also performed. 

Note that FA f ,P P≠  where PFA is the false alarm for the whole receiver. PFA is 

the probability that κ
 
or more hop decisions result in a detection when no signal is 

actually present. We determine that as follows. The probability that none of the M 

 
 
Figure 19.5 Interceptor scenario. 
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channels has a false alarm is the product of the probabilities of each cell not 
having a false alarm given by f(1 ) .MP−  If we assume that the noise in each of the 

channels is independent of the others, and the channel is AWGN, then the 
probability of a 1 at the output of the OR gate in the noise-only case will be the 
probability that at least one of the channels has a false alarm, expressed as 
 
 o f1 (1 )MP P= − −  (19.33) 

  
From the binomial expansion theorem, the probability of this occurring exactly n 
out of the N times will be 
 

 o o(1 )n N nN
P P

n
− 

− 
 

 (19.34) 

 
Thus, PFA

 
will be the summation of the probabilities of all possible events 

exceeding the κ threshold 
 

 FA o o(1 )
N

n N n

n

P P P −

=κ

= −  (19.35) 

 
  We can conclude from this that noncooperative detection of UWB signals has 
a very low probability of success and the distance required to detect a signal with a 
reasonable probability of detection is substantially less than the distance at which 
the target receiver using a matched filter and knowledge of the transmitter can 
receive the signal. 

The above analysis assumes that the receiver knows when the pulses are to 
occur so it can look for them. In a noncooperative EW system, that is not the case. 
The issue is further compounded when the UWB systems use PN codes to 
randomize the pulse occurrence time. This PN code is known to the target 
transmitter and receiver but not to the EW system. The only known answer to this 
quagmire is to let a wideband radiometer integrate over a reasonably wide 
bandwidth.  
 
Single Wideband Radiometer Detector 
 
The performance of a single wideband radiometer (represented effectively by 
Edell’s model) with an observation time of 100 μs against a single user employing 
uncoded UWB SOIs, and a binary PPM system using a rate 1/4, constraint length 
9 convolutional code with Viterbi soft decoding is shown in Figure 19.6. This plot 
shows that higher order modulations and channel coding can negatively impact 
detectability. 
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Channelized Wideband Radiometer Detector 
 
For the channelized radiometer system, the performance of the detector is affected 
by the parameters chosen. The total interval time for detection decisions was equal 
to the frame time of the UWB signal above. If the detector’s frame is synchronized 
with the received UWB signal’s frame, then when a signal is present, each detector 
frame will have a channel that overlaps with the UWB pulse transmitted during 
that frame. But if the detector’s frame is not synchronized (e.g., exactly half a 
frame time off), there will be some detector frames that contain no UWB pulses 
(assuming the pulse in a given frame is randomly distributed due to the time-
hopping code). These frames that do not overlap with a pulse will have a very low 
probability (= PFA) of indicating that a signal is present. This also has a ceiling 
effect on the maximum achievable average probability of detection when the 
detector is not synchronized. The probability of detection as a function of distance 
for the uncoded binary PPM signal is plotted in Figure 19.7 for the cases where the 
detector is perfectly synchronized with the receiver, the detector is exactly half a 
frame and half a pulse width off from synchronization, and the detector is assumed 
to have a uniformly random time offset from synchronization. For this comparison 
the overall observation interval was set equal to the UWB frame duration (T = Tf), 
the observation interval of each channel was set equal to the pulse duration         
(T0 = Tp), and the overall probability of false alarm was set to 0.01. All plots 

 
 
Figure 19.6 Single radiometer UWB SOIs. Covertness of UWB systems employing different 
modulation schemes. (Detection is by a single radiometer using an observation window of 100 μsec, 
computed using a path loss coefficient of 4, a BER at intended receiver of 10–4, and a PFA of 10–2. The 
UWB signal has a bandwidth W of 3.25 GHz, a pulse width of 400 psec, and a pulse repetition time of
1 μsec). 
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giving the results of the channelized radiometer detector are from simulations 
using Park’s model (19.19) for each radiometer channel. The results from the 
simulations using Dillard’s model are nearly identical and thus are not shown. 

The probability of detection for the channelized radiometer can be improved 
by increasing the overall observation interval. A similar effect is seen in the single 
wideband radiometer when the observation interval is increased [3, 6]. By 
increasing the overall observation time to multiple frames, the ceiling effect seen 
in Figure 19.7 disappears and the difference due to frame synchronization is 
greatly minimized. 

As can be seen by comparing Figures 19.6 and 19.7, the channelized 
radiometer is able to detect the UWB signal from a greater distance than the single 
radiometer (except for very small probability of detection values). It is interesting 
to note that the channelized radiometer detection curve has a steeper slope than the 
single radiometer curve. This implies that the distance between almost certain 
detection and almost certain failure of detection is smaller for the channelized 
radiometer.  

The choice of the observation interval for each channel is also important to 
the performance of the detector. This choice may be influenced by the hardware 
difficulties for detecting energy over such short intervals or due to lack of 
information about the pulse width of the signal to be detected. Figure 19.8 
compares the performance of the channelized detector for different channel 
observation intervals. As the channel observation interval grows larger than the 
pulse duration, more noise is captured relative to the energy of the pulse, resulting 
in a reduction of the SNR and the performance of the detector decreases. The 
performance of the channelized system to detect the binary PPM UWB signal with 
T0 = 25Tp (shown in Figure 19.8) yields roughly equivalent performance to the 

 
 
Figure 19.7 Detectability bounds for uncoded binary PPM with a multiradiometer. 
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single wideband radiometer. The energy distribution over time of the pulse used 
determines the optimal value for the channel observation interval for the detector. 
Simulation revealed this optimum value is slightly less than Tp for detecting the 
UWB SOI described here. 
 
Summary 
 
The performance of a channelized radiometer detector was evaluated for use in 
detecting UWB signals and compared to the single wideband radiometer detector. 
The parameters that impact the performance of such a channelized detector were 
evaluated and it was shown that it is possible to construct a channelized radiometer 
detector that improves detectability of UWB signals over a single radiometer if 
sufficient information about the UWB system is known. 
 
 

19.3 Concluding Remarks 
 
We examined the detectability of THSS signals in this chapter. The receiver 
considered for this purpose was the time-channelized radiometer. 
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Chapter 20 
 
 

Direction Finding Receivers 
 
 

20.1 Introduction 
 
Determining the direction of arrival (DOA) of a signal impinging on an antenna 
array at an EW receiving system is one of the more important functions of such 
systems. Determining such DOA, however, sometimes imposes additional 
requirements on the characteristics of the receivers used for this purpose. We 
examine some of these requirements in this chapter.  

We consider three types of direction finding (DF) systems in this chapter as 
representative samples of such systems. The degradation of the DF accuracy of 
these systems due to imperfections of the receiver is analyzed. The first type of 
system uses an amplitude comparison scheme to estimate the DOA of the signal 
impinging on the EW system array. We use a four-element Adcock antenna 
arrangement, followed by Watson-Watt signal processing for this analysis [1]. 

The second configuration is perhaps the simplest arrangement of components 
for DF. It is called pseudoDoppler and relies on the Doppler principle to estimate 
the DOA of signals. An array of antennas (typically circular) is sequentially 
sampled, with the resulting signals sent to a single receiver. Phase differences 
detected between the antennas as the antennas are commuted are used for the 
estimation. 
 The third type of DF system analyzed uses phase interferometry as the 
technique for estimating the DOA. The basic configuration for phase 
interferometry is to compare the phase of the signals at two antennas that form a 
baseline and extract the DOA information from this comparison. Such baselines 
then can be configured into antenna arrays of arbitrary geometry and size. 

Hammerle [2] presented a rather complete exposition on the error sources for 
Adcock/Watson-Watt and pseudoDoppler DF systems. We present a summary of 
some of those results here. 

The chapter is structured as follows. We begin with an examination of the 
types of categories of error sources that occur in receivers performing the DF 
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function. We follow that with brief descriptions of the types of DF systems 
analyzed. That is followed by sections on each of the types, with emphasis on the 
error sources and the impact on DF performance of the receiver error sources. The 
chapter concludes with a discussion of dual channel compressive receivers, useful 
for wideband DF applications. 
 
 

20.2 Direction of Arrival 
 
The DOA of a signal at a receiver is the angle (normally measured relative to 
magnetic or true North) at which the signal arrives. It is customarily defined to be 
the angle formed between North and the orthogonal to the isophase contour 
formed within the signal. The isophase contours shown in Figure 20.1 illustrate 
this concept. The contours in Figure 20.1 are relatively well behaved in the sense 
that they are smooth and represent a chord of a sphere (circles in two dimensions 
as shown here). When the antenna array is in the far-field of the target transmitter 
antenna, these chords are usually assumed to be rectangular planes with no 
curvature. 

Most real situations do not support the ideal case shown in Figure 20.1. 
Reflections (coherent interference) and cochannel interference (incoherent 
interference) as well as a myriad of other noise sources tend to cause these 
isophase contours to take on irregular shapes. This causes the DOA to be  
estimated in error since the orthogonal to the tangent of the isophase contour 
depends on where on the isophase curve the antennas occupy in space (Figure 
20.2). 

 

  
 
Figure 20.1 Ideal isophase contours. 
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20.3 Direction Finding Techniques Overview 
 
 In this section we provide an overview of three popular techniques for 
determining the DOA of signals at an EW system. The number of techniques for 
obtaining a DOA is limited only by the imagination of the system designer. 
Therefore, the methods presented are not exhaustive. They do, however, represent 
three popular techniques and are useful for examining the requirements of the 
corresponding receivers used in such applications. In the second part of the 
chapter, we examine the errors involved in each of these methods and the 
requirements imposed on the receivers by the applications. 
 
20.3.1 The Adcock Array and the Watson-Watt System 
 
During the Second World War, one of the most common techniques of radio 
direction finding employed in the signals intelligence (SIGINT) stations was based 
in the use of arrays of four monopoles or dipoles arranged in an orthogonal 
pattern. By means of rotating the array and combining the signals received in a 
proper way, a bidirectional radiation pattern is achieved, allowing the 
determination of the DOA of an SOI, especially through the nulls of the radiation 
pattern.  This technique was patented by Lieutenant Engineer Frank Adcock, No. 3 

  
 
Figure 20.2 Irregular constant-phase lines such as these are caused by interfering signals and objects in
the propagation path. Defining the AOA as the orthogonal to the tangent of the isophase lines can cause
errors in estimating the direction to the target. 
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Army Wireless Observation Group, in 1920. This is therefore a method of 
amplitude comparison to determine the DOA of radio signals. 

In 1925–26, Sir Robert Watson-Watt (one of the pioneers of the 
implementation of radar as an early warning system during WWII) improved the 
system proposed by Adcock by means of using a fifth antenna to avoid the 
ambiguities and using a cathode ray oscilloscope to plot the angle of arrival, 
allowing the antenna array to operate in a static configuration.  

 In an Adcock array, the four antennas are grouped in pairs, laying each pair 
along a reference axis. Let’s suppose, for example, that one of the pairs lies in the 
North-South axis (Y) and the other lies in the East-West axis (X), as shown in 
Figure 20.3. This configuration would apply, for example, with ground-based EW 
systems in the VHF and above frequency range. The four RF voltages of a four-
element Adcock system are combined into two differential voltages of equal 
phase, which feed a double-channel receiver. Originally, the IF signals were fed to 
the two pairs of plates of the cathode ray tube. The bearing figure drawn on the 
tube would be a straight line under ideal conditions, whose angle to the X-axis 
represents the bearing angle (DF value). Modern implementations perform most of 
this processing digitally, although the fundamental concepts remain the same. 
  The antenna arrangement in Figure 20.3 provides for two long baselines 
configured as North-South (N-S) dipole antennas and East-West (E-W) dipole 

  
 
Figure 20.3 Four-element Adcock array. 
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antennas. The Watson-Watt processing associated with this array is an amplitude 
comparison system that compares the amplitude of the signal in the E-W array 
response with the amplitude of the signal in the N-S array response. 
  The electrical configuration is shown in Figure 20.4. The 2D antenna E-field 
radiation patterns are illustrated in Figure 20.5. The top view of the array is 
illustrated in Figure 20.6. The pattern for each of the two baselines in the Adcock 
array configured for the Watson-Watt configuration is in the shape of a figure 8 
when viewed from above, as illustrated in Figure 20.5. A signal arriving at some 
angle onto this array will cause voltages at the output of the antennas that depend 
on amplitudes of the figure 8 response. A comparison of these amplitudes provides 
an indication of the arrival angle. A 3D view of these antenna patterns is shown in 
Figure 20.7. 

In two dimensions, the antenna signals in Figure 20.6 are given by 
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We form the difference signals in the array as 
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Figure 20.4 Watson-Watt electrical configuration. 
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Figure 20.6 Antenna configuration of a four-element Adcock. 

  
 

 
Figure 20.5  Top view of N-S and E-W antenna patterns for an Adcock/Watson-Watt array. 
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Forming the ratio of these signals yields 
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( ) 2 ( )sin( sin )

( ) 2 ( )sin( cos )
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 (20.3) 

 
Because 2 / 1,β = π λ << we make the approximations that sin( sin ) sinR Rβ φ ≈ β φ  

and sin( cos ) cosR Rβ φ ≈ β φ so that 
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and so 
 

 1 EW

NS

( )ˆ tan
( )

V t

V t
−φ = ≈ φ  (20.5) 

 
 In the Watson-Watt system, the two antennas at the end of the baselines are 
configured as counterphase and that is what creates the patterns shown in Figure 
20.5. When connected so that the antennas are in phase, an omnidirectional (in 
azimuth) pattern emerges. This pattern, shown in Figure 20.8, is very similar to 
that of a single monopole [3]. When they are in phase (e.g., as is the case for some 

  

 
 
Figure 20.7 Mast-mounted VHF Adcock baseline pattern: (a) 3-dimensional view, and (b) vertical
plane. 
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phase interferometers), the patterns approach omnidirectionality (in the horizontal 
plane) as we see in Figure 20.8. 
 The antenna patterns in Figures 20.7 and 20.8 are approximated with the 
antennas in free space and are shown in Figure 20.5. For this example, the 
antennas are / 2λ in length and the baselines are / 2λ  long. The mast height is 10 
m, and the effects of the metallic mast are not considered. This pattern, of course, 
is when the array is configured as a Watson-Watt array where the two antennas at 
the end of the baselines are in phase opposition (for amplitude DF configurations).  
 A common method of determining the antenna array response is to use NEC 
modeling. Such a technique was used to generate the patterns shown here. The 
4NEC2 model for this mast-mounted antenna array is illustrated in Figure 20.9. 
The 4NEC2 code to model this antenna to produce the patterns shown is given in 
Figure 20.10.  

The sense antenna in Figure 20.4 need not be a separate receiving path. In 
Figure 20.4 we show a separate antenna located at the phase center of the array 
feeding its own receiver. Another configuration is shown in Figure 20.11, where 
the four antennas at the end of the baselines are combined in phase-shifting hybrid 
combiners and the sense signal is generated directly from these four antennas. This 
configuration also has UNS and UEW generated simultaneously in these same shown 
in Figure 20.8. 

As a second example, consider the ground-based monopole array depicted in 
Figure 20.12. Again, four antennas are arranged at the ends of two baselines that 
are equal in length. The aim is focused on the determination of the DOA of a radio 
signal of interest, which may be in the range between 2 MHz and 10 MHz      
(MF–HF), and for specificity, the example for a 5 MHz signal is considered.  

 
 

 
 
Figure 20.8 Mast-mounted VHF Adcock four dipole omni pattern. In this configuration the N-S (Y-
plane) antennas are fed in-phase producing approximately an omni pattern in the horizontal plane. 
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CM 100 MHz Adcock 4 Dipole Direction Finding Array 

CM on 10m mast 

CM Poisel 6.12.2013 

CM  

CE  

GW 1 25   0   0.75  9.25   0    0.75   10.75    .02’ North Dipole 

GW 2 25   0.75   0   9.25    0.75  0   10.75    .02’ East Dipole 

GW 3 25   0   -.75   9.25   0   -.75   10.75  .02’ South Dipole 

GW 4 25   -.75   0   9.25   -.75   0   10.75  .02’ West Dipole 

GE 0 'Free space 

FR 0 1 0 0 100 0’ 100 MHz Operating Frequency 

EX 0 1 12 0 1 0’ North generator 

EX 0 3 12 0 -1 0’ South generator 

LD 0 2 12 0 50 0 0’ East loading 

LD 0 4 12 0 50 0 0’ West loading 

EN 
 
Figure 20.10 Mast-mounted VHF Adcock four dipole NEC code. 

  

 
 
Figure 20.9 Mast-mounted VHF Adcock four dipole geometry. 
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Figure 20.11 Generation of reference signal. 

  
 
Figure 20.12 Adcock four monopole array. 
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The receiver configuration for this monopole array is the same as for the 
mast-mounted array discussed previously. As such, the signal processing is the 
same. With ground-mounted arrays with a ground plane, the antenna patterns are 
truncated at the ground as illustrated in Figure 20.13, which shows the pattern for 
a single baseline. Combining all four antennas in phase produces an 
omnidirectional pattern (in the horizontal plane) as illustrated in Figure 20.14. 

We consider ¼ wavelength monopoles for a working frequency of 5 MHz. 
That is, each monopole has a length of 15m. In order to simplify the analysis, the 
part relative to the antenna coupling in all the working band will be obviated, 
although in fact it is not necessary for the antennas to be resonant in the frequency 
of the SOI.  

The antenna separation or baseline is another important point and must be half 
the wavelength of the maximum working frequency at the most, ideally around 
one eighth or one tenth of the working wavelength. If the separation is higher than 
half the wavelength, a risk of having ambiguities in the measurements exists. 
That’s the reason why, if the bandwidth to be watched is high, it may be 
appropriate to have different baselines for each frequency or frequency range. 

The baselines in this case are 15m long and the antenna baselines are 30m. 
The operating frequency is 5 MHz. The antennas in Figure 20.12 are assumed to 
be operating over a perfect ground plane, so the patterns reach to the ground plane 
undisturbed. Over a more realistic ground plane, there is a curvature of the patterns 
close to the ground caused by the poorer propagation constants of the ground. 

The 4NEC2 code for the four-element monopole Adcock array is shown in 
Figure 20.15. 

  
 
Figure 20.13 Adcock four-monopole baseline N-S antenna array pattern: (a) 3-dimensional, and (b) 
vertical plane. 
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The ground-based monopole array shown in Figure 20.12 is not adequate for 
high-frequency radio direction finding (HF/DF) for near vertical incidence system 
(NVIS) signals, due to the fact that the radiation patterns of the monopoles 
employed have low gain for high takeoff angles [4]. In addition, the baseline 
effects disappear at high receive elevation angles so the amplitude comparison 
scheme fails. 

The precision of an Adcock/Watson-Watt radio direction finding system in 
the computation of angles of arrival is estimated to be around 2–3 degrees. 
 
20.3.2 PseudoDoppler DF System Overview1 
 
The pseudoDoppler technique takes advantage of the effects on a received signal 
at an antenna that is moving. When an antenna is moving toward the source of a 
signal, then the frequency of the signal at the antenna is somewhat higher than if 
the antenna were still. When the antenna is moving away from the source of the 
signal, then the frequency is somewhat lower than the true frequency. These 
frequency differences are due to the well-known physical phenomenon called 
Doppler shift.  

Doppler shift can be exploited to determine the DOA of signals impinging on 
an EW system. An antenna can be rotated in an EM field, as shown in Figure 
20.16, and the output frequency measured. The frequency difference between the 
signal received at the rotating antenna and the true frequency measured at the 
stationary antenna determines the AOA. 

Consider the diagram shown in Figure 20.17, which is a top view of Figure 
20.16. The Doppler shift is given approximately by (assuming that v << c) 

                                                           
1 Much of the material in this section is from [4]. Reprinted with permission. 

  
 
Figure 20.14 Adcock four monopole omni pattern in the horizontal plane. 
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Figure 20.16 Doppler antenna configuration. 

CM 4-Monopole Adcock Array 5 MHz 
CM 
CE 
 
SY monlen=15 'Monopole length 
SY monsep=15 'Monopole Separation 
 
GW 1 128 0 monsep/2 0.001 0  monsep/2  monlen 2mm'North 
Monopole 
GW 2 128 0 -monsep/2 0.001 0  -monsep/2  monlen 2mm'South 
Monopole 
GW 3 128 -monsep/2  0 0.001 -monsep/2  0  monlen 2mm'West 
Monopole 
GW 4 128 -monsep/2  0 0.001 monsep/2  0  monlen 2mm'East 
Monopole 

 
 

GE 1 
GN 1 
EK 

 
EX 0 1 1 0 1 0  0 'Generator at North Monopole 
EX 0 2 1 0 -1 1.22e-16 0 'Generator at South Monopole 

 
FR 0 1 0 0 5.0 0’ 5 MHz Operating Frequency 

 
EN  
 
Figure 20.15 4NEC2 code for four element monopole Adcock/Watson-Watt array. 
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 0

v
f f

c
Δ =  (20.6) 

 
where v is the rotating antenna velocity in the direction of the signal, f0 is the 
signal frequency, and c is the speed of propagation. The tangential velocity, vt, 
shown in Figure 20.17 is given by 

 
 tv R= ω  (20.7) 

 
where R is the baseline length and ω is the angular velocity of the rotating antenna. 
The velocity v is related to the tangential velocity by 
 

 cos sin
2t tv v v
π = − Ψ = Ψ 

 
 (20.8) 

 
Therefore, the Doppler shift is given by 
 

 0 sin
R

f f
c

ωΔ = Ψ  (20.9) 

 

  
 
Figure 20.17 Top view of the Doppler rotating antenna array. Antenna 1 is stationary while antenna 2
rotates around it. 
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A sense antenna located in the center of the circle determines the true 
frequency. The response would be as shown in Figure 20.18. When the rotating 
antenna is moving toward the signal source, the difference frequency is positive, 
and when moving away, it is negative. In most modern implementations, a circular 
array of fixed antennas would be used as opposed to actually mechanically 
rotating an antenna. The effects of rotation can be achieved by electronically 
switching each antenna in the array in turn. The sense antenna is not physically 
needed since the output of all the antennas in the circular array can be combined in 
phase to accomplish this function. 
 The pattern for this Doppler DF array is the same as that shown in Figure 20.8  
for the four-element Adcock VHF array except, of course, the pattern is rotating. 
A directional pattern as in Figure 20.7 can be created as well if the phases of the 
two antennas are connected in opposition. For Doppler DF signal processing, a 
directional pattern is not required, however. 
 
20.3.3 Phase Interferometer System Overview 
 
One popular technique for measuring the angle of arrival (AOA) of an incoming 
signal, and thereby determining its DOA, is interferometry. In this case the phase 
difference Δφ12 or time difference Δt12 between two antennas is measured directly 
by some means. These two types of measurements produce the same result, the 
major difference being what is measured.  

It is also possible to implement an active interferometer. Active 
interferometers emit a signal and measure the phase or time difference of the 
returned signal. This is a form of radar. 
 The phase interferometer measures the phase differences between two 
antennas, and the angle of arrival is deduced from this angle. The second type of 
interferometer measures the time of arrival difference of the signal at two 
antennas. To make this measurement, there must be some feature associated with 
the signal that can be used as a time mark, such as the leading edge of a radar 
pulse. Lacking such a feature the signals at the two antennas must be correlated 
against each other to determine this time difference. Where this correlation peaks 
is an indication of the time difference. This is called arrival time interferometry. 
We will now discuss the concepts involved with phase interferometry. 

  
 
Figure 20.18 Output of the comparison of the two signals in a Doppler DF system. 
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20.3.3.1 Phase Interferometry 
 
Consider the arbitrary planar antenna array of M sensors illustrated in Figure 
20.19. If s(t) represents the signal emitted from a far-field source, then the outputs 
from M narrowband receiver channels connected to the output of these antennas at 
each time, {1, 2, , },t K∈  can be represented as 

 
 ( ) ( ) ( ) ( ), 1, 2, ,r t a s t n t t K= φ + =     (20.10) 

 
where ( )r t


is an M × 1 vector with complex elements, K is the number of samples 

taken (snapshots), and ( )n t


 is an M × 1 vector of uncorrelated antenna AWGN 

samples. ( )a φ is the M × 1 complex vector representing the phase response of the 

array with a signal impinging on it from direction φ. 
 An interferometer measures the phase differences from pairwise antenna 
elements. Usually one is designated as the reference antenna and the phase 
differences are computed from each of the other elements compared to that 
reference. In general, the estimated phase difference, ˆ ,ijϕ between the ith element 

and jth element is found from 
 

 
1

1
ˆ arg ( ) ( )

K

ij i j
t

r t r t
K

∗

=

 ϕ =  
 
  (20.11) 

 
The signal impinging on a second antenna displaced from an antenna as 

shown in Figure 20.20 must travel an extra distance of 1 sind D= φ  compared 

with that antenna. This imposes an additional phase shift on the signal given by 
 
 sinDϕ = β φ  (20.12) 

 
As we describe later, (20.12) is used to compute the AOA, φ. 

 
  

Figure 20.19 Array of M sensors. 
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20.4 Error Sources in Direction Finding Systems 
 
Error sources in DF systems can be divided into two broad categories: (1) those 
external to the receiving system and (2) those internal to the receiving system. In 
this section we summarize the major sources of these errors, while the impacts on 
the specific DF techniques are covered in the appropriate sections to follow. 
 
20.4.1 Polarization-Induced Error 
 
Polarization errors can occur any time there is a mismatch between the 
polarization of the target signal and the receive antennas. This is normally 
manifest in a reduced signal level available for the (normally) vertical response of 
the antennas. 
 In some cases, however, polarization effects can cause DF errors even though 
there is no polarization mismatch between the target signal and the receive array. 
In the case of the Adcock DF as well as in the case of the Doppler DF, currents are 
induced on the outer conductor of the connecting coaxial cables between opposite 
antennas; these currents produce a secondary field, which results in additional 
error vectors with opposite sign at the terminals of the two antenna elements. 
  The antenna voltages in Figure 20.21 are 

  
 
Figure 20.20 Interferometer baseline. 



Electronic Warfare Receivers and Receiving Systems 750 

 

 1 V eff 2 V eff

3 V eff H 4 V eff H

j j

j j

V E h e V E h e

V E h e E h V E h e E h

+ κ − κ

+ κ + κ

= =

= + = − 
 (20.13) 

 
where 
 
heff is the effective height of the antenna 
h is the proportionality factor between the horizontal component and the antenna 
output voltage 

2
sin

Rπκ = θ
λ

 

R is the array radius 
θ is the elevation angle 
 
20.4.2 DF Errors Caused by Incoherent Wave Interference 
 
With incoherent interference, otherwise known as cochannel interference, two (or 
more) waves add as vectors (amplitude and phase), to produce unpredictable 
isophase and isoamplitude contours, for which producing accurate AOA estimates 
with traditional methods (those considered here) is very difficult. We show in 
Figure 20.22 a sketch of the impacts of two waves in space that are within 0.05 in 
amplitude (arbitrary units) and 10o in separation. The isoamplitude contours are 
straight lines essentially parallel to the X-axis (a feature that is a function of the 
specific parameters chosen for this example), while the isophase contours form 
curves. For a phase measuring technique, depending on where in particular the 
receive antennas are located relative to these isophase contours, virtually any 
estimated AOA may emerge. 

 
  

Figure 20.21  Polarization error mechanism. Currents ( )S


in the cable interconnecting antenna 1 with

antenna 2 set up secondary fields ( ),E


 which result in additional error vectors with opposite sign at

the terminals of the two antenna elements. 
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  Superresolution DF methods have been devised that can separate multiple 
incoherent (and sometimes coherent as well) waveforms in some cases, depending 
on the particular parameters. We do not consider them here. For a more thorough 
discussion see [6, 7]. 
 
20.4.3 DF Errors Caused by Coherent Wave Interference (Multipath) 
 
When two (or more) coherent signals arrive at a receiver array from multiple 
directions, errors can be generated in computation of the DOA. Such multiple 
signals are usually the result of reflections of a target signal from multiple 
reflectors that see the target signal and are within sight of the receiver. 
 These signals arrive at the receiver with different amplitudes and different 
phases. In some cases, the amplitudes and phases of the reflected waves can be 
such that complete cancellation of the direct signals occurs. In most cases, 
however, the reflected waves have smaller amplitudes than the direct waves, 
although the phase angles are difficult to predict. 

  
 

Figure 20.22 Interfering waves. Wave 1:
o

0.95 80∠ while Wave 2:
o

1.0 90 .∠ (Source: [5], © 1991,
Peter Peregrinus, Ltd. Reprinted with permission.) 
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 In any case, these coherent signals can severely impact the accuracy of the 
DOA computation, since receiver systems have difficulty separating reflected 
signals from the direct signal. 
 
20.4.4 Modulation 
 
The impacts of modulation on the target signals vary with the DF processing 
subsequent to the antenna. AM affects some techniques while FM/PM has no (or 
minimal) impact. In other configurations, AM has little impact while FM/PM can 
cause significant errors. Occasionally, all types of modulation have some impact. 
 Rarely are target signals CW in nature. Some type of modulation is almost 
always present, so the modulation impacts must be considered when designing 
receivers for DF applications. 
 
20.4.5 Physical Antenna Arrangement 
 
When antennas are not precisely placed in an antenna array, it usually causes 
errors to occur in the estimation of the AOAs estimated. Since array processing 
implies precise knowledge of where the antenna elements are in space, these errors 
lead directly to miscalculations in the AOA estimation. 
 
20.4.6 Receiver Noise 
 
RF noise is an omnipresent adversary in any communication problem, including 
EW receivers. It comes in a variety of forms, some from internal to an electronic 
system, others from external sources.  

The predominant internal noise sources are agitated electrons that vibrate and 
in doing so emit energy that covers very broad bandwidths. This noise is referred 
to as thermal noise. This noise affects both the amplitude and phase of signals in 
EW receivers. The amplitude is affected directly in that the instantaneous value of 
noise voltage or current adds to the amplitude of the signal. Phase is effected 
primarily through the thermal phase noise associated with oscillators. 

We have discussed thermal noise and its affects and measurement elsewhere 
herein. The effects of noise on the front end of DF receivers are no different from 
their effects on other receivers. The predominant measure of performance in noise 
is dictated by the SNR. To determine the performance in noise, noise levels are 
reflected to the input of the receiver, and the remainder of the receiver is assumed 
to be noise free. 

 
20.4.7 Amplitude Matching and Phase Tracking 
 
In those configurations that require multiple receivers, there are usually 
requirements imposed on how well the receivers track each other, in both 
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amplitude and phase responses. Often, real-time or non-real-time calibration is 
required so that these tracking parameters are at least known, if they cannot be 
eliminated altogether in the design. 
 
20.4.8 Antenna Element Interaction 
  
Antenna arrays are configurations of multiple (>1) antennas essentially collocated, 
or located close enough together that interaction between elements can be 
expected. That is certainly true for the antennas under consideration here. The 
antennas are all located within one or a few wavelengths of one another, and that 
places the antennas within the near field of other antennas [8].   

Arrays of dipoles, monopoles, and loops are the most common for DF 
applications under consideration here. Some of these configurations tend to 
minimize the antenna interactions (e.g., the dipole array) while others cannot 
suppress the interactions (e.g., monopoles). An array of M dipoles of length l and 
separated by distance D is shown in Figure 20.23. 
 A mutual coupling model of two dipoles is shown in Figure 20.24. Whenever 
two or more antenna elements are in close proximity to one another, they interact. 
This interaction is called mutual coupling. The element currents are not the same 
as they would be for an element in isolation (free space). A two-port model for 
two elements in Figure 20.24(a) interacting in this way is shown in Figure 
20.24(b). 

The impedances in Figure 20.24(b) are the port parameters, assuming that the 
two antennas form a two-port network. The two-port model is given by 
 

  
 
Figure 20.23 Array of dipoles. 
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= +
= +

 (20.14) 

 
So Z11 is found by measuring the voltage and current at port 1 with port 2 open 
circuited (or, since it is an antenna element, by removing it) since 
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Likewise, Z22 is determined by measuring the voltage and current at port 2 with the 
antenna at port 1 open circuited (or not there) since 
 

 
1

2
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2 0I

V
Z

I
=

=  (20.16) 

 
All of these measurements are, of course, frequency dependent and, in general, 
complex values. 
 Assuming that the network is symmetrical (this is certainly true for an array of 
dipoles, e.g.), then Z21 = Z12. Either of these is found in the same way: Z12 is found 
by measuring the voltage at port 1 when it is an open circuit (I1 = 0) caused by a 
known current source at port 2 because 
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=  (20.17) 

 

  
 
Figure 20.24 Mutual coupling: (a) antenna configuration and (b) equivalent two-port model. 
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Notice with port 2 open circuited, the impedance seen looking into port 1 is Z11 – 
Z12 + Z12 = Z11; similarly for port 2. 
  For an array with M elements, all (or most) or the antenna elements will have 
an effect on all the others. Hence, the two-port analysis needs to be extended to M 
ports. This is accomplished in a straightforward way and many textbooks are 
available that indicate how this is done. Also computer programs are available to 
assist in this process. 

The magnitude of the mutual impedance between two elements depends on 
the antenna dimensions and on the distance between antenna elements. The real 
and imaginary components of the mutual impedance can be both positive and 
negative, and their maximum values decrease as the distance between elements, D, 
increases. The influence of very distant elements is negligible. Typical 
characteristics of the components of the mutual impedance Zjk = Rjk+ jXjk on the 
distance D (multiplied by wavenumber) between two parallel λ/2 dipoles are 
depicted in Figure 20.25. The wavenumber is given by 2 / .β = π λ  

 
20.4.9 Antenna Height above Ground 
 
Theoretically, the radiation resistance of an antenna does not vary with 
environmental conditions in the vicinity of the antenna. In practice, this is only 
true in free space—when there is nothing in the vicinity of the antenna for 
considerable distances.  
 We illustrated the effects in Figure 20.26, where the variation of the radiation 
resistance of a theoretical half-wave dipole with height above ground above a 
perfectly conducting ground plane is shown. We can see that the actual radiation 
resistance oscillates around the theoretical value of 73Ω. We can also see that the 
effect virtually disappears at heights greater than about 1 wavelength or so. 

 
 
Figure 20.25 Mutual impedance between two λ/2 dipoles at distance D (βD in degrees). 
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20.5 Adcock/Watson-Watt (Four-Element Adcock) 
 
Lipsky analyzed the performance of the Adcock/Watson-Watt configuration [9]. 
The signals from the receivers shown in Figure 20.4 are given by 
 
 EW EW sinV k= φ  (20.18) 

 
and 
 
 NS NS cosV k= φ  (20.19) 

 
where φ is the AOA of the target signal, and, as above, kEW and kNS are the 
amplitude responses of the two channels through the receiver paths. The sense 
antenna is the sum of the responses of the other four antennas and is normally 
formed in that way—as the sum; typically a separate antenna is not included. The 
sense antenna is used to remove ambiguities in the AOA, and its amplitude 
response characteristics are not critical to this discussion. 
 The AOA is determined by finding the ratio of the E-W and N-S signals as 
 

 EW EW EW

NS NS NS

sin
tan

cos

V k k

V k k

φ
= = φ

φ
 (20.20) 

 
We assume that the amplitude characteristics before the receivers are ideal so 

that we can examine the receiver requirements on kEW and kNS, not the antenna and 
related component characteristics. 

From (20.20) we can see that 
 

  
 
Figure 20.26 Radiation resistance variation with height. 
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 1 NS EW

EW NS

tan
k V

k V
−φ =  (20.21) 

 
and the DF system calculates an estimate of the value of φ, which we will denote 

by ˆ.φ  Ideally, kNS = kEW for an error-free system. 

 The error in the estimate is then 
 

 1 1NS EW NS

EW NS EW

ˆ tan tan tan
k V k

k V k
− −ε = φ − φ = − φ = φ − φ  (20.22) 

 
Let us denote kNS/kEW by X: 
 

 NS

EW

k
X

k
  

 
so that 
 
 1tan ( tan )X−ε = φ − φ  (20.23) 

 
The worst-case error is found by determining the maximum of (20.23), which is 
found by differentiation and setting the result to zero. Since, if v is a function of x, 
v(x), then from tables of derivatives we know that [10] 
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                    2 2 1 tan
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d
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         2
2 2

sec 1
1 tan

X

X
= φ −

+ φ
 (20.24) 

 
Equating (20.24) to zero yields 
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2 2 2

2 2

sec 1 tan
0

1 tan

d X X

d X

ε φ − − φ= =
φ + φ

 

 
so that the condition for a maximum becomes 
 
 2 2 2sec 1 tan 0X Xφ − − φ =  (20.25) 

 
which is a quadratic in X as 
 
 2 2 2(tan ) (sec ) 1 0X Xφ − φ + =  

 
 so that 
 

 
2 4 2

2

sec sec 4 tan

2 tan
X

φ ± φ − φ
=

φ
 (20.26) 

 
But the Pythagorean formula for tangents and secants [11] says that 

2 2tan sec 1.φ = φ − Making this substitution into (20.26) yields 

 

 
2 4 2
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sec sec 4sec 4

2 tan
X
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2

sec (sec 2)

2 tan
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The plus sign in the numerator yields the trivial solution X = 1 so there is a 
minimum or maximum (minimum in this case) at X = 1 where kEW = kNS, which 
we already knew. The minus sign yields 
 

 
2 2

2 1

2 tan tan
X = =

φ φ
 

 
so that 
 

 1 1
tan

X
−  φ = ± 
 

 (20.27) 

 
Substituting (20.27) into (20.23) yields 
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 1 1 1
tan ( tan ) tanX

X
− −  ε = φ − ± 

 
 

 1 11 1
tan tanX

X X
− − = ± − 
 

 

 1 1/2 1 1/2tan ( ) tanX X− − −= ± −  (20.28) 

 
In the first quadrant, (20.28) yields 

 
 1 1/2 1 1/2tan tanX X− − −ε = −  (20.29) 
 
Equation (20.29) is plotted in Figure 20.27 when X is expressed in decibels  

10(20log X since X is a voltage ratio). For example, if the channels are unbalanced 

by 1dB, the maximum DF error is about 3.5o. 
 
20.5.1 Natural DF Error of the Adcock 
 

For the Adcock/Watson-Watt DF only the approximation φ̂ ≈ φ is valid because of 

the sin and cos functions in the numerator and denominator of (20.5). The 

resulting error ˆ
φε = φ−φ (natural DF error of the Adcock) disappears for .D << λ

In the case of the four-element Adcock this error amounts to a maximum value of 
approximately 7o (Figure 20.28) for / 1/ 2D λ = while for / 1 / 5D λ = it remains 
below 1o.  
 The maximum DF error for an n-antenna Adcock is determined with 
 

  
 
Figure 20.27 Adcock/Watson-Watt maximum DF error. 
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1
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nJ

Jφ
κ
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where 
 
n is the number of antennas 

2
sin

Rπκ = θ
λ

 

θ is the elevation angle 
Jn is the Bessel functions of order n 
 
20.5.2 Adcock Direction Finding Errors Caused by Reflections 
(Coherent Wave Interference) 
 
If two waves of the same frequency and comparable amplitudes are incident on an 
antenna array, a stationary field of interference is formed by the waves. This 
results in distortion of the lines of constant phase. These waves are both within the 
IF passband of the receiver and the receiver will react to the distorted constant 
phase lines. It becomes impossible for the receiver to properly separate the signals 
with the basic DF processing provided by the Adcock arrangement. This is 
referred to as cochannel interference, and the resulting DOA will be in error.  
 The amount of error produced is a function of the amplitude ratio of the two 
waves as well as the antenna aperture. Compared with narrow-aperture systems, a 
wide-aperture system in this case works more precisely (Figure 20.29). In the 
following, the improvement factor will be calculated. If the lines of constant phase 

  
 
Figure 20.28 Natural error of a four-element Adcock for / 2.D = λ  
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are determined in a field of interference established by two waves, then the 
deviation of the tangent to these lines from the direction of the undisturbed lines 
gives the DF error of small base systems of infinitesimally small aperture given by 
 

 1 0

0

cos sin
tan

1 cos cos
−

φ
ρ θ δ

ε =
+ ρ θ δ

 (20.30) 

 
where 
 

φε is the DF error 

ρ is the amplitude ratio 

δ is the azimuth difference between the two waves 

0θ is the phase difference between the two waves 

/D λ is the size of the baseline 
 
From (20.30) we can approximate the error as 
 
 0cos sin 1, / 1Dφε ≈ ρ θ δ ρ << λ <<  (20.31) 

 
20.5.3 Adcock Incoherent Interference 
 
In the case of interference conditions with two waves, when the Watson-Watt 
processing can calculate the well-known parallelograms, often the angle of 

  
 
Figure 20.29 Maximum DF error caused by a reflection as a function of the angle δ between the direct
and the reflected wave. ρ = 0.1, θ0 = 0o. 
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incidence of each wave can be determined by measuring the parameters of the 
sides of the parallelogram obtained. This is the case, for example, when the 
bearings are displayed on a CRT. An operator can readily see the parallelogram 
and determine the two bearing angles. 

If the difference in the level of interference is at least 6dB, the error in the 
azimuth of the stronger wave is less than 1o. 
 
20.5.4 Adcock Polarization Error 
 
In the case of an Adcock arrangement, from (20.13) 
 
 12 1 2 V eff 34 3 4 H2sin 2V V V E h j V V V E k= − = κ = − =  

 
The maximum error is given in the case of equal phase 
 

 1 134 H
max

12 V eff

1
tan tan

sin

V E k

V E h
− −

φ

 
ε = =  κ 

 (20.32) 

 
For / 2,D = λ (20.32) gives o

max 90 .φε =  

 
20.5.5 Adcock/Watson-Watt Errors Due to Receiver Noise 
 
The variance of the DF error as a function of the receiver noise is given by 
 

 2 2

1
WW

WW

1 1
( )

/
t

WS N
w

φ φσ = ε = =
  γ 
 

 

 
where 
 
W is the bandwidth at the receiver input 
w is the smallest bandwidth of the total system 

WWγ is the SNR 

 
 In most cases of interest to us, W = w so the variance is given by 
 

 2

WW

1
φσ =

γ
 (20.33) 
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20.5.6 Amplitude Matching with Adcock DF 
 
From (20.3), amplitude mismatch errors with the Adcock DF can be determined 
from 
 

 1 1

2

sin( sin )ˆ tan
sin( cos )

A

A
− κ φ

φ =
κ φ

 

 ( )1ˆ tan tan−ε = φ−φ ≈ ρ φ −φ  (20.34) 

 

Equation (20.34) is plotted in Figure 20.30 for 1 2/ 2.A Aρ = =  We can see that 

even for a 3dB difference in amplitudes, the error caused by amplitude imbalance 
can be quite significant, approaching 10o as the azimuth is traversed. 
 
20.5.7 Phase Errors with the Adcock DF 
 
To evaluate the effects of receiver phase tracking we must insert the time 
dependency into (20.20). The result is 
 

 EW EW EW

NS NS NS

sin cos( ) cos( )
tan

cos cos( ) cos( )

V k kt t

V k t k tϕ ϕ

φ ω ω= = φ
φ ω + δ ω + δ

 (20.35) 

 
where we have assigned all of the phase imbalance to the N-S channel. The value 
of this phase imbalance is denoted by .ϕδ  

 The error in the bearing estimation is given by 

 

Figure 20.30 DF error caused by amplitude error 2 3dB.ρ = ≈  
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 ˆε = φ − φ  

 

with φ given by (20.21), where kEW = kNS, and φ̂ given by 

 

 
NS EW

1 NS EW

EW NS

cos( )ˆ tan
cos( )

k k

tk V

k V t
ϕ−

=

ω + δ 
φ =  ω 

 (20.36) 

 
Thus 
 

 1 1EW EW

NS NS

cos( )
tan tan

cos( )

tV V

V t V
ϕ− −ω + δ   

ε = −   ω   
 (20.37) 

 
 We can see immediately that the term containing the time dependence (and 
thus the phase imbalance) can produce large bearing errors at phase angles 
approaching / 2, 3 / 2t n mω = π π  (when 0)ϕδ ≠  irrespective of the value of ϕδ or 

.φ  Some representative characteristics are illustrated in Figure 20.31 for o45 .φ =   

 
20.5.8 Adcock/Watson-Watt Modulation-Induced Errors 
 
FM-induced errors do not occur in the multichannel Adcock DF since the 
amplitudes of the signals are used to derive the DF information. 

 
 

Figure 20.31 Phase imbalance bearing error; 
o

45 .φ =  
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 As indicated in (20.1), we model the AM as multiplicative factors for the 
antenna signals. Thus 
 

 
'
EW EW

'
NS NS

( )

( )

k m t k

k m t k

=

=
 

 
where m(t) represents the amplitude modulation signal. Thus, when the ratio 
indicated in (20.20) is calculated, the effects of the modulation are cancelled. 
Channel amplitude imbalance impacts are as indicated previously. 
 
20.5.9 Interaction of the Adcock Antenna Elements 
 
Coupling is basically compensated due to the geometrical symmetry. There is, 
however, no absolute symmetry of the electromagnetic field—for example, a thick 
mast in the center. In this case of radiation couping, the differential voltages of a 
four-mast Adcock system can be expressed as 
 

 EW NS

2 2
sin( sin ) sin( cos )

1 1

j A j A
V V

k k
= κ α = κ α

+ +
 

 
Once the ratio of these two quantities is taken, the denominator with the coupling 
factor k has no influence on the bearing. 
 
20.5.10 Geometrical Errors of the Adcock Antenna 
 
If the phase centers of the single antennas of a four-element Adcock are not in the 
correct position, the voltages are given by 
 
 [ ]EW EW EW( ) sin cos( ) cosV t A r t= β α − α ω  (20.38) 

              [ ]NS NS NS( ) sin cos( ) cos[ ( )]V t A r t= β α − α ω + φ α  (20.39) 

 
where 
 

          MNS MEW( ) ( )r rφ α = −β −
    

 wave

2
e

πβ =
λ

 
 

 
The bearing error Δα depends, apart from the geometrical dimensions, also on the 
procedure of evaluation. Figure 20.32 shows the DF error of a non-rectangular 
antenna system. 
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20.6 PseudoDoppler Systems 
 
An antenna, when rotating in a circle at a constant angular frequency ωr, 
modulates the phase and the frequency of the received signal. Once the signal has 
passed through the receiver and the demodulator, the DF value can be determined 
by comparison with a reference signal. In practice, the rotating antenna is realized 
by sequential switching of fixed antenna elements, which are spaced at equal 
intervals around the circle.  

A pseudoDoppler antenna configuration with four antennas is diagrammed in 
Figure 20.33. The equivalent of a rotating commutator (could be mechanical for 
slower applications but is typically electronic) sequentially selects an antenna for 
sampling the incoming target signal that arrives at the antenna at an azimuth angle 
given by φ and an elevation angle denoted by θ. The commutator is rotating at an 
angular velocity ωr, producing a tangential velocity of vT at a distance R from the 
center of the array. 
 The RF signals from the antennas are converted to IF by a single-channel 
receiver. The IF signal is demodulated by an FM discriminator forming a phase 
detector. The signal from the discriminator takes the form shown in Figure 20.34 
as the commutator is rotated between the antennas. The signal forms a series of 
impulses the strength of which are a function of the phase shift between the two 
adjacent antennas. 

In the absence of noise, the time signal from the discriminator can be 
represented as [12] 

  
 

Figure 20.32 Incorrect geometrical configuration and the resulting error. MNS MES 0,r r= =
 

NS EW ,r r= NS
o

85 ,α = EW
o

5 .α =  
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Figure 20.33 PseudoDoppler antenna. 

  
 
Figure 20.34 PseudoDoppler antenna response. 
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 T 0
o 0( ) sin[ ( )]sin

v f
s t f t

c
= + φ − φ θ  (20.40) 

 
The second term on the rhs of (20.40) represents the Doppler shift caused by the 
commutation between the antenna elements.  

When noise is included, the output of the discriminator is given by 

o( ) ( ) ( ),r t s t n t= + where n(t) represents zero mean AWGN. The estimate of the 

azimuth is given by value of ( )tφ for which r(t) = f0, where f0 is known. Since   

so(t) = f0 when ( )tφ = φ  and ( ) ,tφ = φ + π  there is an ambiguity in the result. The 

ambiguity can be resolved by observing where the maximums and minimums of 
r(t) occur. An estimate of θ is obtained by the peak-to-peak variation of r(t). 

The filtering of the discriminator output can be very narrow, corresponding to 
the frequency of commutation, usually a low rate. That makes the selectivity quite 
high, minimizing the effects of noise. The antenna sampling process, however, 
causes audible tones at the output that must somehow be filtered. We discuss these 
tones next. 
 
20.6.1 Output Harmonics 
 
Another representation of the signals at the antennas is given by [13] 
 
 A o 0( ) sin[ cos sin ]e t V t R= ω + β φ θ  (20.41) 

 
when 0 0( ) sine t V t= ω is the target signal at the center of the array. 

 Since the antenna is rotated at ωr, we have rtφ = ω and 

 
 A 0 0 r( ) sin[ cos sin ]e t V t R t= ω + β ω θ  (20.42) 

 
Ignoring the effects of the elevation angle, the output of a phase detector with 
(20.42) as its input is given by 
 
 P r( ) sin( cos )v t R t= β ω  (20.43) 

 
Equation (20.43) can be represented as a Bessel function series with odd 
harmonics: 
 

P 1 r 3 r 2 1 r( ) 2[ ( )sin ( )sin 3 ( )sin(2 1) ]nv t J R t J R t J R n t+= β ω + β ω + + β + ω +  (20.44) 
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We can see from (20.44) that the output is a collection of audio tones with 
frequencies at odd multiples of the commutation frequency. These tones will 
typically be heard by an operator listening to the output or be available for further 
processing by automated methods, where they are a nuisance (additional noise). In 
EW applications where the signal internals are important, a separate receiver 
outside of the commutation process (perhaps using only one of the antennas in a 
static mode) may be required. 
 
20.6.2 Other Receiver Implications 
 
Periodically sampled antennas provide an output with numerous AM sidebands 
around the received signal. Also, the FM created by periodic frequency shift of 
pseudoDoppler creates sidebands. These AM and FM sidebands are enough of a 
problem on their own, but they also interact since they are generated by the same 
phenomenon. Such sidebands and their interactions can cause the DOA to possess 
significant error when their amplitude is large. Filtering at appropriate points in the 
process can be used to minimize the sidebands. 
 The DOA computed with pseudoDoppler is sensitive to elevation angle. 
Accuracy decreases as elevation angle (measured from zenith) decreases because 
the instantaneous frequency shift decreases.  

Since a single channel receiver is used in this implementation of a 
pseudoDoppler system, there are no channel matching requirements that must be 
met by the receiver. 
 AM modulation effects can be minimized by employing a limiter with the 
discriminator. Limiters affect the signal amplitudes only, leaving any frequency or 
phase modulation intact. It is the latter that is exploited with pseudoDoppler 
systems. 
 The targets for pseudoDoppler systems must be narrowband. Wideband 
signals propagating across the aperture of a Doppler array do not exhibit enough of 
a phase deviation at separate antennas, and the idea of measuring distinct phase 
shifts becomes difficult. 
 Measuring the phase in a single cycle (0, 2π) of an RF signal is a very precise 
requirement. Antenna spacing and placement accuracy are critical for acceptable 
performance. 
 
20.6.3 Polarization-Induced Errors 
 
In the case of Doppler DF, from Figure 20.21 we can see that the maximum phase 
error is at positions 3 and 4 
 

 1 H

V eff

tan
E h

E h
−

ϕε =  
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Then the maximum bearing error is obtained as 
 

 
max 1 H H

max
V eff V eff

1 1
tan

E h E h

E h E h
ϕ −

φ

ε
ε = = ≈

κ κ κ
 (20.45) 

 
20.6.4 Doppler Coherent Wave Interference 
 
For the Doppler DF the error as a function of the radius R can be expressed as 
 

 
0

1

2 cos cos
2 2 sin 1

2
J R

Rφ

δρ θ δ ε ≈ β ρ << β  
 (20.46) 

 
By dividing (20.31) by (20.46) the improvement is obtained as a function of the 
azimuth difference 
 

 
1

1

sin
2

(2 )
2 sin

2

R

J
J R

δβ ξ=
δ ξ β 

 

 

 
where sin( / 2).Rξ = β δ  For small diameters D << λ the error of the Doppler DF 

expressed as (20.46) approximates the error of small aperture systems given by 
(20.31) because 1( ) / 2J x x≈ for x << 1. The improvement factor then becomes 

equal to unity. 
 
20.6.5 Doppler Incoherent Interference 
 
In the Doppler DF, the multiwave incidence causes errors, which are, however, 
significantly diminished both by the wide aperture effect and by averaging. If the 
level difference is at least 6 dB, the azimuth of the stronger wave is indicated with 
an error of less than 1o. 
 
20.6.6 Doppler Errors Due to Receiver Noise 
 
The errors caused by receiver (input reflected thermal) noise are given by 
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2

AF

Dop

1 1
( )

2 /
t

S N D W

w

φε = =
 π γ λ  

 

 
where 
 

AF( / )S N is the SNR after the frequency demodulator 

W is the bandwidth at the receiver input 
w is the smallest bandwidth of the total system 
γ is the RF SNR 

 
20.6.7 Tracking and Matching for Doppler Direction Finding 
 
Since the Doppler DF configuration we are considering is a single channel 
configuration (multiple channel topologies are also possible), there is only one 
channel to consider. By definition, channel tracking and matching errors do not 
occur in a single channel. 
 Variations with time, temperature, and other environmental conditions do, 
however, cause errors. These should be minimized, and perhaps the best way to do 
that is to maximize the amount of digital signal processing. 
 
20.6.8 DF Errors Caused by the Group Delay of the Doppler DF Receiver 
 
Amplitude or phase errors do not occur in the Doppler DF since it is a single-
channel DF principle.  However, the variation of the receiver group delay time 
diminishes the accuracy of the measurement by shifting the phase of the AF 
signal: 
 
 r grφδ = ω τ  

 
Since this error depends on the sense of rotation, it can be eliminated by taking 
two measurements, where the antenna elements are scanned both clockwise and 
counterclockwise: 
 

 
CW r gr

CCW r gr

ˆ

ˆ

φ = ω τ + φ

φ = ω τ − φ
 

 
so that 
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 CW CCW

1ˆ ˆ ˆ( )
2

φ = φ − φ  

 
20.6.9 Doppler DF Errors Caused by Modulation 
 
Modulation errors occur in the Doppler DF with only one receiver. Without 
modulation, the signal from the discriminator can be expressed as 
 
 0 r( ) cos[ cos( )]e t A t t= ω + ϕ + κ ω − α  (20.47) 

 
where α is the angle the incoming wave makes with the x-axis, and ϕ is an 
arbitrary phase offset. With FM, from (20.47) we have 
 

 0 r( ) cos[ ( ) cos( )]e t A t m t dt t= ω + ϕ + ζ + κ ω − α  (20.48) 

 
where m(t) denotes the modulating signal. The phase-demodulated signal is then 
obtained from (20.48) by differentiation of the argument in brackets and filtering 
to eliminate ω0 and the DC term, yielding 
 
 o r r( ) ( ) sin( )t m t tς = ζ − κω ω − α  (20.49) 

  
We can see that the FM directly changes the phase. With random modulation, the 
instantaneous phase is also random. 

An estimate of α is provided by the first coefficient, c1, of the Fourier 
transform of (20.49) 
 

 1ˆ arg( )
2

c
πα = −  (20.50) 

 
The effects of these errors can be mitigated by 

 
• Statistic disturbance is averaged; averaging the IF signal gives more 

sensitivity than averaging of the AF signals. 
• Amplitude modulation is suppressed by a signal limiter. 
• By using a two-channel receiver system, a special compensation 

technique can be applied to eliminate DF errors caused by frequency and 
phase modulation. 
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20.6.10 Interaction of the Doppler Antenna Elements 
 
The Doppler DF as a sequential procedure does not form differential voltages as 
does the Adcock [see (20.2)]; this principally leads to interaction errors. If only 
considering two antennas, the current induced into antenna 2 due to a current in 
antenna 1 is given by the ratio 
 

 2 21

1 2 22

I Z

I Z Z
= −

+
 

 
where 
 

21Z is the mutual impedance 

22Z is the self-impedance 

2Z   is the terminating impedance 

1/2I is the current at the terminal of antenna 1/2 

D is the distance between the two dipoles 
l is the dipole length 
R is the radius of the antenna 
 

  
 

Figure 20.35 Mutual impedance 21Z and self-impedance 22Z of two parallel dipoles as a function of

/ ,D λ / 4.l = λ Parameter 2 21ln( ) 10, 20, ./Z Z R = ∞  



Electronic Warfare Receivers and Receiving Systems 774 

Example 20.1: Figure 20.35 illustrates an example where 
 
 2/ 0.5, / 0.25, 50D l Zλ = λ = = Ω  

 
so that 
 

 o2

1

0.2 55
I

I
≈ ∠  

 
We see that the mutual impedances vary considerably with D/λ 
whereas the self-impedances are relatively constant. X21 starts 
out at small baselines as inductive, changing to capacitive at 
about / ~ 0.1.D λ  It changes back to inductive at about

/ ~ 0.65.D λ  The mutual resistance is negative over a region as 
well. 
 

When using active antennas with a high-input impedance of the antenna 
amplifier, the coupling error is considerably reduced, since the current at the 
antenna terminals vanishes. As the maximum of the current on the rod then is 
shifted to the center of the upper and lower halves of the dipole, there will still be 
some interaction. Such an arrangement is illustrated in Figure 20.36. 

 
20.6.11 Geometrical Errors of the Doppler Antenna 
 
For a constant phase error kξ of the kth antenna element we have 

  
 
Figure 20.36 Active dipole antenna. 
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 (20.51) 

 
If the antenna element 0 alone is misplaced ( 0 for 0),k kξ = ≠ then (20.51) can be 

reduced to 
 

 
0

1

0

2
sin

tan
2

1 cos

N

N

−
ξ α

κΔα = −
+ ξ α

κ

 (20.52) 

 

0ξ depends on the azimuth for incorrect positioning of the antenna element: 

 
 0 0 0cos( )rξ = β α − θ  

 
Figure 20.37 illustrates an incorrect configuration of element 0 and the 
corresponding DF error.  
 
 

20.7 Phase Interferometers 
 
Phase interferometers compare the phase of the target signal at two ends of a 
baseline formed by two antennas. A simplified flow diagram for the phase 
interferometer is shown in Figure 20.38. The phase difference is a measure of the 
angle of arrival. A typical phase detector is shown in Figure 20.39, where a ring  
modulator is used. Its response to the phase difference, denoted with ,Δϕ  between  

the two RF inputs v1(t) and v2(t), as manifest in the phase of the output, is shown in 
Figure 20.40. 

  
 

Figure 20.37 Incorrect configuration of the antenna element 0 and the resulting DF error o
0( ).5Δα =   
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Figure 20.39 Ring mixer as phase detector.  

 

  
 
Figure 20.38 Interferometer. 
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Multipliers are also frequently used as phase detectors as illustrated in Figure 
20.41. The concept in this case relies on the trigonometric relationship  

 
 ( ) 2sin( )sin[ ( )] cos[ ( )] cos[ ( )]f t t t t t t t= ω ω + Γ φ = ω − ω − Γ φ − ω + ω + Γ φ  

 cos ( ) cos[2 ( )]t= Γ φ − ω + Γ φ  (20.53) 

 
where ( )Γ φ  represents the impact of the azimuth angle on the phase of the IF 

signal. When (20.53) is lowpass filtered we get 
 

 ( ) cos ( )g t = Γ φ  (20.54) 

 
Equation (20.54) applies to both Figures 20.38 and 20.41 as does the phase 
detector response characteristic shown in Figure 20.40. We thus have a way to 
estimate the azimuth AOA based on the difference in phase between the two 
signals from the antennas at the ends of the baseline, denoted by ϕ. 
  

  
 
Figure 20.41 Interferometer with a mixer as the phase detector. 

  
 
Figure 20.40 Phase detector response.  
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Assume that the mean of ϕ is zero so that we have [14] 
 

 ϕ φ
∂ϕσ = σ
∂φ

 (20.55) 

 
The partial derivative in this expression can be calculated from (20.12) as 
 

 cosD
∂ϕ = β φ
∂φ

 (20.56) 

 
which yields the expression for the standard deviation of the azimuth calculation 
as 
 
 cosDϕ φσ = β ϕσ  (20.57) 

 
Thus, the standard deviation of the azimuth measurement is maximum when φ = 0, 
or off the ends of the baseline. It is minimum for φ = π/2, or orthogonal to the 
baseline. 
 The Cramer-Rao lower bound establishes the theoretical limits on how 
accurately parameters associated with signals can be measured when noise is 
present and taken into consideration. It is a measure of parameter estimation 
accuracy in the presence of white noise. White noise is an approximation to the 
input-reflected thermal noise in receivers and is usually a fairly good 
approximation. For example, the hissing noise that we hear sometimes from a 
radio when it is not tuned to a station, especially when the volume is turned up, is 
very close to white noise. The term white comes from the fact that white light 
contains all of the colors—white noise contains energy from all of the frequencies. 
For an interferometric line of position system, the Cramer-Rao bound σ can be 
calculated to be 
 

 

1

2

0

E

N

−
 

σ =  
 

 (20.58) 

 
where E is the signal energies at the two antennas (watt-seconds), assumed to be 
the same, and N0 is the noise spectral density at the two antennas (watts per hertz), 
also assumed to be the same and independent of each other. We also assume for 
this equation to apply is that the angle of arrival, φ, does not vary over the 
measurement interval. 
 Recall that E = S (W) T (seconds), and that N (W) = N0 (W/Hz) W (Hz), where 
N is the noise power and W is the noise bandwidth, the latter assumed for 
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convenience here to be the IF bandwidth. After some trivial algebra, (20.58) can 
be put into a more usable form as 
 

 ( ) 12 2( ) radTW
−σ φ = γ  (20.59) 

 
with γ being the SNR. Therefore, the variance is reduced (accuracy improved) by 
increasing the SNR, the integration time, or the measurement bandwidth or by 
some combination. Note, however, that increasing the bandwidth beyond the 
bandwidth of the SOI will decrease the SNR. 
  
20.7.1 Four-Element Interferometer 
 
The geometric relationships in this antenna system are shown in Figure 20.42. As 
above, R is the radius of the array, while the azimuth AOA of the signal s(t) is 
given as φ, and the arrival angle of the signal in the vertical dimension (zenith) is θ 
relative to the plane of the array. The frequency of the signal is given as f = c/λ, 
the number of antenna elements N = 4, and c is the speed of light. It is assumed 
that R < λ/4 so that phase ambiguities do not arise. Derivation of the expressions 
for determining φ and θ are provided in [15]. 

As indicated, the normal method of implementing phase interferometers is to 
measure the phase difference (or equivalently the TOA difference) between two 
signals impinging on two antennas forming a baseline. Typically the components, 
including receivers, measuring this phase difference are swapped in the process of 
determining the phase parameter [16] (Figure 20.43). This swapping, in principle, 
removes any phase errors caused in the receiver chains. The remaining source of 
error in the phase determining process is due to noise within the receiving chain. 
This noise is caused from thermal noise sources internal to the components 
themselves, since external noise (such as atmospheric, man-made, and so forth) 
are also removed by the antenna swapping. 

Assuming no bias in the measurments (zero mean), the variance of the 
azimuth phase measurements is given by 

 

 2 2 2ˆ{ }φσ = φ −φ  

 
The estimated RMS bearing error in this case can be expressed as [17] 
 

 
cos sinD

φε
ε =

β φ θ
 (20.60) 

 
where 
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Figure 20.42 Mast-mounted four-element Adcock array. 
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is the baseline lengthD  

is the wavelengthλ  

is the estimated RMS phase errorφε  

is the azimuth angle of arrivalφ  

is the elevation angle of arrival (from zenith)θ  

 
The phase error is a function of the SNR. Shown in Figure 20.44 is a diagram with 
a signal E, displayed as a phasor, at a phase angle δ, where δ is perturbed by noise, 
nt, to produce a phase error δε. The AWGN, nt, has quadrature components, ni and 
nq, the former of which is in phase with E while the latter is in phase quadrature to 
signal vector E. As we see, the quadrature component, nq, contributes to the phase 
error δε, while the in-phase component, ni, does not. The total noise power is 
 
 2 2 2

t i qn n n= +  (20.61) 

 
and we assume that ni = nq. Thus we have 
 
 2 2

t q2n n=  (20.62) 

 
For a high SNR, 
 

 qtan
n

Eε εδ ≈ δ =  (20.63) 

  

Denoting the total signal power by S, we have ,E S= and from (20.63) and 

(20.62)  
 

  
 
Figure 20.43 Interferometer with antenna swapping (reversing).  
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2
t 1

2

n

S
φε =  

 
1

radians
2

=
γ

 (20.64) 

 
where γ is the SNR, because 2

t ,n N= where N is the total noise power, and φε is 

the phase error for one measurement. As mentioned, in phase interferometry, due 
to swapping of the channels, at least two independent phase measurements are 
made so that 
 

 
1

φε =
γ

 (20.65) 

 
for these two measurements assuming equal SNR values. With the reference phase 
at the center point of the baseline, the estimated azimuth angle error from (20.60) 
and (20.65) is 
 

 
1

radians
cos sinD

ε =
β φ θ γ

 (20.66) 

 
Equation (20.66) is plotted in Figure 20.45 for several values of the parameters.  

We should remember that these results are for a single sample of the DF 
baseline (two actually once swapped). Other factors that impact DF accuracy 
include 

 

  
 
Figure 20.44 Signal phasor with noise corruption. 
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• In general, the accuracy of an estimator in AWGN improves as the 

number of samples increases, typically as 1 / ,M where M is the number 
of samples.  

• The data in Figure 20.45 only applies when / 1 / 2.D λ ≤ This is to ensure 
there is no ambiguity in the measurement. When physical space allows, 
much longer baselines are possible, which can substantially improve the 
accuracy, as long as there is a baseline available with / 1 / 2D λ ≤  for 
ambiguity resolution. 

 
20.7.2 Modulation-Induced Errors 
 
We can see from (20.53) that FM or PM on the target signal will cause 
perturbations in the instantaneous phase of the antenna signals and therefore the 
receiver IF signals from which the AOA is estimated. The effect will be the same 
as that indicated previously for pseudoDoppler DF. The phase offsets caused by 
the modulation will directly offset the measured bearing. For random modulations, 
which comprise the majority of target signals, averaging the measurements will 
decrease the impact of this error source. 
 AM, on the other hand, will have little effect on the AOA calculation since the 
phases of the signals are used for the estimate; amplitudes are not used.  Any AM 
effects can be removed with a limiter. 
 
20.7.3 Tracking Imbalance-Induced Errors 
 
Since phase interferometry relies on phase accuracy for DF performance, 
amplitude imbalances have little effect. This can be seen from Figure 20.39 for the 

  
 

Figure 20.45 Phase comparison bearing error. 
o

90θ = (on the horizon) and 
o

0φ = (baseline

boresight). 
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ring mixer. As long as the input waveforms have adequate levels to turn the diodes 
on and off properly, the mixer works as expected. 
 On the other hand, phase imbalanced between the two channels will cause 
perturbations in the phase measurements and lead directly to AOA estimation 
errors, as can be expected from (20.53). In order to mitigate these effects, it is 
common practice to toggle the antennas and receivers, yielding half the 
measurements with one antenna/receiver arrangement and half from the other. See 
Figure 20.43. The phase tracking imbalance can be removed by differencing the 
average of the results. 
 
20.7.4 Polarization-Induced Errors 
 
The phenomenon that produces polarization-induced errors in Adcock and 
pseudoDoppler DF systems is not dominant in phase interferometers. The effects 
of the cable currents are certainly present, and the secondary fields are created. 
However, they do not impact the phase of the target signals, only their amplitudes. 
Therefore there is little impact of the AOA estimates. 
 Reduction in vertical signal levels due to polarization mismatch between the 
target signal and the antenna is also present, effectively lowering the SNR in the 
equations above. 
 
20.7.5 Antenna Interaction-Induced Errors 
 
Errors caused by the interaction of the antenna elements of an Adcock array for 
phase interferometry are constant. Such errors can be removed by calibration of 
the array, which is normal practice. 
 
20.7.6 Geometrical Misplacement-Induced Errors 
 
Geometry-induced errors are also constant and a function of the array 
configuration. They also can be removed by array calibration. One possible cause 
of variations in such errors is maintenance activities, such as the requirement to 
replace an antenna element. If the new element is not placed precisely where the 
old one was, errors occur in phase estimation. 
 
20.7.7 Coherent Interference 
 
As illustrated in Figure 20.22, coherent interference causes curvature of the 
wavefronts arriving at the receiver array. As the phase interferometer is sensitive 
to the difference in phase arrivals at the antennas, such curvature will cause 
bearing errors to be included in the AOA estimates. These errors are hard to 
predict and detect since they are inherent to the arriving signals. For a given 
frequency and geometrical configuration (principally by the reflecting sources) the 
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errors will be relatively constant and therefore unchanging. If the reflecting 
sources are moving (such as a passing vehicle or a street sign waving in the wind), 
this movement will be included in the phase characteristics of the signals and 
result in variations in the phase estimates. These changes may be detectable, and 
the resulting phase estimates removed from consideration in estimating the DOA. 
 
20.7.8 Incoherent Interference 
 
For phase interferometry, a technique sensitive to target signal phase, cochannel 
interference causes significant system degradation. Often the best that can be 
expected is to detect when cochannel interference is occurring and rejecting the 
collected data during that interval. (One technique for the detection of such 
cochannel interference is if the estimated bearings are varying wildly from one 
measurement to the next.) 

 
 

20.8 Dual Channel Compressive Receivers for DF 
 
The narrowband superheterodyne receivers discussed in the previous sections have 
limited applicability when the targets are modern wideband communication 
systems employing FHSS access methods. We have already discussed in Chapter 
15 the applicability of scanning a superheterodyne receiver across the spectrum for 
the detection of FHSS signals. The same approach and limitations apply for DF as 
they do for detection for the scanning approach. In this section we review the 
application of wideband compressive receivers for this task [6]. 

Dual channel compressive receivers are shown in Figure 20.46. The phase 
difference of the signals in the two channels can be determined with a phase 
processor, notionally shown in Figure 20.46. This phase difference is a measure of 
the phase angle difference of the signals arriving at the input to the compressive 
receiver channels and is a measure of the angle of arrival of the signal at the two  
receiver antennas. For real-time direction finding, four such channels may be 
necessary. If close to real-time processing is adequate, then the inputs can be 
switched between two orthogonally arrayed antenna baselines, made up of four 
antennas. Alternately, only two receiver channels are required for real-time DF 
when a Butler matrix is used ahead of the receivers. 
 
20.8.1 Phase Processor 
 
The output of both channels is processed in a phase processor to determine the 
phase differential between channels. Selection of the phase processor architecture 
is driven by the wideband nature of both the RF and video characteristics of the 
signal. Further, the chosen phase processor implementation has a very low 
amplitude-to-phase coupling. As an example, a 1.6dB amplitude imbalance 
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produces only a 1.2o phase measurement error. Figure 20.47 consists of two in-
phase power dividers, a quadrature hybrid, a 180o hybrid, and four logarithmic 
detectors. 
 The magnitude of the signal V5, which is a sum of two vectors V1 and V2, is 
given by 
 

 
2 2

5 1 2 1 22 sin( )V V V V V= + − Δϕ  (20.67) 

 
 where Δϕ is the phase angle between U1 and U2. Similarly 
 

 
2 2

6 1 2 1 22 sin( )V V V V V= + + Δϕ  (20.68) 

 
2 2

7 1 2 1 22 cos( )V V V V V= + − Δϕ  (20.69) 

 
2 2

8 1 2 1 22 cos( )V V V V V= + + Δϕ  (20.70) 

 
For each frequency present at the input to the receiver, four detected signals 

are sampled and processed in the computer to determine the phase angle. It can be 
shown that, compared to other types of envelope detectors, the log-detector-based 

 
Figure 20.47 Phase processor. 

 
 
Figure 20.46 Dual channel CxRx. 
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processor is the least sensitive to channel imbalance for angles near 45o. This is 
commonly referred to as AM-to-PM conversion and is undesirable. As an 
example, for Δϕ = 45o and an amplitude imbalance of 1.6 dB, the log amp-based 
system produces a phase error of 1.2o. If a square law detector is used, the error is  
12.6o and, for a linear detector, 4.6o. Clearly the log detector is more desirable. 
 
20.8.2 Phase Measurements 

 
For some applications, the Fourier transform is not required. If low sidelobes are 
not required but the phase difference between two parallel channels must be 
determined, then at the final mixer output of the dual channel system shown in 
Figure 20.46, the phase difference is 
 
 A C B C( )Δϕ = ϕ − ϕ − ϕ − ϕ  

 A B= ϕ − ϕ  

 
so the final chirp multiplication is not required. 
 
20.8.3 Butler Matrix 
 
While the basic functioning of a dual channel compressive receiver for direction 
finding was presented in the last section, it only produced two channels of 
information at a time for this purpose. This is enough for a single DF baseline but 
some form of multiplexing is required if multiple (say 2) baselines are being 
considered. Two baselines provide enough information for instantaneous 360o 
coverage. 

A Butler matrix configuration that works with a circular Adcock antenna 
array is shown in Figure 20.48 [18]. This is a phase comparison architecture. The 
output port labeled n = 0 is the reference signal. The signals from all four antennas 
arrive at output port 0 with the same phase. The north antenna output passes  
through the two bottom 180o hybrids with no phase shift to port zero. The east 
antenna output passes through the +90o phase shifter, is shifted –90o through the  
90o hybrid, and passes through the bottom right hybrid with no phase shift for a 
net total of 0o. The south antenna’s signal passes through both the bottom two 
hybrids with no phase shift. The west antenna’s signal reaches output port 0, 
bypassing through both the 90o hybrid and the bottom right hybrid with no phase 
shift. 

Next consider the phase at the n = 1 output port. The signal from the north 
antenna reaches this port with no phase shift, passing directly through the bottom 
left hybrid and upper right hybrid. The signal from the east antenna reaches the     
n = 1 port by passing through the +90o phase shift and then directly through the  
upper two hybrids for a net +90o phase shift. The south antenna’s signal reaches 
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the n = 1 port via 180o phase shift in the bottom left hybrid and then directly 
through the upper right hybrid for a net 180o phase shift. The west antenna’s signal 
reaches the n = 1 port with –90o (270o) phase shift through the 90o hybrid and 
direct connection through the upper right hybrid for a total of 270o. The results are 
tabulated in Table 20.1.  

 With the configuration shown in Figure 20.48, instantaneous DOAs are 
available on every signal in the CxRx passband. This information, among other 
uses, can be used for sorting hop pulses based on those DOAs. The presumption is 
that the target cannot move fast enough from one hop to the next to significantly 
change the DOA at the receiving system. 
 
20.8.4 Receiver Implications 
 
It is not necessary to maintain absolute amplitude or phase to ensure accurate DF, 
but the relative values between channels must be stable. This implies that the 
variation with time and temperature must be minimized or at least that they track 
each other between channels. That means that the DDLs and mixers should be 
mounted on the same heat sink so that heat dissipation can track. 
 
 

Table 20.1 Phase Shifts through a Butler Matrix 
 

Antenna 
Spatial 

Angle (o) 
Electrical Phase Shift at Port 

n = 0 n = 1 n = 2 n = –1 
N 0 0o 0o 0o 0o 
E 90 0o 90o 180o 270o 
S 180 0o 180o 0o 180o 
W 270 0o 270o 180o 90o 

    Source: [18]. 

 
 
Figure 20.48 Butler matrix. (Source: [18], ©Artech House, 2012. Reprinted with permission.) 
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20.9 Concluding Remarks 
 
We discussed the major techniques for determining a DOA in this chapter: (1) the 
Adcock array with Watson-Watt processing, which is an amplitude comparison 
method; (2) the pseudoDoppler method, which measures frequency changes as an 
antenna rotates in a circle; and (3) interferometry where the phase or time 
difference at two physically separated antennas is measured. The basic operating 
principles were presented for these three techniques. In particular, the implications 
on the characteristics of receivers that are used for this function were considered. 
 In the second part of the chapter we discussed the error sources in these three 
methods and included the requirements on the receivers employed. Phase and gain 
tracking as well as thermal noise are the principal requirements for the receivers. 
We saw that some of the error sources produce considerable errors in the DOA 
computation. 
 We also considered the use of a compressive receiver for rapid DOA 
determination across a wide bandwidth. The relative amplitude and phase in the 
two CxRx channels must remain constant for accurate DF with a twin channel 
receiver. 
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Appendix 20.A RMS and RSS in Error Analysis 
 
Some people get confused whether to use root-mean-squared (RMS) or root sum 
square (RSS) values in error analysis. We explain their relationship to one  
another here. These two are closely related and are used to estimate the variation 
of some quantity about some typical behavior.  However, they are used to answer 
different questions and are not alternatives to each other.  
 The sample standard deviation in statistics is an RSS 
 

 2 2 2
1 2

1
[( ) ( ) ( ) ]Nx x x

N
σ = − μ + − μ + + − μ  (20.A.1) 

 
where μ represents the sample mean value. We can see that we have obtained the 
sum of the squares, taken their mean (by dividing by N), and then taken the square 
root. This RMS represents a typical error of each of the N measurements; it gives 
an estimate of how far each measurement is from μ.  This is not so much an 
overall error as it is a typical error. In a sense it is a localized error, where the 
concept of an average value has meaning (such as the addition of thermal noise to 
a measurement). 
 The RSS is closely related, differing only in that there is no division by N.  
This type of combination is used when we are combining sources of errors to 
come up with some sort of indication of overall error, not to determine a typical 
error for a sample, as we did above.   
 For example, suppose you are trying to pinpoint your latitude/longitude 
coordinates.  Let’s suppose that your uncertainty in the east-west measurement is 1 
km, and the uncertainty in the north-south measurement is only 0.4 km, maybe 
because you have a very good sighting of the North Star.  Notice that instead of 
having a circle of uncertainty around the location, you have an ellipse.  How could 
you estimate the typical distance error in this case?  It is 
 

2 2(1km) (0.4 km) 1.08 km+ =  

 
Notice that the total error is always larger than any of the individual errors, and it 
is dominated by the largest error source (in this example, the east-west error).  If 
the two error sources were equal, then this calculation would have become 

2 1 km 1.41 km.× =  

 Finally, notice that this RSS, or addition in quadrature, requires that the error 
sources be uncorrelated.  If they are correlated, then we should take this into 
account.  For example, suppose that our error sources are  
 
  east-west:        1.0 km 
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  north-south:     0.4 km 
  NE-SW:           0.1 km, where the N/S component of this error is always in the 
        opposite direction as the 0.4 km error, and the E/W component of  
        this error is uncorrelated with the 1.0 km error 
 
In this case the calculation leads to 
 

2 2 2(1.0) [0.4 0.1sin( / 8)] [0.1cos( / 8)] 1.0353km+ − π + π =  

 
  By including the diagonal NE-SW error, our total error decreased!   This may 
seem surprising, but remember that a component of it is anti-correlated with one of 
our original error sources and partially cancelled it out.  Notice that in order to 
treat correlated errors we require information about their correlations or 
covariances.   
 Sometimes this is difficult information to obtain, and sometimes there’s good 
reason to expect that the error sources are uncorrelated, in which case the simple 
RSS or add-in-quadrature formula is used. 
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AC   alternating current 
ACT  acoustic charge transport 
ADC  analog to digital converter 
AFC  automatic frequency control 
AGC  automatic gain control 
AJ   anti-jamming 
ALR  average likelihood ratio 
AM  amplitude modulation 
AOA  angle of arrival 
APSK  amplitude phase shift key 
ASIC  application specific integrated circuit 
ASK  amplitude shift key 
AWG  additive white Gaussian 
AWGN  additive white Gaussian noise 
 
BB   baseband 
BER  bit error rate 
BJT  bipolar junction transistor 
BPAM  binary pulse amplitude modulation 
BPF  bandpass filter 
bps   bits per second 
BPSK  binary phase shift key 
BW  bandwidth 
BWER  bandwidth enhancement ratio 
 
C/I   carrier to interference 
C2   command and control 
CAE  computer-aided engineering 
CDMA  code division multiple access 
CE   common emitter 
CFIR  compensating finite impulse response 
CIC  cascaded integrated comb 
CM  collection management 
CMOS  complementary metal oxide semiconductor 
CNR  carrier to noise ratio 
COA  course of action 
cps   chips per second 
CRT  cathode ray tube 
CS   common source 

Acronyms
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CW  continuous wave 
CxRx  compressive receiver 
 
DAC  digital to analog converter 
dB   decibel 
DC   direct current 
DCO  digitally controlled oscillator 
DCR  direct conversion radio 
DDC  direct digital converter 
DDL  dispersive delay line 
DDR  digital drop receiver 
DDS  digital data synthesizer 
DF   direction finding 
DFT  discrete Fourier transform 
DMA  direct memory access 
DNL  differential non-linearity 
DOA  direction of arrival 
DPSK  differential phase shift key 
DSB  double sideband 
DSL  digital subscriber line 
DSP  digital signal processor 
DSSS  direct sequence spread spectrum 
 
EA   electronic attack 
ECCM  electronic counter-counter measures 
EDAC  error detection and correction 
EM  electromagnetic 
EMS  electromagnetic spectrum 
ENOB  effective number of bits 
EP   electronic protect 
ES   electronic support 
EW  electronic warfare 
 
FBC  filter bank combiner 
FCC  federal communications commission 
FDD  frequency division duplex 
FDM  frequency division multiplex 
FDMA  frequency division multiple access 
FEC  forward error correction 
FET  field effect transistor 
FFH  fast frequency hopping 
FFHSS  fast frequency hopping spread spectrum 
FFT  fast Fourier transform 
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FHSS  frequency hopping spread spectrum 
FIR  finite impulse response 
FM  frequency modulation 
FSK  frequency shift keying 
FT   Fourier transform 
 
GaAs  gallium arsenide 
GBW  gain bandwidth product 
GHz  gigahertz (109 hertz) 
GMSK  Gaussian filtered minimum shift keying 
GSM  global system for mobile communications 
 
HD3  third order harmonic distortion 
HF   high frequency 
HT   Hilbert transform 
Hz   hertz 
 
IC   integrated circuit 
ICI   inter-channel interference 
IDT  interdigital transducer 
IF   intermediate frequency 
IFFT  inverse fast Fourier transform 
IIP3  third order input intercept point 
IRR  image rejection ratio 
IIR   infinite impulse response 
IMD  intermodulation distortion 
IMD3  third-order intermodulation distortion 
INL  integral nonlinearity 
IO   information operations 
IP   intercept point 
ISI   inter-symbol interference 
IVGA  input variable gain amplifier 
IW   information warfare 
 
JFET  junction field effect transistor 
 
kHz  kilohertz (103 hertz) 
 
LAN  local area network 
LC   long convolver 
LF   loop filter 
LFSR  linear feedback shift register 
LM  long multiplier 



Electronic Warfare Receivers and Receiving Systems 796 

LMR  land mobile radio 
LNA  low noise amplifier 
LO   local oscillator 
LOG  logarithmic 
LP   lowpass 
LPD  low probability of detection 
LPE  low probability of exploitation 
LPF  lowpass filter 
LPI  low probability of intercept 
LPTV  linear periodically time variant 
lsb   least significant bit 
LSB  lower sideband 
LTE  long term evolution 
LTI  linear time invariant 
LTV  linear time variant 
LUT  look-up table 
 
MAC  multiplication and accumulation 
MDS  minimum detectable signal 
MEM  microelectromechanical 
MESFET metal-semiconductor field effect transistor 
MFSK  multiple frequency shift keying 
MHz  megahertz (106 hertz) 
MIMI  multiple-input multiple-output 
MOS  metal oxide semiconductor 
MOSFET metal oxide semiconductor field effect transistor 
msb  most significant bit 
MSK  minimum shift keying 
MT  multitone 
 
NAI  named area of interest 
NB   narrowband 
NCO  numerically controlled oscillator 
NF   noise figure 
NPO  negative-positive 0 ppm/°C 
NPR  noise power ratio 
 
OFDM  orthogonal frequency division multiplexing 
OIP3  third order output intercept point 
OOK  on-off keying 
OQPSK offset quadrature phase shift keying 
OVGA  output variable gain amplifier 
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PA   power amplifier 
PAM  pulse amplitude modulation 
PAN  personal area network 
PBD  partial-band detection 
PBN  partial band noise 
PD   phase detector 
pdf   probability density function 
PLC  power-line communications 
PLL  phase locked loop 
PM  phase modulation 
PMR  private mobile radio 
PN   pseudo-noise 
POI  probability of intercept 
PP   peak-to-peak 
ppm  parts per million 
PROM  programmable read-only memory 
psd   power spectral density 
PSK  phase shift key 
PSTN  public switched telephone network 
PWD  pulse width demodulator 
PWM  pulse width modulation 
 
QAM  quadrature amplitude multiplex 
QPSK  quadrature phase shift key 
 
R&S  reconnaissance and surveillance 
RAC  reflective array compressive 
RCU  receiver control unit 
RF   radio frequency 
RFC  radio frequency choke 
RFIC  radio frequency integrated circuit 
RMS  root mean square 
ROM  read-only memory 
rps   radians per second 
RSS  root-sum square 
RSSI  received signal strength indicator 
Rx   receiver 
 
SAR  synthetic aperture radar 
SAW  surface acoustic wave 
SC   suppressed carrier 
SDE  stochastic differential equation 
SDMA  spatial division multiple access 
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SDR  software defined radio 
SDU  spectral display unit 
SFDR  spur-free dynamic range 
SFHSS  slow frequency hopping spread spectrum 
SH   shear horizontal 
SHF  slow frequency hopping 
SHF  super high frequencies 
SI   statistically independent 
SINAD  signal to noise and distortion ratio 
SIR  specific information request 
SLO  swept local oscillator 
SNR  signal to noise ratio 
SOI  signal of interest 
SOR  specific operational requirements 
SoS  system on silicon 
sps   samples per second 
SS   spread spectrum 
sss   strict-sense stationary 
 
T/H  track and hold 
TAI  targeted areas of interest 
TCXO  temperature compensated crystal oscillator 
TDD  time division duplex 
TDM  time division multiplex 
TDMA  time division multiple access 
THSS  time hopping spread spectrum 
TLT  transmission line transformer 
TOA  time of arrival 
TRF  tuned radio frequency 
TWT  traveling wave tube 
 
UHF  ultra high frequency 
USB  upper sideband 
UWB  ultrawideband 
 
VCO  voltage controlled oscillator 
VGA  variable gain amplifier 
VHF  very high frequency 
VLSI  very large-scale integration 
VSWR  voltage standing wave ratio 
 
WB  wideband 
WLAN  wireless local area network 
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wss  wide-sense stationary 
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1 dB compression point 141 
3 dB bandwidth 149 
 
access methods 84 
active mixer 211 
Adcock array 735, 756 
all-pass filter 315 
AM double sideband 44 
AM lower sideband 44 
AM single sideband 44 
AM upper sideband 44 
amplitude modulation (AM) 42 
amplitude phase shift keying 62 
amplitude shift keying (ASK) 55 
analog modulation 42 
analog-to-digital converter (ADC) 14, 414 
analytic signal 31 
angle modulations 44 
angle of arrival (AOA) 747 
application specific integrated circuit (ASIC) 
595 
asset evaluation worksheet 20, 23 
autocorrelation function 69 
automatic gain control (AGC) 293 
average likelihood ratio (ALR) 674 
 
balanced amplifier 172 
balanced mixer 200 
bandpass filter 11, 310 
bandpass image reject filter 224 
bandpass sampling 453 
bandwidth 17 
bandwidth enhancement 153 
bandwidth enhancement ratio (BWER) 155 
Barkhausen criterion 240 
baud rate 18, 55 
Bessel functions 53 
binary PAM (BPAM) 637 
binary phase shift keying (BPSK) 55, 59 
binary weighted ladder 569 
bipolar junction transistor (BJT) 104 
bit error rate (BER) 17, 55, 104 
bit time 55 
bit-energy to-noise ratio (Eb/N0) 88 

BJT LNA 109 
branch-line coupler 176 
brick-wall filter 309 
Butler matrix 787 
Butterworth filter 322 
 
cascaded integrated comb (CIC) 595, 604 
central difference filter 503 
ceramic filter 356 
channel capacity 55 
channelized radiometer 679 
Chebyshev filter 323 
cochannel interference 750, 760, 784 
code division multiple access (CDMA) 19, 
85, 86 
coherent modulation 59 
collection management 20 
Colpitts oscillator 238 
combat information 2 
command and control (C2) 3 
common gate LNA 127 
compensating FIR 595 
complex conjugation 30 
complex envelope 74 
complex signals 28, 36 
complex translation 31 
compressive receiver 10, 11, 699 
continuous phase 59 
continuous phase FSK 81 
continuous wave 14 
conversion gain 218 
convolution 31 
correlation function 69 
Cramer-Rao lower bound (CRLB) 778 
cross-correlation function 73 
crystal filter 350 
crystal oscillator 240 
current-to-voltage converter 576 
 
data rate 55 
decimating lowpass filter 602 
decimation 518 
decimation factor 603 
delay operator 512 
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depletion region 255 
differential phase shift keying (DPSK) 59, 83 
digital modualation 54 
digital signal processor (DSP) 67 
digital subscriber line 64 
digital transform receiver 10, 14 
digital-to-analog converter (DAC) 67 
diode mixer 205 
direct conversion 67 
direct conversion receiver 373 
direct digital downconverter (DDC) 600 
direct digital synthesis (DDS) 615 
direct digital synthesizer (DDS) 225 
direct sequence spread spectrum (DSSS) 19, 
623, 647 
directed search 6 
direction finding (DF) 733 
direction of arrival (DOA) 733 
discontinuous phase FSK 82 
dispersive delay line (DDL) 11, 387 
distributed amplifier 183 
Doppler shift 744 
dual channel compressive receiver 785 
dynamic range 17 
 
effective number of bits (ENOB) 471 
electromagnetic spectrum 4 
electronic attack (EA) 1 
electronic protect (EP) 1 
electronic support (ES) 1 
electronic warfare (EW) 1 
electromagnetic (EM) 2 
elliptic filter 330 
envelope detector 297 
error detection and correction code (EDAC) 
628 
Euler’s formulas 28 
external noise sources 16 
 
fast Fourier transform (FFT) 14, 63 
fast frequency hopping (FFH) 19, 632 
feedback 167 
FET mixer 208 
filter bank combiner (FBC) 678 
finite impulse response (FIR) 505 
flash ADC 476 
forward error correction (FEC) 66 
frequency division duplex (FDD) 85 
frequency division multiple access (FDMA) 
85, 86 
frequency division multiplexed  FDM) 18 
frequency hopped spread spectrum (FHSS) 
10, 629, 673 
frequency modulation (FM) 44, 75 

frequency shift keying (FSK) 19, 55, 79 
frequency synthesizer 255 
fully decoded DAC 567 
 
gain compression 193 
gain-bandwidth (GBW) product 149 
gallium-arsenide 164 
Galois field 662 
Gaussian filtered minimum shift keying 
(GMSK) 58 
Gaussian filters 91 
general search 6 
Gilbert cell mixer 213 
group delay 771 
 
half-IF spurious response 222 
Hartley oscillator 227, 238 
high frequency (HF) 4 
highpass filter 314 
Hilbert transform 31, 526 
hold range 252 
homodyne receiver 373 
human intelligence (HUMINT) 20 
 
I/Q demodulation 36, 538 
I/Q modulation 35 
I/Q sampling 542 
image reject filter 220 
image rejection 224 
image rejection ratio (IRR) 231 
impulse radio (IR) 635 
impulse response 39 
inductive degeneration 130 
infinite impulse response (IIR) 506 
information operations (IO) 20 
input 1dB (IP1dB) compression point 194 
input matching 116 
input second-order intercept point (IIP2) 142 
input third-order intercept point (IIP3) 142 
intelligence preparation of the battlefield 
(IPB) 611 
interference cancellation 531 
intermediate frequency 5 
intermodulation distortion (IMD) 146, 194, 
204 
intermodulation products 364 
internal noise 16 
interpolation 518 
inter-symbol distortion 569 
inter-symbol interference 58 
inverse fast Fourier transform (IFFT) 63 
isolation 218 
 
Leeson model 263 
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linear feedback shift register (LFSR) 662 
linear system 39 
LNA stability 135 
LO spurious response 222 
local oscillator 8, 232 
lock-in range 252 
log detector 299 
long term evolution 4G (LTE4G) 64 
loop filter (LF) 248 
loss factors 118 
low noise amplifier (LNA) 97, 104 
low probability of detection (LPD) 19 
low probability of exploitation (LPE) 19 
low probability of intercept (LPI) 3, 19 
lowpass filter 14, 313 
 
Marcum Q-function 682 
maximum likelihood estimation (MLSE) 623 
mean value 68 
measurement and signatures intelligence 
(MASINT) 20 
MEMS filter 359 
MEMS noise 266 
MEMS oscillator 245 
metal semiconductor FET (MESFET) 163, 
164 
metal-oxide-semiconductor field-effect-
transistor (MOSFET) 104 
metastability 478 
microelectromechanical system (MEMS) 233 
microwave tubes 290 
minimum detectable signal (MDS) 196 
minimum shift keying (MSK) 57 
mixer 190 
mixing 33 
modulation index 51 
modulations 42 
monitor receivers 8 
MOSFET LNA 112 
MOSFET ring mixer 209 
multipath 751 
multiple phase shift keying (MPSK) 60 
multiple-input multiple-output (MIMO) 66 
multiplication and accumulation (MAC) 505 
multirate processing 517 
mutual coupling 753 
 
named area of interest (NAI) 22 
narrow bandwidth 18 
narrowband FM 48 
narrowband LNA 130 
near-far problem 628 
numerically controlled oscillator (NCO) 225 
noise factor 17, 101, 120 

noise figure (NF) 16, 17, 97, 101 
noise power ratio (NPR) 475 
nonlinear mixer 191 
non-recursive filter 505 
normal processes 76 
notch filter 311 
numerically controlled oscillator (NCO) 600 
Nyquist sampling theorem 38, 449 
 
offset quaternary phase shift keying (OQPSK) 
57 
on-off keying (OOK) 56 
order of digital filter 503 
orthogonal frequency division multiplexing 
(OFDM) 63 
oscillator stability 268 
out-of-band power 64 
output 1dB (OP1dB) compression point 194 
output second-order intercept point (OIP2) 
142 
output third-order intercept point (OIP3) 142 
oversampling 426 
oversampling DAC 574 
 
partial-band detection (PBD) 687 
periodically time-variant system 40 
phase detector (PD) 248 
phase interferometer 747, 775 
phase locked loop (PLL) 246 
phase modulation (PM) 44, 76 
phase noise 260, 440 
phase processor 785 
phase-shift keying (PSK) 83 
phasor 28 
Pierce oscillator 239 
PLL noise 268 
polarization 749, 762, 769, 784 
polyphase decomposition 520 
polyphase filter bank 610 
polyphase structure 518 
power line communications 64 
power spectral density (psd) 70, 446 
preselection filtering 145 
private mobile radio (PMR) 66 
probability of intercept 15 
pseudoDoppler 744, 766 
pseudorandom-noise (PN) 86 
public switched telephone network (PSTN) 
18 
pull-in range 253 
pull-out range 253 
pulse amplitude modulation (PAM) 636 
pulse position modulation (PPM) 20, 712 
pulse-shaping filters 90 
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quadrature amplitude modulation (QAM) 61 
quadrature phase shift keying (QPSK) 59 
quaternary shift keying 56 
 
R/2R ladder 571 
radio frequency (RF) 5 
raised-cosine filter 93 
RAKE receiver 88 
random modulation 67, 73 
real envelope 74 
received signal strength indicator (RSSI) 87 
receiver 5 
receiver control unit (RCU) 5 
reconnaissance and surveillance (R&S) 22 
reconstruction filter 585 
recursive filter 506 
REMEZ algorithm 613 
RF amplifiers 277 
RF integrated circuit (RFIC) 191 
roofing filter 145, 146 
root mean squared (RMS) 790 
root sum squared (RSS) 790 
root-raised cosing filter 95 
 
sampling mixer 197 
scanning narrowband receiver 10, 691 
segmented string DAC 565 
selectivity 17 
semiconductor current source 588 
semiconductor switch 589 
sensitivity 17 
Shannon-Hartley law 55 
shunt feedback 170 
shunt peaking 150 
sigma-delta ADC 479 
sigma-delta DAC 575 
signal of interest (SOI) 8, 145 
signal-to-interference-and-distortion (SINAD) 
ratio 97 
signal-to-noise ratio (SNR) 17, 55 
simple gain filter 501 
single delay filter 502 
slow frequency hopping (SFH) 19, 632 
software-defined radio (SDR) 67 
sparkle code 478 
spatial division multiple access (SDMA) 85, 
88 
specific information requirements (SIR) 20 
specific operational requirements (SOR) 20 
spectral display unit (SDU) 5 
spectral efficiency 64 
spectral norm maximization 648, 656 
spread spectrum (SS) 18 

spur chart 223 
spur-free dynamic range (SFDR) 142, 196, 
472 
spurs 142 
square law detector 298 
steady-state error 253 
stochastic differential equation (SDE) 39 
stochastic process 68 
strict-sense stationary process 70 
string DAC 563 
super high frequency 4 
superheterodyne receiver 104, 364 
surface acoustic wave (SAW) 233, 347 
swept local oscillator (SLO) 11, 393 
switching mixer 197 
symbol 55 
symmetric amplitude spectra 30 
synchronization matrix 20, 23 
system 39 
system transfer function 40 
 
targeted area of interest (TAI) 22 
third-order harmonic distortion (HD3) 194 
three-term average filter 503 
time division duplex (TDD) 85 
time division multiple access (TDMA) 85 
time division multiplexed (TDM) 18 
time hopped spread spectrum (THSS) 19, 
634, 711 
time invariant system 39 
time reference divider 573 
time variant system 40 
time-channelized multichannel radiometer 
717 
transformer coupling 291 
transmission line transformer (TLT) 181 
traveling wave tube 62 
true-RMS detector 298 
tuned radio frequency (TRF) receiver 378 
two-term average filter 502 
two-term difference filter 502 
 
ultrawideband (UWB) 19, 634, 711 
undersampling 427, 548 
unity gain filter 501 
 
varactor diode 254 
variable gain amplifier (VGA) 294 
voltage controlled oscillator (VCO) 248, 253 
 
Watson-Watt 735, 756 
Weaver oscillator 227 
wide bandwidth 18 
wideband FM 50, 78 



Index 807 

wideband LNA 124 
wide-sense stationary (wss) process 69 
Wilkinson combiner 182 
Woodward’s theorem 76 
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